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RESEARCH PROGRESS REPORT
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and Disadvantages," J. H. Holland, University of Michigan Technical Report
03105-35-T, February 1965; Nonr-122L4(21).

Background: The Logic of Computers Group of the Communication Sciences Depart-
ment of The University of Michigan is investigating the application of logic
and mathematics to the design of computing automata. Studies of adaptation in
an automaton framework forms a part of this investigation.

Condensed Report Contents: This report begins with a revised characterization
of the class of iterative circuit computers (i.c.c.), the various members of
this class being determined by the substitution instances of a quintuple (A,
Ao, X, T, P) where A is any finitely generated abelian group, AC is a selected
subset thereof, X is any finite set, f and P are finite functions over exten-
sions of X. A brief description of the relation of i.c.c.'s to universal em-
bedding spaces follows. The report concludes with a discussion of some of the
advantages and disadvantages of i.c.c. organization for computers constructed
of microelectric modules.

For Further Information: The complete report is available in the major Navy
technical libraries and can be obtained from the Defense Documentation Center.
A few copies are available for distribution by the author.




The discussion which follows is divided into two parts: The first part
presents a characterization of the various possible organizations for iterative cir-
cuit computers —— a streamlined version of the 1960 characterization [4]. The second
part comments on some advantages and disadvantages of these organizations for prac-
tical machines, particularly micromodular arrays.

The class of iterative circuit computers is the set of all devices
(automata) specified by the admissible substitution instances of the quintuple
(A, Aop X, £, P). Each particular quintuple designates a distinct iterative circuit
computer organization. Intuitively the five parts of the quintuple determine the
following features of the organization:

(i) selection of A determines the underlying geometry of the array,

particularly the dimension —— thus, among other things A determines whether

the array is to be planar, 3-dimensional or higher dimensional;

(ii) selection of A° determines the standard neighborhood or connection

scheme of modules in the array — this A° determines the number and arrange-

ment of modules directly connected to a given module;

(iii) selection of X determines the storage register capacity of the module;

(iv) selection of f determines the instruction set and related operational

characteristics of the module;

(v) selection of P determines the path-building (addressing) capabilities

of the modules —— see below.

More formally, the admissible substitution instances of each of the
five quantities are:

(1) A must be some finitely generated abelian group having a

designated set of generators, say Bos 810 °ovs By with the restriction



that no constraining relations involve 2, That is, the group is free
on g . The positions of modules in the array are indexed by elements

of the subgroup A' generated by g ,..., g . The time~step is given
grouyg g Y 8y . ! g
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by the exponent of ¢ . Thus o = g~ ¢, see o, an clenent of A,
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specifies time-step t at the module having coordinates (jl, vooy jn)o

By choosing the subgroup A' appropriately the modules can be arranged
in a plane, or a torus, or an n-dimensional array, etc. For example,

if A' is free on two generators 815 8ps AN infinite planar array

is specified., If the constraining relations

100
g, =¢
100 . . .
g, =¢€ where e is the group identity,

are added, a 2-dimensional torus 100 modules in each diameter
(10,000 modules total) is specified,

(ii) A° must be a finite set of elements, {alg s ak}, belonging

to the subgroup A' of A, For a module at arbitrary location, A°

specifies the arrangement of directly connected modules. Thus the
J j
modules directly connected to the module indexed by o = gg gll so gnn
j,+k. j_+k.
will be the modules at a; a= gz g1 1 11000 g, n lnp where
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oo gnmo For example, if there is a module at (jl’ j2)
relative to generators 815 8y and the directly connected modules are
to be at coordinates (j;+1, j,), (qs 3,*1)s (3y=1s 3,0, and (3}, 3,-1),

- ~1 -1 .
then A° should be the set {gl, Bys glls 8, '}, where g 1S the group

inverse of g,



(iii) X can be an arbitrary finite set., The set of internal states of
the module is the set S= X x Y where Y is the cartesian product
k 0

k . .
Moy Yy Yy = Hj=l {aj U ¢} and a; € A", That is, Y is the set of

k x k matrices with entry‘Yij being aj or ¢. The set X corresponds

roughly to the possible states of the module's storage register; the
set Y consists of the possible gate configurations for the paths —— see the
transition equations below.

(iv) f can be an arbitrary finite function of the form

f:{S U ¢} ks, S

f deterimines-the instruction set, that is, the permissible transitions

of the storage register states — see the transition equations.

(v) P can be an arbitrary finite function of the form

P;S +Y .

P determines changes in path gating — see the transition equations.

Having chosen (A, Aop X, £, P), the behavior of the corresponding itera-
tive circuit computer is completely determined by the following state transition
schema:
[S(a) will designate the element of S associated with a under the mapping defined
recursively by the transition schema. Under interpretation S(a) designates the
internal state of thevmodulg with space-time coordinates (t, jl, cooy jn)

J

corresponding to o = gg 8, 1 a0 gin This convention will also be used for the

components of S and, in particular, Yij{a) will designate the value of element Yij

t+l 1 In

in the matrix Y associated witha, Note also, that B,® = 8, 8 °° fn

designates the module at the same space coordinates as given by a, but at time

t+1 rather than t.]



The transition schema for Y(goa) determines the path-gating at time t+l
in the corresponding module in terms of the internal state of the module at time t,
S(e). Under interpretation, if Yij(a) = aj the gate is open so that information can
be passed without a time-step delay from the module at aja through the module
at o to the module at azla; if Yij(a) = ¢ the gate is closed. In other words
Y(a) tells how information is to be channeled through the module to its im=
mediate neighbors; the matrices for these neighbors tell how the information is
to be sent on from there, etc. (Details of the information transfer are given by

the transition equations for S(goa) )

|
<

Yij(goa) .(a) if Qij(a) = 0 and Pij(a) = a,

ij J

= P..(a) otherwise
ij

where Pij(a) is the matrix element (i,j) of P(S(a))
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whereAkle qjx is the conjunction of the qjxa

Under interpretation Pij(a) specifies a proposed gate-setting for time t+l at the
given module. Qij(a) prohibits any change in the gate-setting, if there are any
changes elsewhere in the path leading through that particular gate. This pro-
hibition prevents the following unstable situations:

(1) a cycle of connections without delay (operation of modules

belonging to such a cycle would in general be indeterminant).



(ii) an indefinitely long chain of connections without delay
(otherwise a possibility in certain interesting infinite arrays).

The transition equations for X(gou) are given in terms of a function I: B- S,
defined for a subset B of A. Under interpretation I represents input to the com-
puter:

X(gga) = fx(S'(ala, 1), cooy S'(aka,k))

where fx is the restriction of £ to X

and S'(B, i)

S(B) if Yi(gOB) = (9, 00050 )

and I(B) is not defined

I(B) if Yi(goB) = (¢, 0009 ) and I(B)e S

£(S*(Y,,(8) B 1)y oo, S'(Y;, (B) <8, K) )

otherwise
where ¢3= ¢ and S'(¢, j) = ¢

Before going on to the practical advantages and disadvantages of such
organizations I would like to relate iterative circuit computers to the infinite
automaton set down by von Neumann [9]. Von Neumann's cellular automaton is a
natural generalization of the McCulloch-Pitts type of automaton (all primitive
elements involve a unit delay): it is an infinite 2-dimensional iterative array
of an automaton of that type. In an analogous way iterative circuit computers
are natural generalizations of the Burks-Wright type of finite automaton (all
switches have negligible delay). Kleene proved that any behavior realizable
by a finite automaton of the Burks-Wright type (i.e. any regular event) can be
realized by a McCulloch-Pitts automaton at the cost of a constant delay of two
time-steps [6]. Thus there is a negligible difference behaviorally between these
two types of finite automata. This is not true of the corresponding infinite

generalizations. ' There is no way of simulating finite automata in a von Neumann

-5 .



array in such a way that the corresponding behaviors all occur with some constant
change of time scale, t' = kr + c; the more complex the finite automaton simulated,
the slower the simulation. On the other hand, an arbitrary finite automaton can
be simulated in an iterative circuit computer, preserving not only behavioral
timing (k = 1) but also details of local structural and behavioral relations.

€ .g., the simulation can reflect differences corresponding to realization of a
switching function in termsof {jA, V,”} vs. realization in terms of the stroke
function,{|}.) In fact, it can be shown such simulation is possible in iterated
cellular arrays with locally finite information transfer characteristics only if
there is provision for the '"making" and "breaking" of non-delay paths. For
development of these points the reader is referred to [5].

As a potential organization for computers constructed from micro-
electronic components, iterative circuit computers (i.c.c.) exhibit two principal
characteristics:

(1) the entire processing part of the computer can be made up of

identical modules uniformly interconnected,

(2) within limits of overall storage capacity, the resulting computer can

execute an arbitrary number of different programs simultaneously.
The first characteristic offers the following advantages:

(i) set-up costs can be spread over a large number of identical units,

(ii) production, inventory and repair can all be centered on a single

integrated component,

(iii) short leads and simple inter-unit connection procedures can be used,

(iv) interface between units can easily be kept standard so that im-

proved units (even those involving new instructions) can be added, thus

increasing capacity or capability, without shutdown - programs already

written will run correctly on the modified device,
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The second characteristic offers the following advantages:

(1) high computation rates for calculations which can be executed in

parallel fashion (many outstanding problems owe their computational diffi-

culty to the fact that the underlying process is essentially parallel,
forcing single sequence machines into a scanning procedure; in such cases
parallel computations offer computation rates unobtainable by any feasi-
ble decrease in the cycle time of a single sequence machine).

(ii1) space-sharing becomes possible, i.e., the computer can be divided

into arbitrary independently-operating sub-computers as required (with

store protect features, the sub-computers can be prevented from inter-
action under central control) and reorganization can be effected, upon
demand, under program control.

(iii) because all units are identical and because programs can be

executed simultaneously, diagnostic procedures can continually sample

modules, with a negligible loss in efficiency — if faulty or failing
modules are located, it is possible to "program around" themuntil re-
placement,

There are several important disadvantages to i.c.c., organization., Perhaps
the most serious disadvantage, to the present time, has been the number of active
elements required in each module: several hundred for reasonable flexibility and
ease of operation, Closely related, is the low average use factor for some ele-
ments in the module, For example, each module usually will have arithmetic
capability; yet at any given time only a small fraction of the modules will be
using this-capability, (It is worth noting that reduced use factors are tolerated
even  in contemporary single sequence machines as a matter of convenience: com=-
piled programs for simulation of highly parallel systems can be 3 or 4 times

slower than "hand=crafted" programs, resulting in a lowered effective-use factor



for the-arithmetic unit.) The importance of these disadvantages decreases as the
average cost of a module drops. If the cost of production is largely set-up cost,
it may be possible to produce complicated modules for what it presently costs to
produce and assemble a few transistors. Should this happen, average use factor for
individual elements is no longer a reasonable measure of overall machine effi-
ciency.

Other potential disadvantages center on problems of internal access and
broader problems of programming languages and programming convenience. Some aspects
of these problems have been investigated (see [2], [7], and [8]), but they remain
largely unexplored. The internal accessing problem stems from the procedure used
to locate operands — an operand is accessed by 'building a path" (opening a sequence
of gates) to it, Two difficulties arise, One depends on the number of operands
accessible to any module via a reasonable number of path-building operations. The
other concerns path interference (crossover, multiple access, etc.). The first of
these is less a problem than it seems at first sight. Assume that no more than
10 gates can be opened, for a given path extension, in one machine cycle (i:.e. each
path can be extended through at most 10 modules in one machine cycle), Still, in
two machine cycles, any of 400 modules can be accessed from any given module in
a 2-dimensional machine where each module has four nearest neighbors. The problem
of path interference is more serious; however there are at least two ways of
‘alleviating this problem: higher dimensionality [8] or pathsbuilding via trunk
lines [3]. Both can be used together and both also further reduce the first
problem,

Programming“cqnvenience'and the design of programming languages for an
i.c.c. are extensive problems not likely to be solved in a fell swoop. One or two

comments may show the scope of the problem and where hope lies. For some kinds



of problems, programming is actually simpler than for conventional single sequence
machines. The solution of partial differential equations in 3-space and time (the
weather problem, etc.), by conventional methods on a single-sequence computer, re-
quires that about 90% of the program be given over to scanning logic, boundary
manipulation, etc. These considerations are eliminated in an appropriate i.c.c.,
since the basic grid-point sub-routine can simply be copied throughout - all
grid-points are then updated simultaneously. In other contexts, because programs
can be executed simultaneously, we face the usual difficulties of parallelism:
asynchrony and priority., Certain natural operations, such as association along
paths, complicate the problem, Techniques used in the design of asynchronous cir-
cuits are useful here. For example, sub=programs can be written so that; when
their part of the calculation' is ready the corresponding output registers are
assigned ready status; sub-programs go to execution status when all operands re-
quired are in ready status. An example of an i.c.c. compiler, along somewhat dif-
ferent lines, appears in [1].

There is a great class of highly-parallel problems intrinsically beyond
the capability of any presently feasible single sequence machine: the unrestricted
weather problem, magnetohydrodynamic problems, command and control problems, simu-
lations of biological and ecological systems, and so on, Iterative circuit com-
puters offer the possibility of treating these problems in parallel fashion —— thus
making them accessible to computation. On balance I would say that the feasibility
of an i.c.c. rests upon resolution of the first-mentioned disadvantage: design and
production of a module with several hundred active elements at a relatively low
cost, The other problems will almost certainly be resolved sufficiently to permit

useful computation if this can be accomplished.
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