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5.2.4 Linear blister channels 

By overlapping circular blister features produced at normal laser incidence, 

linear blister channels were produced on samples with 1200 nm thermally grown 

and PECVD oxide [75]. A schematic of the technique is provided in Figure 

5.2.14, while OM images of linear blister channels are provided in Figure 5.2.15. 

Overlap of circular blisters was achieved by translating the sample through the 

focused laser beam at a constant speed (typically 10 mm/s) under modest 

focusing conditions (using a plano-convex lens with focal length of 35-40 cm, 

yielding a focused beam diameter (1/e2) of around 50-70 µm). The optimal laser 

fluence for channel production was found to be 0.35-0.4 J/cm2, at the low end of 

the fluence range where single isolated blisters were produced (see Chapter 

5.2.2). At a laser repetition rate of 1 kHz, a scan velocity of 10 mm/s yields a 

pulse-to-pulse overlap of 10µm on the sample surface. Under the laser focusing 

conditions discussed above, high sample translation speeds (≥ 20 mm/s) 

resulted in channels with non-uniform surfaces (isolated blisters were spaced too 

far apart); while slower translation speeds (≤ 5 mm/s) often resulted in fracture of 

the oxide film. The observed fracture produced at slower translation speeds was 

attributed to excessive accumulated fluence which produced excessive local 

heating or strain in the oxide film. Attempts to produce similar channels on 

Figure 5.2.15 OM images of linear blister channels produced in 1200 nm PECVD oxide films on 
Si(100). The channel width was increased by laterally overlapping single pass channels. The 
leftmost channel was produced with a single pass of the sample through the focused laser 
beam. The number of lateral passes increases monotonically up to 15 passes for the rightmost 
blister channel. The telephone cord instability emerged when the channel width exceeds ~ 90 
µm 

50 µm 

200 µm 
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samples with thinner oxide films were not successful, as laser conditions were 

not experimentally determined which did not result in the fracture of the film when 

two circular blisters were overlapped.  

Channels produced with a single pass or translation of the sample through 

the focused laser beam had widths of around 20 µm and maximum heights of 

around 300-400 nm. Wider channels were produced by laterally overlapping 

single pass channels with a typical spacing of around 10-20 µm. In Figure 5.2.15, 

linear blister channels produced with up to 15 laterally overlapped passes are 

shown. The measured height of the channels as a function of channel radius (or 

half width) for linear blister channels produced with 1200 nm thermally grown and 

PECVD oxide films on Si(100) is shown in Figure 5.2.16. Channels up to around 

90 µm in width produced in 1200 nm PECVD oxide films, and around 60 µm 

width in thermally grown oxide films exhibited the Euler mode of thin film buckling 

[145, 149], while channels of width exceeding these values resulted in a channel 

with the telephone cord mode [149, 150, 152, 245, 246]. The presence of these 

Figure 5.2.16 Measured linear blister height as a function of linear blister half width for blister 
produced with a fs pulsed laser on Si(100) with a 1200 nm thermal oxide film (laser fluence = 0.4 
J/cm2, lateral overlap = 10 µm) and Si(100) with 1200 nm PECVD oxide ((laser fluence = 0.4 
J/cm2, lateral overlap = 20 µm). Linear fits provided to the data indicate a minimum blister half 
width for fs laser induced buckling of b0 = 7.64 µm for the thermal oxide film, and b0 = 9.8 µm for 
the PECVD oxide film. 



 96    

buckling modes will be discussed in the context of thin film buckling mechanics in 

the following section (Chapter 5.2.5)  

The 1200 nm PECVD oxide film was found to be superior for linear blister 

channel production relative to the 1200 nm thermally grown oxide on silicon. For 

the 1200 nm thermally grown oxide film, the delaminated oxide film often 

fractured during the production of multiple lateral pass blister channels. Typically 

the fracture was observed along the outer edge of the film delaminated by the 

first pass of the laser across the sample surface after the application of additional 

laterally overlapped passes. An example of a partially fractured linear blister 

channel produced in 1200 nm thermally grown oxide film are presented in Figure 

Figure 5.2.17 Examples of fractured blister channels produced in Si(100) with 1200 nm 
thermally grown oxide at a laser fluence of 0.40 J/cm2, translation velocity of 6 mm/s, 2-pass 
channel with a lateral overlap of 10 µm. a) OM image of  linear blister channel height where 
location of partial fracture is indicated. b) AFM topographic image of partially fractured linear 
blister channe. c) AFM cross section over semi-fractured portion of linear blister. d) AFM cross 
section over fully intact portion of linear blister channel.  
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5.2.17. Similar fracture phenomena in delaminated oxide films have been 

observed by other groups [151], however the location of the fracture was typically 

along the line of maximum vertical displacement of the delaminated film, in 

contrast to our observations where the ridge cracks form along one side of the 

linear blister. This might be expected from the manner in which our linear blister 

channels our produced (i.e. by laterally overlapping several single pass blister 

channels, see schematic in Figure 5.2.14 for more detail) in contrast to a load 

applied by a wedge as in previously published work [151]. The portion of the 

blister channel that has been fractured appears flat relative to the portion of the 

Figure 5.2.18 SEM and AFM characterization of interior of linear blister channels produced on 
Si(100) with 1200 nm PECVD oxide. a) SEM image showing end of blister channel produced with 
a laser fluence of 0.3 J/cm2, a translation speed of 10 mm/sec, with 4 laterally overlapped passes 
at 20 µm lateral spacing. Image taken with sample tilted at 59°. b) SEM image showing close up 
image from boxed region in a). c) AFM of bottom surface of linear blister channel produced with 
laser fluence of  = 0.19 J/cm2, and a translation speed of 5 mm/s. The laser was passed over the 
same region twice to remove the oxide film and expose the bottom surface of the channel. 

a) SEM image showing end of linear 
blister channel  
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channel that remained intact, suggesting that the delaminated oxide undergoes 

elastic deformation alone. This may further indicate that the entire film may not 

achieve temperatures appropriate for melting. 

With respect to the films examined here, the 1200 nm thermally grown oxide 

film may be more prone to fracture due to presence of greater intrinsic 

compressive stress in the film relative to the oxide films prepared via PECVD 

[242]. These films were prepared by the Michigan Nanofabrication Facility (MNF), 

and the intrinsic film stresses were characterized Brian VanderElzen (Lead 

Research Engineer, MNF) and Cedric Whitney (Senior Process Engineer, MNF) 

using the technique of wafer curvature indicating a compressive stress of 300 

MPa for the low temperature (200 °C) PECVD oxide, and 380 MPa for the 

thermally grown oxide. Calculation of this intrinsic stress based on linear blister 

channel dimensions is discussed below in Chapter 5.2.5. 

The interior surfaces of the channels were characterized using SEM and 

AFM. A SEM image showing the end of a linear blister channel written off the 

edge of a Si(100) wafer with 1200 nm  is presented in Figure 5.2.18. From Figure 

5.2.18 b), it can be seen that the bottom surface of the delaminated oxide film is 

very smooth, with roughness less than 10 nm. The bottom (or substrate) surface 

of the linear blister channel exhibits roughness due to the ablation event initiated 

by the incident laser pulse. This roughness appears periodic in nature, yielding 

Figure 5.2.19 a) AFM topographic image of an intersection between 2 linear blister channels (1 
pass intersecting with a 2 pass) written in Si(100) with 1200 nm PECVD oxide. b) AFM 
topographic image of linear blister channels with corners. For both a) and b), the laser fluence 
was 0.40 J/cm2 with a translation velocity of 10 mm/s. 
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ripples or laser induced periodic surface structures (LIPSS) [46, 130]. Atomic 

force microscopy of the bottom surface of a channel for which the oxide film was 

intentionally removed (by over-exposing the surface to the laser) showed a peak 

roughness of around 409 nm, while the RMS roughness was around 59 nm (see 

Figure 5.2.17 c)). If a linear blister channel is written off the edge of a substrate, 

we expect that exposure to air produces a native oxide on all interior surfaces 

within 1 µs (assuming a sticking coefficient of 1 [247]). As such, the interior of the 

blister channel is expected to have the surface properties of SiO2. 

The technique for producing linear blister channels was used to generate 

simple microfluidic channels in 1200 nm PECVD oxide films on Si(100) [75]. 

Figure 5.2.19 shows examples of device elements such as channel intersections 

and corners that were produced by varying the translation path of the sample 

through the focused laser beam. Experiments were performed to determine if the 

Figure 5.2.20 a) Schematic showing fluidic device in dual reservoir mold mounted on glass cover 
slip. The channels through which fluid flows are facing downward to facilitate viewing with an 
inverted fluorescence microscope. b) Side-view of device. c) Top-view photograph of device 
showing leads, which are clamped in with two copper gaskets for tension relief. 

b) Cross section of device in mold with leads a) 3D schematic of device in mold 
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channels were capable of propagating fluids. Linear channels of varying widths 

(single pass channel ~20 µm in width up to 22 laterally overlapped channels of 

width exceeding 320 µm) were drawn across a 1 cm wide sample. While 

recording video through an optical microscope, water was observed to fill linear 

channels via capillary action with flow rates ranging from 6.2 – 17.5 mm/s (± 1.6 

mm/s) for channels ranging in width from 105 – 320 µm respectively.  

A device was also designed for the purpose of performing electrophoresis in 

linear blister channels produced on Si(100) with 1200 nm PECVD oxide. In 

general, electrophoresis is the movement of charged particles under the 

influence of an electric field [248-251]. Electrophoresis experiments required a 

means for controlling delivery of fluids to the ends of linear blister channels. This 

macro-micro interfacing was achieved using a PDMS (poly(dimethysiloxane) 

from Dow Corning, Sylgard 184) mold with isolated fluid reservoirs. Several 

techniques for producing these molds were attempted, the most successful of 

which is discussed in Appendix A3, with a schematic of the procedure presented 

Figure 5.2.21 Time-lapse fluorescence microscopy of 20 nm carboxolate modified polystyrene 
spheres propagating in a blister channel produced on a sample with 1200 nm PECVD oxide on 
Si(100). A static DC electric field (20 V/cm) was applied to produce the electrophoretic flow. The 
delaminated oxide surface exhibits the telephone cord instability resulting in the wavy path of the 
nanospheres. Air bubbles are visible as the solid black regions within the channels. Some of the 
spheres have clumped together and travel near the outside of the flow. 
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in Figure A3.1. A simplified diagram and picture of the device is presented in 

Figure 5.2.20.  

Electrophoretic flow was produced by applying a DC potential difference the 

two reservoirs, thereby forcing charged nanospheres between the reservoirs via 

the only available path which was through the linear blister channels. The 

potential difference was established by placing wire leads into the open tops of 

the reservoirs. The lead were connected to a 1250 V DC power supply (Stanford 

Research Systems, model PS310). The charged particles used for 

electrophoresis experiments were fluorescent, 20 nm diameter, carboxolate 

modified polystyrene spheres (Fluo Spheres from Invitrogen Corp.). The 

nanospheres had a maximum excitation wavelength of 625 nm, and a maximum 

fluorescence wavelength of 645 nm. The spheres were suspended in a buffered 

1 M TRIS (trishydroxymethylaminomethane) solution with a 10:1 ratio of TRIS to 

suspended nanospheres. The nanosphere/TRIS solution was placed in one of 

the reservoirs with DI water placed in the other reservoir. With the electrical leads 

in place in the reservoirs and separated by about 1-1.5 cm, a range of potential 

differences was applied (5V – 50V), yielding electric fields on the order of 5 – 50 

Figure 5.2.22 Measurement of electrophoretic flow velocity of 20 nm carboxolate modified 
polystyrene spheres through a channel ~220 µm in width and ~ 10 µm height (at maximum),  as a 
function of applied electric field. Measurements made from time-lapse fluorescence microscopy 
similar to those presented in Figure 4.2.20 
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V/cm, and currents on the order of 100’s of µA. Time-lapse fluorescence 

microscope images showing flow of particles within the channels are shown in 

Figure 5.2.21.  

As demonstrated by the plot in Figure 5.2.22, the flow rate of the spheres 

through a particular channel was observed to generally decrease with increasing 

potential difference. Flow rates ranging from 55 µm/sec to 28 µm/sec for potential 

differences ranging from 20-35 V (fields of ~ 20 V/cm – 35 V/cm) respectively. 

The decrease in flow velocity was attributed to the formation of air bubbles within 

and near the end of channels which limited flow of the spheres from the channels 

to the reservoirs. These bubbles formed due to current leakage into the Si(100) 

substrate, which resulted in local resistive heating and subsequent boiling of the 

water and TRIS solutions [249, 252]. Future work will attempt to minimize this 

effect by coating the interior surfaces of the channels with insulating materials 

[252] in order to achieve greater flow rates. 

It was further observed that regions of delaminated film with arbitrary footprint 

could be created by simply “drawing” the desired feature with the fs laser across 

the sample surface. In this fashion, channel networks were assembled square 

regions of film delamination on samples with the 1200 nm PECVD oxide films. 

The so called “bitwise” writing technique used a reduced laser fluence (0.3 J/cm2) 

and a slower scan velocity (5 mm/s) relative to the linear channel writing method. 

In contrast to the linear channel writing technique in which channels were 

produced by scanning the sample at a fixed velocity through the focused laser 

beam, the sample was translated in a square path (typically 50-100 µm on a 

side), yielding “bits” that were connected together to form desired features. An 

example of a simple 3-input mixing device created with the bitwise technique on 

Si(100) with 1200 nm PECVD oxide is presented in Figure 5.2.23. The top 

surface of channels produced with the bitwise writing technique possessed a 

non-uniform cross section with the delaminated glass film exhibiting a rumpled 

surface. Channel intersections were however, easier to produce with the bitwise 

technique than with the linear channel writing technique, where fracture of the 

delaminated film at channel intersections was often observed. 
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In summary, simple fluidic channel devices were created using the 

phenomenon of fs laser induced buckling of thin oxide films from Si(100) 

substrates. Channels were written at a speed of 1 cm/s, and channels width 

ranged from 16 – 320 µm, with channel heights ranging from 170 nm - ~15 µm 

respectively. Fluid flow of H2O in linear blister channels via capillary action was 

observed, revealing flow rates ranging from 6.2 – 17.5 mm/s (± 1.6 mm/s) for 

channels ranging in width from 105 – 320 µm respectively. DC electrophoretic 

flow of fluorescent nanospheres in a ~220 µm wide linear channel was also 

demonstrated, and flow rates ranging from 55 – 29 µm/s were measured for 

applied electric fields ranging from 20 – 35 V/cm respectively. Air bubble 

formation in the channels due to current leakage from the fluid to the Silicon 

wafer impeded fluid flow and was cited as the source of decreasing fluid flow 

rates with increased applied electric field. A bitwise writing technique was also 

developed that provided for easier creation of channel corners and intersections. 

A review of other fluidic channel fabrication methods is presented elsewhere 

[253, 254]. Other fs laser based machining techniques have been used to create 

fluidic channels [255-258], but are typically orders of magnitude slower than the 

technique presented here (due to debris accumulation in sub-surface machining 

[255-257]), or involved multiple steps including the bonding of a top glass layer to 

a fs laser micromachined silicon substrate [258]. Future work will address the 

Figure 5.2.23 Nomarski OM image of three input grid device written on Si(100) with 1200 nm 
PECVD oxide with bitwise writing technique. 

1 mm 
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issue of air bubble formation within the channels during electrophoresis, and will 

explore more complicated device designs. 

 

5.2.5 Mechanics of fs laser induced buckling of thin oxide films. 

A wide body of work has been devoted to study of the mechanical properties 

of thin films by characterizing the dimensions of naturally occurring [245, 246] or 

intentionally produced delamination or film buckling events [144-151]. These 

methods were applied to fs pulsed laser induced buckling of thin oxide films from 

Si(100) substrates in order to assess the role of the fs laser ablation on the 

buckling event. This work was performed in collaboration with Michael Thouless 

(Professor, Department of Mechanical Engineering and Department of Materials 

Science and Engineering, University of Michigan).  

In order to investigate the role of fs laser ablation on the observed film 

buckling, the intrinsic compressive stress in 300 nm and 1200 nm thermally 

grown oxide films on Si(100)the films was inferred from the dimensions of circular 

blisters [259]. In a similar fashion, the intrinsic compressive stress present in 

1200 nm thermally grown and PECVD oxide films was inferred from the 

dimensions of linear blister channels [150]. The results of these analyses 

indicated that the fs laser ablation event at the interface between the oxide thin 

film and the underlying Si(100) substrate participates in the film buckling event. 

Comparing the intrinsic film stress obtained from blister dimensions with 

measurements of the stress made ex-situ, it was apparent that the laser ablation 

event produced a vertical deflection or buckling of the film for smaller widths of 

film delamination than would be expected for the film to buckle under the 

naturally occurring compressive stress alone. It was further concluded the 

upward force of the ablation event at the substrate/film interface was responsible 

for this effect. A distinction should be made between buckling driven 

delamination of thin films and laser induced buckling. The mechanics theory used 

here was developed to address thin film delamination which begins at a local 

defect between the film and the substrate and propagates due to the energy 

release associated with the buckling of a compressively stressed film [259]. In 
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the results discussed here, propagation of the delamination beyond the region 

defined by the focused laser beam was not observed, and thus likely results from 

a different physical mechanism associated with the capped fs laser ablation that 

occurs at the substrate-film interface. The details of this study for both circular 

blisters and linear blister channels are presented in the following section. 

Circular blisters were produced in 300 nm and 1200 nm thermally grown 

oxide films with single laser pulses at normal laser incidence. The general 

experimental setup for these experiments is presented in Figure 3.3.1. Briefly, 

the laser was focused onto the sample surface with a 20 cm focal length, plano-

convex lens yielding of focused beam diameter (1/e2) of 18.3 ± 0.5 µm. Variation 

in blister dimensions (width and height) was achieved by creating features with a 

range of incident laser fluences. For the 300 nm thermally grown oxide on 

Si(100), a range of laser fluences from 0.36 – 0.59 J/cm2 was used, while a 

similar range in laser fluence from 0.48 – 0.81 J/cm2 was used to produced 

blisters in the 1200 nm thermally grown oxide film. Once generated, the blister 

dimensions were measured via AFM, with the blister full width defined according 

to the location of vertical deflection of the film exceeding 10 nm. The blister 

dimensions (blister diameter or full width, and maximum blister height) as a 

Figure 5.2.24 Dimensions of circular blisters used for study of film mechanics. a) Blister full width 
as a function of incident laser fluence. b) Blister maximum height as a function of incident laser 
fluence. 

a) Blister full width vs. laser fluence b) Blister height vs. laser fluence 
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function of laser fluence are shown in Figure 5.2.24, while the normalized blister 

height (normalized to the film thickness h) as function of normalized blister half 

width is provided in Figure 5.2.25. For each data point the dimensions of three 

blister features were measured and averaged.  

Modeling the thin film as a clamped circular plate of radius a on a non-

compliant substrate (for details on the development of these equations see [144, 

259]), the critical stress for buckling is given by: 
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where E1 = 70 GPa is the bulk modulous of the oxide film, and h1 = 300 nm or 

1200 nm is the thickness of the film, and ν1 = 0.3 is the Poisson ratio of bulk SiO2 

(all properties at room temperature). Figure 5.2.25 demonstrates that once 

normalized to their respective film thicknesses, the blister dimensions produced 

on both samples with 300 nm and 1200 nm thermally grown oxide fell along the 

same trend line. As such, the data was regarded as a single dimensionless data 

set (normalized blister height a function of normalized blister half width) and 

calculations were performed under this assumption. 

Figure 5.2.25 Normalized blister height vs. normalized blister half width for circular blisters. Note 
that data sets for 1200 nm and 300 nm thermal oxide on Si(100) have been combined for the 
normalized results. A power law fit to the measured data indicates a minimum width for buckling 
of a0/h = 7.89. 

a0/h = 7.89 
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In general, buckling or vertical deflection of compressively stressed films 

occurs once a critical width of film is delaminated or freed from the underlying 

substrate [144, 146, 259]. In other words, delamination does not always lead to 

buckling of the film, and under the presence of intrinsic compressive stress within 

the film a critical width of delamination is required for buckling to occur. By 

determining the minimum delamination width for buckling a0, the intrinsic 

compressive stress in a film can be determined via Equation 5.2.1. By applying a 

power law fit to the normalized blister height vs. blister half width, the minimum 

normalized delamination half width a0/h for fs laser induced buckling was 

determined to be a0/h = 7.89. Using this value, the intrinsic compressive film 

stress was determined from Equation 5.2.1 above (with a/h = a0/h = 7.89) to be 

1.5 GPa. As the minimum normalized blister half width for buckling was 

determined for the combined data sets for the 1200 nm and 300 nm thermal 

oxide films, this calculated stress of 1.5 GPa was assumed to be represent the 

intrinsic stress in both films.  

In a previous work, the intrinsic compressive stress in thermally grown SiO2 

films on crystalline silicon substrates was found to depend on the oxide film 

thickness [243]. At film thicknesses exceeding 150 nm, the intrinsic compressive 

stress in the films was approximately 0.3 GPa [243]. This validates the 

normalization and combination of data sets from the 300 nm and 1200 nm 

thermally grown oxide films as both films would be expected to posses 

approximately the same intrinsic stress. Samples with thermally grown oxide 

(and PECVD oxide) films were obtained from the Michigan Nanofabrication 

Facility (MNF). These films were characterized Brian VanderElzen (Lead 

Research Engineer, MNF) and Cedric Whitney (Senior Process Engineer, MNF) 

using the technique of wafer curvature indicating a compressive stress of 300 

MPa for the low temperature (200 °C) PECVD oxide, and 380 MPa for the 

thermally grown oxide. The magnitude of the intrinsic stress inferred from the fs 

laser induced blisters of the combined data sets (1.5 GPa) exceeds the literature 

value (~0.38 GPa). This suggests that the laser ablation event at the 

substrate/film interface participates in some manner during the buckling event.  
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With respect to Equation 5.2.1, the excessive compressive stress inferred 

from the minimum half blister half width for fs laser induced buckling implies that 

the laser ablation event effectively reduces the minimum delamination width for 

buckling a0. According to Equation 5.2.1, an intrinsic compressive stress of 0.3 

GPa yields a minimum normalized half width for buckling of a0/h ≈ 17.8, 

significantly exceeding the estimated a0/h = 7.89 presented here. It is likely that 

the combination of heat and upward force provided by the ablation event would 

produce film buckling for smaller widths of delamination that would occur in the 

absence of the laser/material interaction. The force provided by the ablation 

event is discussed further in Chapter 6.1.2, where the dynamics of fs laser 

ablation of silicon with thermally grown oxide films is presented. 

The intrinsic (or naturally occurring [260]) film stress σ0, was also calculated 

from the individual normalized blister height δ and half width a using the following 

expression [259]:  
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where c1 is a constant in terms of the Poisson ratio ν1: 
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Figure 5.2.26 Calculated intrinsic film compressive film stress in thermal oxide as a function of 
normalized blister half width (a/h) from individual blister dimensions via Equation 5.2.2. The stress 
appears to asymptote to ~0.5 GPa as the normalized blister half width increases. 

0.5 GPa 

For σ0 = 0.3 GPa 
a0/h = 17.8 
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The intrinsic film stress as a function of normalized blister half width for the 

combined data sets (both 300 nm and 1200 nm thermal oxide) is provided in 

Figure 5.2.26, where it is shown that the film stress asymptotes to approximately 

0.5 GPa as the normalized half width increases. This inferred value differs from 

the measured compressive film stress of 0.3 GPa for the thermal oxide films. The 

asymptotic behavior for the inferred stress shown in Figure 5.2.26 does however 

provide additional evidence that the laser ablation event at the film/substrate 

interface reduces the critical width for buckling relative to that which would be 

expected from the intrinsic compressive film stress alone. From the plot in Figure 

5.2.26 it can be seen that the calculated intrinsic film stress decreases rapidly 

until the normalized blister half widths exceeds the value of a0/h = 17.8 (shown 

with arrow) expected for an intrinsic film stress of 0.3 GPa. As film buckling is 

expected to occur, the variation in the calculated film stress shown in Figure 

5.2.26 may not be as dramatic for normalized half widths exceeding a0/h = 17.8.  

 Two possible sources for this discrepancy between the asymptotic inferred 

intrinsic stress (~ 0.5 GPa) and the measured intrinsic compressive stress in the 

thermal oxide films (0.38 GPa) were cited; a fixed additional height may be 

provided to the blisters by the force of the ablation event, or the measured blister 

half width made via AFM may have been less than the actual half width of 

delamination. With respect to the former, quantifying the mechanism which 

introduces additional blister height would require knowledge of the thermo-

physical properties of the oxide film during ablation and a measure of the force 

exerted on the delaminated film by the ablation event (discussed further in 

Chapter 6.1.2). With respect to the latter, measurements of blister widths were 

made relative to the location where the initial vertical deflection (exceeding 10 nm 

from the surrounding film) of the blister was apparent along the AFM cross 

section which contained maximum blister height. Some modification to the 

film/substrate interface was observed via optical microscopy at half widths 

exceeding those measured via AFM (typically 2-5 µm greater than the half width 

measured via AFM). This modification may be local laser induced amorphization 

of the underlying silicon substrate [70]. Examples of this are apparent in Figure 
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5.2.6 c) and d), where contrast associated with the laser ablation event is 

apparent in the image beyond the presumably buckled area. However, a 

significantly greater critical half width for buckling (a0/h ≈ 10) was not obtained by 

defining the blister half width by the according to contrast present in OM images 

of the blister features. Thus we assume that the force of the ablation event likely 

contributes a fixed additional height to the blister features, possibly due to 

impedance mismatch encountered by the blast wave accompanying the ablation 

event at the oxide film/air interface [261]. Further evidence and understanding of 

how the thermal oxide film responds to the shock and heat associated with the 

ablation event should be addressed in future work. 

The predicted blister height as a function of the intrinsic film stress can be 

obtained by rearranging Equation 5.2.2 into the following form: 
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The normalized blister height δ/h as a function of the normalized blister half 

width was calculated using Equation 5.2.4 with an intrinsic compressive film 

stress (σ0 = 1.51 GPa) inferred from the minimum normalized blister width for 

buckling (a0/h = 7.89). The results of this calculation are presented in Figure 

Figure 5.2.27 Measured and calculated normalized blister height as a function of normalized 
blister half width. Calculation of the normalized blister height made with Equation 5.2.4 using an 
intrinsic compressive film stress of σ0 = 1.51 GPa based on the minimum blister half width for 
buckling (a0/h = 7.89).  
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5.2.27, where the measured normalized blister height vs. half width is also 

presented.  It is clear that the calculated blister height using an assumed intrinsic 

compressive of σ0 = 1.51 GPa stress exceeds the measured height as a function 

of the blister half width. This observation again demonstrates that the intrinsic 

film stress inferred from the minimum delamination width for buckling is much 

higher than the actual compressive stress present in the film, further supporting 

the hypothesis that the laser ablation event results in a buckling event at a 

reduced width of oxide film delamination. 

A similar mechanics analysis was applied to linear blister channels produced 

by overlapping isolated circular blisters on Si(100) with 1200 nm thermal oxide 

and 1200 nm PECVD oxide films. Linear blister channels were produced with the 

technique described in Chapter 5.2.3 above. For blister channels produced in the 

1200 nm thermal oxide film, a laser fluence of 0.40 J/cm2 was used to produced 

channels with a focused laser spot size (1/e2) of ~20 µm , with wider channels 

produced by successively laterally overlapping single pass channels by 10 µm. 

For linear blister channels produced in the 1200 PECVD oxide film, a laser 

fluence of 0.40 J/cm2 was used to produce channels with a focused laser spot 

size (1/e2) of ~30 µm, with a lateral overlap of 20 µm used to create wider 

channels with multiple single pass channels. The analysis was applied to blister 

channels exhibiting the Euler buckling mode [150], and blisters exhibiting the 

telephone cord mode were not addressed. 

The measured (via AFM) linear blister channel height δ as a function of its 

width b is presented in Figure 5.2.16 for both the thermal oxide and PECVD 

oxide film. Assuming the Euler buckling mode, the following equation gives the 

critical stress for buckling σc [150]: 
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Where E1 = 70 GPa is the modulus of oxide film, ν1 = 0.3 is the Poisson ratio 

of the oxide film, and h = 1200 nm is the thickness of the film. The minimum 

width for buckling was determined to be b0 = 7.59 µm and 9.8 µm for the 1200 

nm thermally grown oxide and PECVD oxide respectively by applying a linear fits 
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to the measured blister height vs. width data presented Figure 5.2.16. Similar to 

the analysis for circular blisters, the intrinsic compressive film stress was 

determined using the minimum blister width b0 for buckling in Equation 5.2.4 

above [150]. This calculation yielded values of 1.58 GPa and 0.91 GPa for the 

intrinsic compressive film stress in the 1200 nm thermally grown and PECVD 

oxide films respectively. The reported values for the intrinsic compressive stress 

in thermally grown oxide films and PECVD oxide films are ~0.3 GPa [243] and 

~0.1-0.2 GPa [242] respectively. As mentioned early, measurements of the 

compressive stress of oxide films produced under similar conditions via wafer 

curvature techniques found the intrinsic compressive stress to be 0.3 GPa for the 

PECVD oxide and 0.38 GPa for the thermally grown oxide film. 

As with intrinsic stress inferred from analysis of circular blisters, the 

compressive stress inferred from the minimum delamination width for buckling 

exceeds the reported and measured values. The relative value of the inferred 

stress between the thermal and PECVD oxide were however similar to the 

relative reported and measured values, with the inferred stress in the PECVD 

oxide being approximately 2/3 the inferred stress in the thermally grown oxide 

film. The discrepancy between the inferred compressive film stress from the 

minimum width for buckling b0 and the reported and measured values was again 

attributed to the fs laser ablation event encouraging film buckling at a 

delamination width that would not be expected to produce a vertical deflection of 

the delaminated film under relaxation intrinsic compressive stress alone. It should 

also be noted that other groups have identified discrepancies between theoretical 

and measured film properties for linear blisters near the critical width for buckling 

[147, 148] 

The intrinsic film stress was also calculated from individual blister channel 

dimensions. The following equation gives the intrinsic film stress σ0 in terms of 

the blister half width b, and maximum linear blister height δ [150]: 
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where E1 = 70 GPa is the modulus of oxide film, ν1 = 0.3 is the Poisson ratio 

of the oxide film, and h = 1200 nm is the thickness of the film. Figure 5.2.28 

shows the inferred intrinsic film stress as a function of the normalized blister half 

width for the 1200 nm thermally grown and PECVD oxide films. For both films, 

the intrinsic compressive stress begins at a higher value (σ0 (b/h = 6.62) = 1.47 

GPa for thermal oxide film, and σ0 (b/h = 9.96) = 0.68 GPa) and quickly 

asymptotes to a lower value (σ0 (b/h ≥ 10.3) ≈ 0.6 GPa for the thermal oxide film, 

and σ0 (b/h ≥ 15.2) ≈ 0.3 GPa for the PECVD oxide film). Recall that for circular 

blisters produced in the 300 nm and 1200 nm thermally grown oxide films, the 

intrinsic film stress inferred from the blister dimensions also showed an 

asymptotic behavior, with σ0 ≈ 0.6 GPa as the normalized blister half width 

increased (see Figure 5.2.26).  

The asymptotic inferred intrinsic values obtained here (σ0 (b/h ≥ 10.3) ≈ 0.6 

GPa for thermal oxide film, and σ0 (b/h ≥ 15.2) ≈ 0.3 GPa) again exceed the 

reported (~0.3 GPa for thermal oxide films greater than 147 nm in thickness 

[243], ~0.1-0.2 GPa for the PECVD oxide [242]) and measured values (0.38 GPa 

for thermal oxide films greater than 147 nm in thickness, 0.3 GPa for the PECVD 

oxide). This discrepancy is consistent with the conclusion drawn earlier; the laser 

Figure 5.2.28 Calculated intrinsic compressive film stress as a function of normalized linear 
blister half width. Calculation of the intrinsic compressive film stress made with Equation 4.2.6. 

0.6 GPa 

0.3 GPa 
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ablation event contributes an additional fixed height to linear blister channels for 

normalized channels widths exceeding the delamination width which would result 

in buckling of the film in the absence of fs laser irradiation (b/h ≈ 17.8 using σc = 

σ0 = 0.3 GPa in Equation 5.2.5).  

The interface fracture toughness was inferred for the 1200 nm thermally 

grown and PECVD oxide films by calculating the lateral energy release rate at 

the from the linear blister channel dimensions [150]. The energy per area G0 

stored in the film in the unbuckled state of equibiaxial compression that is 

available for release under plane-strain conditions is given in terms of the film 

thickness h, the bulk modulus E1, the Poisson ratio ν1, and the intrinsic film stress 

σ0 [150]: 
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The energy release rate GL along the sides of linear blisters in the buckled state 

for the Euler mode is given by:  
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where σc is given by Equation 5.2.5 above. The energy release rate GSS at the 

leading tip of linear blisters in the buckled state for the Euler mode is given by:  
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The energy release rate as a function of the normalized blister half width in 

the 1200 nm thermally grown and PECVD oxide films is shown in Figure 5.2.29, 

where the intrinsic stress inferred from the interpolated minimum width for 

buckling was used for σ0 in Equation 5.2.8 (σ0 = 1.58 GPa for thermal oxide, (σ0 

= 0.91 GPa for PECVD oxide). If the asymptotic intrinsic stress were used to 

calculate the GL or GSS (i.e. σ0 ≈ 0.6 GPa for the thermal oxide, σ0 ≈ 0.3 GPa for 

the PECVD oxide), the energy release rates took on a negative values for 

normalized blister half widths b/h < 10.3 for the thermal oxide film, and b/h < 15.2 

for the PECVD oxide. This demonstrates that the standard theory for buckling 



 115    

can provide unphysical results when the fs laser ablation event participates in 

film buckling, and that care must be taken in interpreting results. 

The energy release rate at the blister tip (GSS) for the blister channel with the 

smallest half width can be used to place an upper bound on the interface fracture 

toughness for the thermally grown and PECVD oxide films. Provided the 

observation that the fs laser ablation participates in the blister formation, this 

bound on the fracture toughness is only valid under fs laser induced buckling at a 

laser fluence of 0.4 J/cm2, and does not represent the fracture toughness of the 

film in the absence of laser irradiation. The energy release rate for the blister 

channel with the smallest normalized half width is 0.15 J/m2 and 0.58 J/m2 for the 

1200 nm thermally grown and PECVD oxide films respectively. A lower bound 

could be placed on the fracture toughness if different laser beam focusing 

conditions had been pursued which produced a narrower focused beam (thus 

narrow region of film delamination) which did not yield buckling of the film at a 

Figure 5.2.29 a) Calculated energy release rate at blister edge as a function of normalized linear 
blister half width (Equation 5.2.8). b) Calculated energy release rate at blister tip as a function of 
normalized linear blister half width (Equation 5.2.9). 

GSS 

GL 

2R Blister 

a) Energy release along edge of linear blister b) Energy release at leading tip of linear blister 
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fixed laser fluence of 0.4 J/cm2 [150], however no experiments were performed 

and the topic must be delegated to future work. Furthermore, the adhesion of the 

oxide film silicon substrate can be obtained through analysis of linear blister 

channels exhibiting the telephone cord instability [245]. This analysis was not 

performed because the height of linear blisters exhibiting the telephone cord 

instability exceeded the limits of the AFM (see Chapter 3.6.3), such that accurate 

measurement of necessary blister dimensions was not performed. Such analysis 

should be addressed in future work. 

As alluded to earlier, analysis of pump-probe imaging experiments discussed 

in section 6.2.1 provide further insight into the manner in which the laser ablation 

event influences film buckling and blister formation. The energy release 

underlying the production of a shock wave associated with the fs laser ablation 

event can be determined by analyzing the dimensions of the shock wave as a 

function of time (see Chapter 6.1.2). This analysis showed that at the same 

incident laser fluence, the presence of a 1200 nm thermal oxide reduced the 

energy release relative to Si(100) samples with only native oxide. In other words, 

the shock wave generated by ablation at the substrate film interface appears to 

have lost energy upon traversing the thermal oxide film. This energy may be 

responsible buckling of the film at delamination radii which would not produced 

buckling under relaxation of the intrinsic film stress alone. 

In summary, the dimensions of fs laser induced circular blisters in 300 nm and 

1200 nm thermally grown oxide films, and linear blister channels in 1200 nm 

thermally grown and PECVD oxide films were analyzed according to the 

mechanics of thin film buckling. The intrinsic film stress was determined in two 

ways; first from the minimum blister width for buckling inferred from fits to the 

measured blister height vs. blister width, and second from the individual blister 

dimensions. The inferred intrinsic compressive film stress from the minimum 

delamination width for buckling exceeded the measured compressive stress in 

similar films. The excessive inferred intrinsic compressive stress led to the 

conclusion that the laser ablation event at the substrate film interface produced 
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buckling of the film at a smaller delamination widths than would be expected from 

the naturally occurring compressive stress alone.  

The intrinsic compressive stress determined from individual blister 

dimensions was found to asymptotically decrease as a function of normalized 

blister half width. For the combined data sets of the circular blisters, the 

asymptotic value was ~0.6 GPa, while for the linear blister channels the 

asymptotic intrinsic compressive stress values were ~0.6 GPa and 0.3 GPa for 

the 1200 nm thermally grown and PECVD oxide films respectively. These 

asymptotic intrinsic stress values still exceeded the measured and reported 

values, leading to the suggestion that the shock wave associated fs laser 

ablation event originating at the substrate/film interface yields additional energy 

to the delaminated oxide film. Analysis of the ablation shock dynamics in later 

sections (Chapter 6.1.2) elucidates the role of ablation on film buckling by 

showing that energy is lost by the shock wave as it traverses the oxide film from 

its plane of origin at the substrate/film interface.  

An upper bound on the interface fracture toughness in the presence of the fs 

laser irradiation was determined from the dimensions of linear blister channels to 

be around 0.15 J/m2 for the 1200 nm thermal oxide, and 0.58 J/cm2 for the 1200 

nm PECVD oxide. Future work will investigate whether the interface fracture 

toughness can be bracketed with a lower bound by experimentally determining a 

blister half width for which film buckling does not occur at a laser fluence of 0.4 

J/cm2. Furthermore, analysis of the linear blisters exhibiting the telephone cord 

instability will provide a measure of the adhesion of the thin oxide film to the 

silicon substrate under the influence of fs laser irradiation. 

 

5.3 Femtosecond laser ablation morphology of CMSX-4 Ni-based superalloy 

The surface morphology resulting from single pulse femtosecond laser 

ablation of the CMSX-4 Ni-based superalloy was study over a range of incident 

laser fluences using optical and atomic force microscopy (Nomarski OM and 

AFM). As discussed in Chapter 4.3, two regimes of ablation were observed to 

result from single-pulse fs laser ablation. The transition between these regimes 
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was marked by an increase in the depth of ablation craters as a function of 

incident laser fluence, with the transition occurring at a laser fluence of 5.3 J/cm2. 

The surface morphology of single pulse fs ablation was also observed to 

transition at a similar laser fluence with the emergence of a melt-like morphology 

in the center of an otherwise smooth ablation crater. The emergence of this 

morphology may be related to a change in the mechanism for material removal 

between the two ablation regimes [132]. Characterization of the ablation 

morphology suggests that for optimal fs laser machining, laser fluences near the 

ablation threshold should be used to provide for greater feature quality and 

reproducibility. The results of the single pulse fs laser ablation morphology of the 

CMSX-4 superalloy is presented in the following section. 

 

5.3.1 Single pulse fs laser ablation morphology on the CMSX-4 superalloy. 

Single pulse fs laser ablation studies were performed with the experimental 

technique presented in Chapter 3.3. Briefly, single pulse ablation features were 

generated over a wide range of laser fluences (0.49 J/cm2 – 62.8 J/cm2) 

exceeding the ablation threshold for CMSX-4 superalloy (measurements of the 

ablation threshold range between 0.3 ± 0.03 J/cm2 [116], 0.332 ± 0.014 J/cm2 

[115], and 0.38 ± 0.2 J/cm2
  (see Chapter 4.3.1). The ablation morphology was 

characterized by Nomarski OM and AFM, revealing the presence of two distinct 

ablation morphologies as a function of the incident laser fluence. The observation 

of two fs laser ablation regimes is discussed in detail elsewhere [116], and 

results consistent with that work is presented here. It must be emphasized that 

qualitative observation of the fs laser ablation morphology is highly subjective, 

and therefore little can be said of the ablation mechanisms simply by looking at 

images (SEM or OM) of ablation features. Connection between qualitative 

ablation features and ablation mechanisms should only be made when correlated 

with appropriate quantitative observations, such as the study of ablation crater 

depth as a function of incident laser fluence presented in Chapter 4.3.2. 
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As shown in the Nomarski OM images of Figure 5.3.1, for laser fluences less 

than or equal to 4.9 J/cm2 the damage morphology qualitatively consists of a 

crater with approximately uniform surface roughness. In this low fluence regime 

(~0.3 J/cm2 ≤ peak laser fluence ≤ 4.9 J/cm2), the ablation morphology was also 

found to be quantitatively repeatable, with consistent surface roughness and 

ablation depths (as demonstrated by the small error bars (standard deviation) on 

measurements of the feature depth in Figure 4.3.2 of Chapter 4.3.2).  As shown 

in Figure 5.3.1, in the high fluence regime (peak laser fluence ≥ 10.1 J/cm2), a 

damage morphology emerged at the center of the ablation feature which 

suggested a more violent explosion of material. The high fluence region appears 

smooth and highly reflective in the Nomarski OM images, while the low fluence 

regime appears rougher and less reflective than the surrounding, un-ablated 

surface. A distinction should be made between the melt-like morphology and the 

onset of an explosive appearance to the ablation crater. As discussed in Chapter 

4.3.2, the threshold for observation of the melt-like morphology was determined 

to be 2.35 ± 0.3 J/cm2, much lower than the fluence associated with the explosive 

increase in ablation crater depth as a function of incident laser fluence (~ 6.3 

J/cm2). We conclude that the same physical mechanisms are not responsible for 

20 µm 

62.8 J/cm2 30.4 J/cm2 1.23 J/cm2 2.7 J/cm2 4.9 J/cm2 3.92 J/cm2 20.1 J/cm2 10.1 J/cm2 

Figure 5.3.1 Nomarski optical microscope images of single pulse fs laser induced ablation 
features on the Ni-based superalloy CMSX-4. The laser fluence used to produce each feature is 
shown at the top of the image, and the scale bar in the left-most image (62.8 J/cm2) applies to all 
images. In the image corresponding to a laser fluence of 10.1 J/cm2, two distinct ablation 
morphologies are indicated. Inside the solid ellipse is the high fluence ablation morphology, 
consistent with material that has re-solidified from a molten state. Between the solid ellipse and 
the dotted ellipse is the low fluence ablation morphology, does not appear to have undergone 
significant melting. 
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both the melt-like morphology, and the explosive increase in ablation crater 

depth. 

Characterization of the damage morphology via AFM (Figure 5.3.2 c) and d)) 

showed that the high fluence morphology was smooth on the sub-micrometer 

length scale consistent with solidification from a molten state. In the low fluence 

regime (Figure 5.3.2 a) and b)), sub-micrometer surface roughness was present 

throughout the entire ablation crater, which appeared to be related to the initial 

roughness of the polished surface (i.e. polishing lines continued through the 

ablation region). On the micrometer to 10’s of micrometer length scale however, 

the high fluence morphology was considerable rougher than features produced in 

the low fluence regime. Furthermore, the high fluence morphology was found to 

be highly variable both qualitatively and quantitatively with variations in crater 

morphology and depth removed per pulse at the same laser fluence (see Figure 

4.3.2 in section 4.3.2). Similar transitions in the qualitative nature of fs laser 

ablation morphology have been observed for other materials, including Al [136], 

Au, Cu, and Ag [262]. 

As discussed in the Background Chapter (see Chapter 2.2.3), the distinct 

change in the ablation morphology in the high laser fluence regime may be 

related to transition from an ablation mechanism dominated by the spallation of 

Figure 5.3.2. AFM of single pulse fs laser ablation of the Ni-based superalloy CMSX-4 at normal 
laser incidence with incident laser fluence: a) 2.7 J/cm2 b) 4.9 J/cm2 c) 10.1 J/cm2 and d) 62.8 
J/cm2. e) Cross sections taken from AFM images a) – d) as indicated.  

20 µm 

250 nm 

10 µm 
a 
b 
c 
d 

a) 2.7 J/cm2 b) 4.9 J/cm2 

c) 10.1 J/cm2 d) 62.8 J/cm2 

10 µm 

e) AFM sections scans from a) - d). 
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material to one in which heterogeneous boiling becomes important [41, 168]. It 

has been proposed that the low fluence regime, homogeneous nucleation of 

voids leads to the ejection or spallation of a liquid like layer from the surface of 

the material [34, 35, 37, 38]. At higher laser fluences, in-situ observation of fs 

laser ablation of metals with pump-probe techniques the ablation event is 

characterized by two phases of material removal [41]. The first phase proceeds 

as described above, homogeneous nucleation of voids at a depth within the 

material results in the ejection of a liquid like layer from the surface (within the 

first 30 ns) [34, 35, 41]. The second phase of material removal is associated with 

heterogeneous (or possibly homogeneous) boiling of the hot material remaining 

on the surface (begins at around 40 ns) [41]. Why these two ablation 

mechanisms result in different surface morphologies is not yet understood, and 

should be addressed in future work.  

In summary, the single pulse fs laser ablation morphology produced on the 

Ni-based superalloy CMSX-4 was studied over a range of incident laser fluences 

(0.49 J/cm2 – 62.8 J/cm2) above the ablation threshold. Two distinct 

morphologies were observed as a function of laser fluence. For laser fluences 

less than or equal to 4.9 J/cm2, an ablation crater with sub-micrometer roughness 

was produced which was highly repeatable from shot to shot. For laser fluences 

greater than or equal to 10.1 J/cm2, an ablation morphology was produced with 

considerable roughness on the micrometer scale with greater variability from shot 

to shot which was correlated with a sudden increase in the ablated crater depth 

as a function of laser fluence. A melt-like morphology was observed in OM 

images of ablation features for laser fluences greater than 2.35 ± 0.3 J/cm2 which 

was not correlated with the onset the “explosive” morphology for laser fluences 

greater than or equal to 10.1 J/cm2. For fs laser micromachining applications 

where fine control over features is desired, laser fluences in the low fluence 

regime should be used due to the repeatability of ablation morphologies 

observed shot to shot, and due to the minimal presence of re-solidified molten 

materials [20, 22, 113, 134, 135, 262]. 
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Chapter 6 
Femtosecond laser ablation dynamics 

 

6.1 Dynamics of fs laser ablation of Si(100) with native oxide and thermally 

grown oxide films. 

The dynamics of single pulse fs laser ablation were studied using the 

technique of fs laser based pump-probe microscopy [3, 34, 35, 41, 65, 72, 118]. 

The experimental details of the pump-probe microscopy technique are presented 

in Chapter 3.3 with a discussion of previous studies is presented in Chapter 2.3. 

Images of the fs laser ablation event with sub-picosecond exposure times were 

captured by using the fs laser pulse as the flash of a camera. The ablation event 

was viewed from the front of sample, similar to traditional reflection optical 

microscopy, and from the side of the sample, in a mode similar to shadowgraphy. 

For front-view imaging, single pulse fs laser ablation of Si(100) samples with 

thermally grown oxide films ranging in thickness from 20 nm – 1200 nm was 

studied. For side-view imaging, samples also included Si(100) with native oxide, 

as well as Si(100) with thermally grown oxide films.  

The ablation dynamics were observed to depend qualitatively and 

quantitatively on the thickness of the oxide film. The velocity of the ablated 

material was determined as a function of film thickness and laser fluence. 

Furthermore, by comparing the side-view and front-view observations of the 

ablation dynamics at a common laser fluence, the optical properties of the 

material during the ablation event were ascertained. Time-resolved side-view 

images showed the presence of the shock wave associated with the ablation 

event propagating in the air in front of the sample [41, 65, 72]. Analysis of the 

dynamics of the air shock [169] demonstrated that more energy was lost by the 
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shock upon traversing a thicker oxide film, clarifying the role of ablation on blister 

formation discussed in Chapter 6.2.4. 

The technique of dual-pulse laser induced breakdown spectroscopy (DP-

LIBS) in the orthogonal beam geometry [192-196, 199] was used to further probe 

the dynamics of ablation. As discussed in detail in Chapter 2.3.2, LIBS is a 

spectroscopy technique that utilizes the optical emission accompanying laser 

induced breakdown to determine the elemental constituents of a material. A 

fundamental feature of LIBS analysis is ablation or removal of material from a 

sample surface, which may destroy the value or functionality of a material or 

device. DP- LIBS of silicon was performed to explore the limits of minimum 

damage to a material surface associated with the LIBS technique. This 

experiment was performed as a precursor to LIBS studies on the CMSX-4 

superalloy (presented in Chapter 6.2.2), where the technique was explored as 

possible means for minimally invasive surface characterization of this material of 

choice for many jet and power turbines [54, 55]. The results of these 

investigations of fs laser ablation dynamics of Si(100) with native and thermally 

grown oxide films will be presented in the following sections.   

 

6.1.1 Front view imaging of fs laser ablation of Si(100) with thermally grown oxide 

films 

Pump-probe front-view microscopy of fs laser ablation at a laser fluence of 

1.3 J/cm2 was performed on Si(100) samples with 20 nm, 54 nm, 147 nm, 300 

nm, and 1200 nm thermally grown oxide films. Images of the ablation event (see 

Figure 5.1.1) showed the presence of an interference phenomenon known as 

Newton’s rings, which have been observed under front-view pump-probe imaging 

of fs laser ablation of several materials which possessed only native oxide on the 

surface [34, 35]. The presence of the Newton’s rings has been attributed to a 

near threshold fs laser ablation phenomenon in which a thin layer of molten 

material is ejected from the sample surface [34-38]. This thin molten layer of 

material is well defined, and was proposed to have a thickness on the order of 

nanometers [34, 35].  The Newton’s ring phenomena results when probe light 
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reflecting from the surface of ejected molten layer interferes with light reflected 

from the underlying molten pool of material remaining on the sample surface.  

The Newton’s rings are proposed to result from a similar ablation mechanism 

in the experiments discussed here. The schematic in Figure 6.1.2 presents the 

model for the ablation event that underlies the analysis of the Newton’s rings 

presented in the following. The incident laser pulse traverses the oxide where 

slight modification to the oxide film may occur if the laser fluence exceeds the 

proposed modification threshold of the oxide film (see Chapter 5.1.2 and 5.2.2). 

The bulk of the laser energy is absorbed by the substrate at the substrate/film 

interface where ablation of substrate material proceeds. A thin molten layer of 

material is then ejected upward against the overlying oxide film, which is in turn 

propelled upward due to the momentum transferred from the molten layer and 

the relaxation of the intrinsic compressive stress in the film (see Chapter 5.2.2 for 

more details). In this fashion, the Newton’s rings result from interference of probe 

light reflected from the molten silicon layer attached to the bottom of the oxide 

film, and probe light reflected from the molten pool of silicon remaining on the 

substrate. The fringe contrast of the Newton’s rings we observe supports a model 

Figure 6.1.1 Time resolved front-view images of single pulse fs laser ablation at a laser fluence of 
1.3 J/cm2. The error in the time stamp is ± 0.05 ns, and the scale bar in the left-most images 
applies to all images within the set. Images are shown for Si(100) with a) 54 nm thermal oxide 
and b) 300 nm thermal oxide. 

0.37 ns 0.45 ns 0.56 ns 

20 µm 

1.67 ns 2.0 ns 2.67 ns 

20 µm 

a) 54 nm thermal oxide, F0 = 1.3 J/cm2. 

b) 300 nm thermal oxide, F0 = 1.3 J/cm2. 
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in which a relatively highly reflecting molten layer of silicon is present on the 

bottom surface of the oxide film. In other words, the oxide film is not expected to 

have a reflectivity sufficient to produce the fringe contrast. As the film continues 

to propagate away from the substrate over time, more Newton’s rings emerge 

within the ablation feature as the separation between the molten silicon layer and 

the underlying molten substrate increases. Recall that the pump-pulse initiating 

the ablation event has a Gaussian fluence profile, such that the material in the 

center of the ablation feature received more energy and therefore ablates the 

fastest. 

The Newton’s rings within the ablation features were counted as a function of 

the time delay of image collection. The time delay at which interference minima 

(or equivalently a new set of Newton’s rings) were observed at the center of the 

feature is presented in Figure 6.1.3 for each of the thermal oxide films 

thicknesses at a pump-laser fluence of 1.3 J/cm2. The linear fits applied to the 

data in Figure 6.1.3 (note that it is a semi-log plot) demonstrate the propagation 

of the films away from the substrate was highly linear for all oxide film 

thicknesses. Furthermore, the propagation rate decreases as the oxide thickness 

increases (provided that the interference phenomenon is not fundamentally 

Figure 6.1.2 Schematic showing model for single pulse fs laser ablation of Si(100) with a thin 
thermally grown oxide film. Ablation event proceeds at the substrate/film interface, where a thin 
layer of molten silicon is launched upward into the thermal oxide film. Coupled with the relaxation 
of compressive stress in the film, the momentum transferred from the thin molten silicon layer 
forces the oxide film upward. The Newton’s rings result from interference of probe light reflected 
from the top surface of the ejected liquid silicon layer (reflection A) and probe light reflected from 
the liquid silicon remaining on the substrate surface (reflection B).  
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dependent on the thickness of the oxide film, as shown in Figure 6.1.2 and 

presented theoretically in Appendix 2). 

In order to determine the ablated material velocity of the material from the 

time-resolved front-view images, it was necessary to connect a physical material 

height to the particular number of Newton’s rings or fringes exhibited by an 

ablation feature at a particular time. Appendix 2 presents the details of the 

derivation of an expression for the gap width d (see Figure 6.1.2) as a function of 

the optical properties of the ablating materials.  

The expression is dependent on the following variables: the angle of 

observation θ0, the wavelength of the probe light λ0, the real refractive index of 

the ambient atmosphere n0, the thickness and real refractive index of the ablated 

silicon layer on the bottom of the expanding glass film h1 and n1 respectively, the 

width and real refractive index of the gap between the bottom of the ablated 

silicon layer and the underlying substrate d and n2 respectively, and the number 

of accumulated interference minima m(t), which was assumed to be the only time 

dependent variable. For our purposes absorption of radiation by the oxide film or 

by the liquid silicon was not considered so that only real refractive indices of 

these materials were used. Known quantities include the refractive index of 

Figure 6.1.3 Minima order at center of ablation feature as a function of time delay between pump 
and probe pulse at the sample surface. The minima order + 1 corresponds to the number of 
Newton’s rings exhibited by an ablation feature, such that the plot shows the time at which 
consecutive Newton’s rings emerge for a particular feature. Linear fits to the data indicate that the 
material expands with a nearly constant velocity for all oxide film thicknesses. 
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ambient atmosphere, n0 = 1, the angle observation, θ = 49 ± 1°, and the 

wavelength of the probe light, λ0 = 388 nm. When destructive interference occurs 

between reflected rays A and B in the center of the ablation feature, the gap 

width d is given by the following expression: 
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Differentiating Equation (6.1.1) with respect to time t yields the velocity of the 

ablated material: 
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where again we have assumed that the only time dependent variable on the ns 

time scale is the number of minima exhibited by the ablation feature, m(t). The 

velocity of the ablated material can be calculated provided that the real refractive 

index of the gap material n2 is known or can be determined. To make connection 

with the actual material height as a function of time (Equation (6.1.1)) it was 

necessary to determine the thickness h1 and real refractive index n1 of the 

ablated silicon layer on the bottom surface of the expanding glass film. Two 

related calibration techniques were used to determine the variables of Equations 

(6.1.1) and (6.1.2) above to connect the Newton’s rings phenomenon to a 

measurable material height and ablated material velocity. The first technique, 

called the blister calibration, will be discussed here, while the second technique, 

called the dynamic calibration, will be discussed in Chapter 6.1.3 following the 

results of side-view imaging experiments presented in Chapter 6.1.2.  

As the name implies, the blister calibration made use of the ablation 

morphology discussed in Chapter 5.2.2, in which the oxide film is delaminated 

upward from the underlying silicon substrate but remains intact with the 

surrounding film, producing a void or blister between the film and the substrate 
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[74]. Front-view pump-probe images were taken of blister features produced at 

normal laser incidence in a 1200 nm thermally grown oxide film on a Si(100) 

substrate. Images were collected of the blisters at an effectively infinite time 

delay after the material had reached steady state conditions. The number of 

interference minima exhibited by the blisters was counted from the images, and 

these same blister features were then measured ex-situ via atomic force 

microscopy (AFM) such that the height of the blister as a function of the number 

of Newton’s rings could be determined. Seven such blister features were 

produced, with the number of interference minima (or total Newton’s rings) 

ranging from 1.25 ± 0.25 to 3.75 ± 0.25 (with fractional amounts indicating the 

state of interference at the center of the feature was between a maximum and a 

minimum). The height of these blisters measured via AFM ranged from 283 nm 

to 968 nm respectively. Figure 6.1.4 presents examples of front-view images of 

blister features and associated AFM images and cross sections of features used 

for the blister calibration. 

The blister calibration proceeded by assuming that the blister height 

measured via AFM was approximately equal to the gap width d. This assumption 

Figure 6.1.4 a)-b) Front view images of blisters in produced in 1200 nm thermal oxide on 
Si(100) at normal laser incidence. The images were collected at an effective time delay = ∞ 
following exposure to the pump laser pulse. Both images have been inverted and corrected for 
off normal imaging. Given that the images have been inverted, the image in d) shows 3 full 
Newton’s rings, while the image in e) shows 1 ring. The blistered or buckled region of the film is 
indicated. Features in the image outside the buckle region are laser induced modifications to 
the film/substrate interface (such as amorphization of the silicon substrate) which do not result 
in buckling. c)-d) Atomic force microscopy (AFM) of a blisters produced in 1200 nm thermal 
oxide on Si(100) used for the blister calibration of front view imaging. The total width of each 
image is 100 µm. e) AFM cross sections of blister features in a) and b).  

c) AFM image 
of blister in a) 

d) AFM image 
of blister in b) 
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is valid if we assume negligible volumetric expansion or contraction of the oxide 

film. The optimal values for the real refractive index, n1 and thickness, h1
 of the 

ablated silicon layer on the bottom of the delaminated oxide film, and the real 

refractive index of the gap material were then determined by forcing Equation 

(6.1.1) for the gap height as a function of the minima order (or number of 

Newton’s rings) to match the measured blister height as a function of the minima 

order. As the pump-probe images were collected at an infinite time delay under 

steady state material conditions, the refractive index of the gap material n2 was 

assumed to be that of air or vacuum, such that n2 = 1. Furthermore, the refractive 

index of the ablated silicon layer on the bottom surface of the buckled oxide film 

was assumed to be n1 = 6.062, the refractive index of crystalline silicon at a 

wavelength of λ0 = 388 nm. With values for all other variables known or 

assumed, the thickness of the ablated silicon layer was the only fitting variable, 

for which a thickness of h1 = 1 nm was found to provide the best match between 

the measured and inferred blister height as a function of the number of Newton’s 

rings.  

Figure 6.1.5 Results of blister calibration of Equation (6.1.1) for the material height as a function 
of the number of Newton’s rings or minima present in the image a particular ablation feature. A 
series of blisters were produced on a sample with 1200 nm thermal oxide on Si(100). Pump 
probe front-view images of these blisters were collected long after the ablation event had ceased, 
and the number of Newton’s rings or minima exhibited by each blister was counted. The 
maximum height of these same blisters was then measured via AFM. The thickness of the 
ablation silicon layer on the bottom surface of the delaminated oxide film was then adjusted in 
expression for the gap height (Equation (6.1.1)) to produce the best match to the measured data, 
yielding a thickness of h1 = 1 nm. 
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The results of the blister calibration are shown in Figure 6.1.5. The slope of 

the theoretical and measured blisters heights matches nicely, however the 

absolute blister height is under predicted by Equation (6.1.1) by ~ 50 nm relative 

to the measured results. This discrepancy is not fully understood, and is not 

accounted for by the thinning of the glass film that would be expected from the 

relaxation of compressive stress alone. For typical blisters in 1200 nm thermal 

oxide, the increase in film length upon delamanation to the buckled state is on 

the order of 10’s of nm for delamination widths on the order of 20 µm. Assuming 

a Poisson ratio of 0.3 [243], this change in length roughly corresponds to a 

change in film thickness of less than 1 nm (assuming a linear strip of 

delamination as opposed to a circular disk). Recall from Chapter 5.1.2 that a 

modification mechanism was proposed for the native oxide film on silicon to 

explain the observed ring of ablation feature [73]. This modification may be 

related to the densification of glass observed for waveguide writing in bulk 

glasses [78, 79, 237]. Investigation of a fs laser induced modification and 

densification of an oxide film on a crystalline silicon substrate will be the topic of 

future work. 

Applying the blister height vs. minima order obtained from the blister 

calibration (Figure 6.1.5) to the minima order vs. delay time obtained from the 

Figure 6.1.6 Ablated material velocity as a function of thermally grown oxide thickness on Si(100) 
substrates. Velocity determined from blister calibration of Newton’s rings interference 
phenomenon. Laser fluence for all thicknesses was 1.3 J/cm2. 
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time-resolved pump-probe images of ablation (Figure 6.1.3) yields the inferred 

velocity of the ablated material as a function of thermal oxide film thickness at a 

laser fluence of 1.3 J/cm2 (Figure 6.1.6). The ablated material velocity was found 

to decrease with increasing oxide film thickness, with the 20 nm thermal oxide 

film ablating at a speed of 2220 ± 240 m/s and the 1200 nm thermal oxide film 

ablating at a speed of 140 ± 21 m/s. It should be noted that the ablation event in 

all cases was produced with an incident peak laser fluence of 1.3 J/cm2, however 

the reflectivity changes and ablation threshold variation with oxide film thickness 

were not used to normalize the velocity measurements (see Chapter 4.2.1). The 

reflectivity of the silicon substrate at a wavelength of 780 nm as a function of the 

oxide film thickness is presented in Figure A2.1. There is an increase in the 

Fresnel intensity reflection coefficient from R = 0.08 for Si(100) with a 147 nm 

thermally grown oxide film to R = 0.28 for Si(100) with 300 nm thermally grown 

oxide film. As a result, the ablation threshold increases for the 300 nm film 

relative to the 147 nm thermal oxide film (see Figure 4.2.2). The increase the 

ablation threshold between samples with 147 nm and 300 nm thermal oxide may 

explain the sudden drop in ablated material velocity measured between these 

two thicknesses (i.e. a higher ablation threshold at a fixed incident laser fluence 

results in a slower ablation velocity). 

While the blister calibration performed here is applicable for observations 

made at infinity once the system has reached a steady state, it may not apply to 

real time observation made during the ablation event (i.e. during the first several 

nanoseconds when the pump-probe front view images were captured). 

Specifically, air or vacuum was assumed to fill the gap between the ablated 

silicon layer on the bottom surface of the expanding oxide film and the underlying 

silicon substrate. It is likely, however, that during the ablation event the gap is 

filled with other by-products of the ablation event such as energetic plasma of 

electrons and ions, and droplets of molten material [34, 35]. In order to determine 

the optical properties of the gap material during the ablation event, the ablated 

material velocities inferred from front-view images were calibrated against 

ablated material velocities measured directly from side-view images [77]. The 
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results of this so-called dynamic calibration are presented at the conclusion of 

the following section following a discussion of side-view imaging of fs laser 

ablation. 

 

6.1.2 Side-view shadowgraphic imaging of fs laser ablation of Si(100) with 

thermally grown oxide films. 

Pump-probe side-view shadowgraphic microscopy [41, 65, 71] of fs laser 

ablation Si(100) with thermally grown oxide films of thickness 20 nm, 54 nm, 147 

nm, 300 nm, and 1200 nm, and one Si(100) sample with only the native oxide 

film (1.5 – 3 nm). The experimental details of this imaging technique are provided 

in Chapter 3.7.1. Images were collected for normal incident laser ablation 

produced at incident laser pulse fluences of 1.3 J/cm2 and 2.6 J/cm2, over the 

time delay range from 0 to 10.36 ns following the onset of ablation. An example 

of a typical image is shown in Figure 6.1.7, where several image features are 

indicated. The pump laser pulse is incident from the right in all images, while the 

sample surface is on the left, such that the ablation event proceeds from the 

sample surface to right into the air in front of the sample. In discussing the 

images, the propagation of the ablation event is discussed with respect to the 

sample surface, such that the “vertical shock front” (or “vertical material front”) 

propagates perpendicular to the sample surface. As with front-view images, each 

image is obtained at a new location on the sample surface such that a virgin 

surface is encountered for each image and delay time between the pump and 

probe pulse.  
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In the sample image of Figure 6.1.7, vertical interference fringes at the left of 

the image are produced by the edge of the sample, with the sample surface 

located to the left of the first fringe. Two fronts are associated with the ablation 

event: a shock front or blast wave traveling in the air resulting from the sudden 

thermal expansion of the surface [167] is the furthest to the right, while the 

material front is located between the sample surface and the shock front [65]. 

Figure 6.1.7 Side-view image of fs laser ablation of Si(100) with 147 nm thermal oxide film at a 
laser fluence of 2.8 J/cm2, collected 7.01 ns following absorption of the pump pulse at the sample 
surface. The laser was incident from the right in the image. Image features including the air shock 
front, material front, sample edge, and edge diffraction are indicated. A refraction feature to the 
left of the sample edge is also apparent in the image, resulting from the probe pulse passing 
through the ablation event. 
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Shock Front 

Edge Diffraction 

Sample Edge 

Refraction of probe 
light through ablating 
materials. 
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The location of the sample surface was made with respect to the fringe pattern 

produced due to the diffraction of the probe beam as it passed the edge of the 

sample. Using the standard Fresnel theory for plane wave diffraction from a 

semi-infinite plane, the location of the sample edge can be located relative to the 

first diffraction maximum [263]. Typically, the ablation event was produced 50-

200 µm inside the surface (measured ex-situ), such that sample edge was 

located approximately ~ 2 - 8 µm to the left of the first fringe. It should be noted 

however that the quantity of interest was the velocity of the ablating materials, 

such that accurate relative measurements of the shock and material height were 

more important than absolute measurements of these distances. Furthermore, 

50 µm 

3.95 ns 

7.01 ns 

10.34 ns 

Native Oxide 20 nm Oxide 147 nm Oxide 1200 nm Oxide 

1.01 ns 

Figure 6.1.8 Pump-probe side-view or shadowgraphic images of single fs laser pulse ablation 
at a laser fluence of 2.6 J/cm2 on Si(100) with native oxide and thermal oxide thin films of 
varying thickness. The thickness of the film is indicated at the top, while the time delay at which 
each row of images was captured is shown at the left of the figure. The scale bar in the top left 
image applies to all images.  
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the directions of shock and material propagation refer to the sample surface, 

such that the “vertical” shock travels from the left, to the right in the image of 

Figure 6.1.7. 

Side-view images collected of fs laser ablation at an incident laser fluence of 

2.6 J/cm2 are shown in Figure 6.1.8 for Si(100) with native oxide, and 20 nm, 147 

nm, and 1200 nm thermally grown oxide films. These images demonstrate 

qualitative and quantitative differences as a function of the oxide film thickness. 

In terms of qualitative differences, it was observed that the nature of the material 

removal for silicon with a native oxide was different than that of silicon with 20 nm 

of thermal oxide. At a pump laser fluence of 2.6 J/cm2, the shock and material 

fronts are distinctly separated for the sample with only native oxide. However, in 

the presence of a 20 nm (and 54 nm thermal oxide, not shown) the material front 

and shock front propagate together for some time, until at around 2 ns when the 

oxide film appears to shatter and the shock and material fronts become distinct. 

Similar observations were made for the thicker thermal oxide films, however the 

separation between the shock and material fronts occurred at much earlier time 

delays (within the first few hundred ps). This observation is consistent with our 

assumption that the laser ablation event begins at the substrate film interface, 

where the ablation shock wave is produced. For the thinner oxide films (20 nm 

and 54 nm) the shock wave appears capable of dragging the oxide film, perhaps 

because the oxide has been softened due to the heat associated with the 

ablation event [61]. For the thicker films, the separation may occur earlier as heat 

penetration has not softened the film as completely as the thinner films, so that 

the shock is not able to drag the film with it. Of additional interest is the plateau or 

mesa nature of the material front for the 147 nm thermal oxide film (see Figure 

6.1.7), a phenomenon that at this time is not completely understood. 
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Side-view images of single pulse fs laser ablation at a laser fluence of 1.3 

J/cm2 of Si(100) with all thermal oxide film thicknesses considered is presented in 

Figure 6.1.9. Measurements of the material height as a function of time delay at a 

pump laser fluence of 1.3 J/cm2 are presented in Figure 6.1.10.  In Figure 6.1.11 

the material height and shock height are presented for a pump laser fluence of 

Figure 6.1.9 Pump-probe side-view or shadowgraphic images of single fs laser pulse ablation at 
a laser fluence of 1.3 J/cm2 on Si(100) with thermal oxide thin films of varying thickness. The 
thickness of the film is indicated at the top, while the time delay at which each row of images was 
captured is shown at the left of the figure. The scale bar in the top left image applies to all 
images.  

20 µm 

7.68 ns 

20 nm 

10.36 ns 

0.21 ns 

2.35 ns 

5.01 ns 

300 nm 147 nm 54 nm 1200 nm 



 137    

2.6 J/cm2. The shock height was not measured at a pump laser fluence of 1.3 

J/cm2 as its presence was not obvious or consistent in the side-view images. This 

may be because the material and shock front moved together (i.e. were 

connected) for the pump fluence of 1.3 J/cm2
 (as mentioned above), or that the 

magnitude of the shock was insufficient to produce image contrast due to 

reflection at the interface between the oxide film and the ambient air [264]. Linear 

least-squares fits applied to the material front heights yield the velocity of the 

ablated material, which is presented in Figure 6.1.12 for incident pump-pulse 

laser fluences of 1.3 J/cm2 and 2.6 J/cm2. The standard error for the 

measurement of velocities from side-view images was determined to be ± 200 

m/s. For a laser fluence of 1.3 J/cm2, the ablated material velocity was found to 

generally decrease with increasing thermal oxide film thickness, with the sample 

with native oxide exhibiting a slightly smaller ablation velocity (2130 m/s) than the 

sample with the 20 nm thermal oxide film (2810 m/s). We will address the relative 

ablation velocity between front- and side-view imaging at a laser fluence of 1.3 

J/cm2 below when the dynamic calibration is discussed. For a laser fluence of 2.6 

J/cm2, the ablated material velocity was found to vary with increasing thermal 

Figure 6.1.10 Measurements of the material front height vs. time delay obtained from side view 
images for a pump laser fluence of 1.3 J/cm2. Linear fits of the expanding material fronts are 
provided in the plot. The error bars on select data points in the 54 nm data set represent the 
measured standard deviation, and are typical of all data sets. The absolute measurement error is 
approximately ± 2 µm for all data sets, largely due to limitations in accurately determining the 
sample edge. 
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oxide film thickness, with the ablated material velocity for the sample with native 

oxide smaller than that measured for samples with 20 nm, and 54 nm of thermal 

oxide. These velocities ranged from 4460 m/s for the 54 nm thermal oxide to 

1260 m/s for the 1200 nm thermal oxide film (with a standard error for side view 

imaging of ± 200 m/s). 

The dynamics of the shock wave induced by the fs laser ablation of silicon 

with native oxide and thermally grown oxide films were analyzed using Sedov-

Taylor blast wave theory [169, 170]. Analysis was performed on ablation shock 

waves traveling in the air in front of the sample resulting from ablation at an 

incident laser fluence of 2.6 J/cm2, the raw data for which is presented in Figure 

6.1.1b). Following Sedov’s theory [169], the general shock radius as a function of 

time is given by: 
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where E0 is the energy release responsible for the observed shock, ν is the 

dimensionality of the shock expansion, ρ1 is the density of the propagating 

Figure 6.1.11 Measurements from side-view pump-probe images of fs laser ablation of Si (100) 
with thermally grown oxide films at a laser fluence of 2.6 J/cm2. a) Ablated material height as a 
function of delay time. Linear fits to the measurements are provided in the plot, and 
measurements have been vertically offset to yield a height = 0 at a delay of 0 ns. b) Shock wave 
height as a function of delay time. Raw measurements are provided with no offset. The absolute 
measurement error is approximately ± 2 µm for all data sets, largely due to limitations in 
accurately determining the sample edge. 

a) Ablated material height vs. time delay b) Shock front height vs. time delay 
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medium (in this case air), α is an additional proportionality constant dependent 

on the dimensionality of expansion, λ is a constant (which has been set to 1 for 

our purposes), and t is the delay time. The shock dimensionality can be 

interpreted in terms of the shape of the energy release which produced the shock 

wave. For a point release of energy, a spherically expanding shock wave is 

produced with dimensionality ν = 3. Furthermore, for a line release of energy, a 

cylindrically expanding shock wave is produced with dimensionality ν = 2. Finally, 

for a planar release of energy, a linearly expanding shock wave is produced with 

dimensionality ν = 1. The units of the energy release E0 are dependent on the 

shock dimensionality, with [E0] = energy for ν = 3, with [E0] = energy/length for ν 

= 2, and with [E0] = energy/area (or fluence) for ν = 1. 

As can be seen by Equation (6.1.3), the energy release E0 and the 

dimensionality of the shock ν can be determined (provided the proportionality 

constant α is known) by performing a power law fit to the measured shock height 

as a function of the time delay t (presented in Figure 6.1.11b)). Consistent shock 

Figure 6.1.12 Ablated material velocity for Si(100) with native oxide and thermal oxide films. a) 
Ablated material velocity as a function of oxide film thickness at a laser fluence of 1.3 J/cm2. 
Velocities directly measured from analysis of time-resolved side-view images are presented along 
with velocities inferred from time-resolved front view images with the blister calibration. b) Ablated 
material velocities as a function of oxide film thickness at a laser fluence of 2.6 J/cm2. Velocities 
were obtained from analysis of time-resolved side-view images. No front view imaging was 
performed for this laser fluence. 

a) Ablated Material Velocity, F0 = 1.3 J/cm2 b) Ablated Material Velocity, F0 = 2.6 J/cm2 
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dimensionalityν was required between data sets in order for appropriate 

comparisons of the predicted energy release E0 to be made between different 

data sets. To this end, a variable time offset t0 was introduced into Equation 

(5.1.3) to allow for the dimensionality ν to be fit to values for which predictions of 

energy release could be made (i.e. ν = 1, 2,or 3), yielding: 
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Without this time offset, the dimensionality constants for the vertical shock 

height ranged from ν = 0.044 – 2.56. Several values were however near ν = 1, 

Table 6.1.1: Shock expansion fitting parameters. 

Analysis of Vertical Shock Expansion 

Oxide 
Thickness 

Initial 
Dimensionality 

Initial 
R2 

Assumed 
Dimensionality 

Time Offset (t0) 
(sec.) Final R2 

Native Oxide 1.073 0.9941 1 -1.99×10-11 0.9945 
20 nm 1.027 0.9898 1 -4.15×10-11 0.9997 
54 nm 0.044 0.9598 1 2.3075×10-9 0.9559 
147 nm 1.179 0.9939 1 -2.135×10-10 0.9921 
300 nm 2.586 0.9331 1 -2.545×10-9 0.9454 
1200 nm 0.509 0.9676 1 8.145×10-10 0.9735 

Figure 6.1.13 Effect of applying the time offset t0 to Equation 6.1.3 to force a common shock 
expansion dimensionality (ν =1) for all data sets. In the log-log plots presented here, the slope of 
the linear fits is related to the shock dimensionality. a) Height of shock wave in air from ablation at 
a laser fluence of 2.6 J/cm2 as a function of time delay without time offset. b) Height of shock 
wave in air from ablation at a laser fluence of 2.6 J/cm2 as a function of time delay time offset. 
Note that all lines have the same slope.  

a) Shock height vs. delay time, no offset b) Shock height vs. delay time, with offset 
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and this dimensionality was obtained for all data sets through application of the 

time offset t0 (see Table 6.1.1). Similar pump-probe shadowgraphic imaging 

studies of fs laser ablation of silicon with native oxide have reported vertical 

shock expansion with planar dimensionality (ν = 1) [72]. The effect of adding the 

time offset is demonstrated in the log-log plots of Figure 6.1.13. 

Using an expansion dimensionality of ν = 1 for the vertical shock expansion, 

the energy fluence release responsible for the observed shock dynamics was 

calculated for single fs laser pulse ablation at a pump laser fluence of 2.6 J/cm2 

(see Figure 6.1.14). In terms of the incident laser fluence 2.6 J/cm2, the efficiency 

with which the laser energy is converted into the shock energy is also shown in 

Figure 6.1.13 (efficiency = laser fluence release, E0 / incident laser fluence). 

These results were not normalized with respect to the measured ablation 

threshold or calculated optical reflectivity as a function of the oxide thickness. 

Recall from Chapter 4.2.1 that the ablation thresholds for Si(100) with 147 nm 

and 1200 nm thermal oxide were very similar (see Figure 4.2.2), however the 

fluence release associated with the ablation shock wave were found to be quite 

different (see Figure 6.1.13). The efficiency generally varied with oxide film 

Figure 6.1.14 Calculated fluence release responsible for shock dynamics as a function of oxide 
film thickness measured from single pulse fs laser ablation of Si(100) with native oxide and 
thermally grown oxide films at a pump pulse laser fluence of 2.6 J/cm2. The % yield is indicated 
on the right axis in terms of the incident pump laser fluence (efficiency = shock fluence release / 
incident pump laser fluence). 
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thickness, ranging from a minimum of 1.5 % efficiency for the 300 nm thermal 

oxide film to 18.9 % efficiency for the 147 nm thermal oxide film.  

Of significance is the decrease in shock energy release between samples 

with the native oxide and samples with 300 nm and 1200 nm thermally grown 

oxide. This decrease in shock energy release may be related to the buckling of 

300 nm thermal oxide and 1200 nm thermal and PECVD oxide films discussed in 

Chapter 5.2.4. Assuming that the trend in energy release is consistent at lower 

laser fluences, it is proposed that shock wave deposits energy into the oxide film 

as it passes from the silicon substrate to the film and from the film to the ambient 

air due to an impedance mismatch at these interfaces [261]. This additional 

energy may encourage buckling or blistering of the 300 nm thermal oxide and 

1200 nm thermal and PECVD oxide films from the Si(100) substrates at smaller 

delamination widths than would be expected from relaxation of compressive 

intrinsic film stress alone. A mechanics analysis incorporating the effect of a 

shockwave on buckling should be considered in future work [146]. 

Once the energy released was obtained, the pressure at the leading edge of 

the shock front was calculated as a function of time following the onset of 

ablation via the following expression (see Figure 6.1.15) [169]: 

Figure 6.1.15 Calculated pressure at the shock front in air as a function of time following fs laser 
ablation of Si(100) with thin oxide films at a laser fluence of 2.6 J/cm2.  
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where γ is the ratio of the specific heat (γ = 1.4). Table 6.1.1 presents the time 

offsets t0, and slope of the linear fits (for log-log plots, as in Figure 6.1.13) to the 

shock expansion in the vertical direction, and the R2 values corresponding to the 

power law fits before and after application of the time offset. According to 

Sedov’s theory, the pressure at the shock wave front exceeds 2 GPa for times 

within the first 10’s of picoseconds following fs ablation of Si(100) samples with 

native oxide, and 20 nm, 54 nm, and 147 nm thermally grown oxide films at a 

laser fluence of 2.6 J/cm2.  

Returning to the comparison of front- and side-view imaging, the ablated 

material velocity as a function of oxide film thickness on Si(100) at a laser fluence 

of 1.3 J/cm2 is presented in Figure 6.1.12a). The velocity directly obtained from 

time-resolved side-view images exhibits a similar trend with oxide film thickness 

as the ablated material velocity inferred from the front-view images using the 

blister calibration (the blister calibration of the Newton’s rings is explained in 

Chapter 6.1.1). However, the velocity inferred from front-view imaging was 

typically around 75% of that measured directly from side-view images. This 

discrepancy may indicate that the blister calibration was only valid for 

observations made at infinity, once the system had reached a steady state. The 

following section addresses the dynamic calibration of the Newton’s rings, in 

which the ablated material velocity inferred from front-view imaging is made to 

match with the direct measurements made from side-view images, yielding the 

properties of the gap material during the ablation event. 

 

6.1.3 Dynamic calibration of fs laser ablated material velocity of Si(100) with 

thermal oxide films 

As described at the end of Chapter 6.1.1, the so called blister calibration was 

used to connect a physical height to the Newton’s rings in front-view images of 

blister features. The blister calibration was subsequently used to determined the 

ablated material velocity from the evolution of Newton’s rings in front-view 
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images of fs laser ablation of Si(100) with thermal oxide at a pump laser fluence 

of 1.3 J/cm2. The ablated material velocities determined using the blister 

calibration were found to be around 75% of those directly measured from time-

resolved side-view images at the same pump laser fluence (see Figure 6.1.12a)). 

It was suggested that the optical properties of the gap material used for the 

blister calibration, specifically the real refractive index n2 of the gap, were not 

appropriate for front-view observations made during the ablation event (i.e. 

during the first 10.36 ns of ablation). In order to correct the model for the ablated 

material velocity from front view images, the real refractive index of the gap 

material, n2 (see schematic in Figure 6.1.2) was simply adjusted in Equation 

6.1.2 so that inferred velocities from front-view images (i.e. during the first 10.36 

ns of ablation) matched those directly measured from side-view images.  

At a laser fluence of 1.3 J/cm2, a real refractive index for the gap material of 

n2 = 0.9 was found to increase the ablated material velocities inferred from front 

view images to match those directly measured from side-view images for all 

oxide film thicknesses. The ablated material velocities from side-view imaging, 

and from front-view imaging with both the blister and dynamic calibrations in 

Figure 6.1.16 Ablated material velocity as a function of thermal oxide film thickness on Si(100) at 
a laser fluence of 1.3 J/cm2. The velocities directly measured from time-resolved side-view 
images are presented, along with inferred velocities from front-view images where the blister and 
dynamic calibrations have been applied to the observed Newton’s rings. The results of the 
dynamic calibration suggest that the gap region between the two interfaces responsible for the 
Newton’s rings is filled with a plasma with a refractive index of 0.9 and an electron density of 
approximately 1021 cm-3. 
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presented in Figure 6.1.16. Utilizing a real refractive index of n2 = 0.9 for the gap 

material during ablation suggests that plasma fills the gap between the molten 

silicon substrate and the ablated silicon layer on the bottom surface of the 

expanding glass film during the first several ns of ablation. Following the Drude 

model, a real refractive index of n2 = 0.9 corresponds to an electron density of ~ 

1.4 × 1021 cm-3 [230]. At an electron density of 1021 cm-3, the plasma is non-

absorbing (i.e. dielectric permittivity, ε > 0) and is thus consistent with a model in 

which the probe light propagates through the gap material to reflect off the 

molten substrate.  

Other studies in which the Newton’s rings have been observed under fs laser 

irradiation of silicon surfaces have suggested that the gap material must have a 

refractive index of around 2 in order to produce the measured fringe contrast 

[34]. Following this, they propose that the gap is approximately half filled with 

metallic droplets much smaller than the wavelength of light. It should be noted 

however, that in that work the pump laser fluence of 0.46 J/cm2 was used to 

initiate the ablation event, which is less than the fluence required to generate 

plasma upon fs laser ablation of silicon [15]. In other works employing pump-

probe microscopy, higher plasma densities were found (1023 cm-3 [65]) at a peak 

laser fluence of 3.0 J/cm2, which would render the plasma opaque or highly 

reflective at the probe wavelength of 400 nm. Future work will investigate if at 

higher fluences the plasma density becomes sufficiently large as to render the 

gap material opaque, thereby eliminating the presence of the Newton’s rings 

under our model. 

In summary, the dynamic calibration of the optical model for the Newton’s 

rings suggests that during ablation at a laser fluence of 1.3 J/cm2, plasma fills the 

gap between the two interfaces responsible for the Newton’s rings, specifically 

the liquid silicon layer on the bottom surface of the expanding oxide film an a 

liquid silicon puddle at the surface of the substrate. At a pump laser fluence of 

1.3 J/cm2 this plasma had a real refractive index of 0.9 and a density of around 

1021 electrons/cm3. With a value of n2 = 0.9 for the refractive index of the gap 

material, the ablated material velocity predicted from the evolution of the 
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Newton’s rings present in front-view images was found to match the ablated 

material velocity measured directly from side-view images of the ablation event 

for all thermal oxide film thicknesses. Future work will investigate the properties 

of this plasma under a range of pump laser fluences in an effort to further verify 

the model. 

 

6.1.4 Orthogonal dual pulse LIBS of Si(100) with native oxide 

As mentioned in the introductory remarks of this section, dual-pulse laser 

induced breakdown spectroscopy (DP-LIBS) was investigated as a means for 

reducing the fs laser induced surface damage resulting from the LIBS technique. 

The experimental setup for this technique is provided in Figure 3.6.2, where it is 

shown that the experimental apparatus for the DP-LIBS technique is very similar 

to that of side-view shadowgraphic imaging, with the difference being that with 

DP-LIBS the probe pulse is tightly focused to high intensity so that it aggressively 

ionizes material ablated by the pump pulse. In contrast to earlier studies with DP-

LIBS where the focus was simply increasing signal amplitudes [192, 199], we 

have investigated the threshold for LIBS analysis using the orthogonal, DP-LIBS 

technique. This work was performed as exploratory study which was later 

extended to DP-LIBS analysis of the Ni-based superalloy CMSX-4 presented in 

Chapter 6.2.2. 

In order to reduce damage the sample surface (in this case a Si(100) wafer), 

the intensity of a primary pump laser pulse directed at normal incidence onto a 

sample surface was decreased until the resulting ablation produced no optical 

emission above the background in the measured LIBS spectrum at the 

characteristic wavelength of 390.874 nm (corresponding to singly ionized Si 

[228]). Although an optically emitting plasma was not observed, ablation and 

therefore material removal was still produced on the sample surface. A second, 

high intensity probe laser pulse was then introduced parallel to the sample 

surface some fixed distance above the sample (25-50 µm), and with a delay (0-

23.45 ns) with respect to the primary pulse. This second pulse encountered the 

ejected material resulting from the ablation of the primary pump pulse, 
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whereupon this material was aggressively ionized, generating significant optical 

emission and measurable signal at the characteristic wavelength for Si in the 

measured LIBS spectrum. The energy in the pump pulse was further reduced 

until signal resulting from the ablating action of the probe pulse was just above 

the background level, yielding the minimum surface damage.  

A plot of the measured LIBS spectra near 390.874 nm for exposure of the 

pump-pulse alone, probe-pulse alone, pump and probe both present with the 

probe s-polarized, and pump and probe both present with the probe p-polarized 

relative to the sample is shown in Figure 6.1.17. As is apparent from Figure 

6.1.17, no signal was observed at the characteristic wavelength above the 

background when the pump or probe pulse acted alone. With both the pump and 

probe exposed, a peak was observed in the acquired LIBS spectrum at the 

characteristic wavelength for Si, with a significant enhancement observed for the 

case of the probe being s-polarized relative to the sample surface. For single-

pulse LIBS (pump alone, no probe), the minimum pump laser fluence required to 

observe Si in the acquired LIBS spectrum was approximately 2.6 J/cm2 (see 

Figure 6.1.17 Dual fs laser pulse raw LIBS signal from Si(100) as a function of wavelength. The 
cases of no probe (or pump alone) and no pump (probe alone) resulted in no significant signal 
above the background at the wavelength of 390.874 nm, the characteristic wavelength of silicon. 
With the pump and probe both present an enhancement in raw LIBS signal was observed. With 
the probe s-polarized relative to the sample surface, signal exceeding the background by 
approximately 260 counts was apparent at the characteristic wavelength for silicon, while a lesser 
enhancement was observed when the probe pulse was p-polarized relative to the sample 
surface. In all cases the pump pulse laser fluence was 1.7 J/cm2, while the probe fluence was 
46.8 J/cm2 for the s-polarized case and 42.2 J/cm2 for the p-polarized case. The probe was 
focused at a distance of 30 µm above the sample surface and was delayed by 18.1 ns with 
respect to the pump pulse. 
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Figure 6.1.18). For dual-pulse LIBS (pump and probe exposed, probe s-polarized 

at a height of 30 ± 5 µm above the surface), the minimum pump laser fluence 

required to observe Si in the acquired LIBS spectrum was approximately 1.4 

J/cm2 (see Figure 6.1.19). Furthermore, Figures 6.1.18 and 6.1.19 demonstrate 

that the pump-fluence of 1.4 J/cm2 for DP-LIBS produces similar signal amplitude 

as single-pulse LIBS at a pump laser fluence of 3.4 J/cm2.  

Figure 6.1.20 presents OM and AFM of single shot fs laser induced ablation 

features associated with single-pulse and dual-pulse LIBS corresponding to the 

pump laser fluences of the spectra presented in Figures 6.1.18 and 6.1.19. The 

threshold pump fluence for single pulse LIBS (2.6 J/cm2) resulted in an ablation 

crater with a maximum depth of 538 nm (Figure 6.1.20a)). The threshold pump 

fluence for dual pulse LIBS (1.4 J/cm2) resulted in an ablation crater with a 

maximum depth of 123 nm (Figure 6.1.20f)). It was observed that the laser 

induced damage to the sample surface (depth or diameter of ablation crater) was 

independent of the presence or absence of the probe pulse probe, indicating that 

the probe pulse did not cause damage to the sample surface.  

Figure 6.1.18 Single-pulse (pump-pulse alone) LIBS spectra near the characteristic wavelength 
of Si (390.874 nm) for multiple pump-pulse laser fluences. The laser fluence of the pump-pulse is 
indicated in the legend, ant the probe pulse was not exposed during collection of these spectra. 
The plot indicates that the pump laser fluence threshold for single pulse LIBS is approximately 2.6 
J/cm2. 

4.4 J/cm2 

3.4 J/cm2 

2.6 J/cm2 

1.7 J/cm2 
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The volume of ablated material was obtained from the AFM measurements of 

ablation craters using a bearing calculation. As the pump pulse energy was 

decreased the ablated volume and hence mass removed from the sample was 

similarly decreased. For the dual-pulse case with a pump laser fluence of 1.4 

J/cm2 (Figure 6.1.20f)), an average mass of 2.2 ± 0.79 × 10-11 g was removed 

from the sample, while in the single-pulse case with a laser fluence of 3.4 J/cm2 

(Figure 6.1.20b)) a mass of 5.2 ± 1.34 × 10-11 g was ablated from the sample 

surface. Recall that the signal amplitude (at the characteristic wavelength for Si) 

for single pulse LIBS at a pump laser fluence of 3.4 J/cm2 was similar that for 

dual pulse LIBS at a pump laser fluence of 1.4 J/cm2. Hence, the dual pulse LIBS 

technique reduced the depth of ablation craters by approximately 80 % (641 nm 

for single pulse to 123 nm for dual pulse LIBS) and the mass ablated by 

approximately 50 % (5.2 ± 1.34 × 10-11 g for single pulse to 2.2 ± 0.79 × 10-11 g 

for dual pulse) relative to single pulse LIBS.  

The time-resolved dual pulse LIBS measurements provided an estimate of 

the ablated material velocity. This velocity was obtained by dividing the height of 

the probe pulse above the sample surface Δz, by the relative time delay between 

Figure 6.1.19 Dual-pulse (pump and probe pulse exposed) LIBS spectra near the characteristic 
wavelength of Si (390.874 nm) for multiple pump-pulse laser fluences (pump-pulse fluence shown 
in the legend). The probe-pulse fluence was held constant at 18.7 J/cm2 and was s-polarized with 
respect to the sample surface. Furthermore, The probe was focused at a distance of 30 µm 
above the sample surface and spectra were collected at pump-probe delays of 18.8 ns for pump 
fluence = 1.7 J/cm2, 23.5 ns for pump fluence = 1.4 J/cm2, and 23.5 ns for pump fluence = 0.7 
J/cm2 . The plot indicates that the pump laser fluence threshold for single pulse LIBS is 
approximately 1.4 J/cm2. 

1.7 J/cm2 

1.4 J/cm2 
0.7 J/cm2 
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the arrival of the pump and probe Δt0 at which signal emerged above the 

background at the characteristic wavelength for silicon in the acquired DP-LIBS 

spectrum. For the example presented in Figure 6.1.21 (pump fluence = 1.8 

J/cm2), the LIBS signal at the characteristic wavelength of 390.874 nm emerges 

at a delay of 17.5 ± 0.5 ns, such that with Δz = 40 ± 5 µm, a velocity of 2300 ± 

350 m/s is obtained for the ablated material. The ablated material velocity 

inferred from the DP-LIBS compares favorably with measurements of the ablated 

material velocity for silicon with native from side-view imaging at similar pump 

pulse laser fluence. As shown in Figure 6.1.12 the ablated material velocity at a 

pump laser fluence of 1.3 J/cm2 was found to be 2130 ± 200 m/s, while at a laser 

fluence of 2.6 J/cm2 the ablated material velocity was 2610 ± 200 m/s. This 

correlation between time-resolved DP-LIBS and side-view pump-probe imaging 

allowed a distinction to be made between the shock front and material front in the 

collected side-view images. As the shock front exhibited a far greater velocity (~ 

5000 m/s at a pump pulse laser fluence of 2.6 J/cm2), it would have resulted in 

signal in the dual pulse LIBS spectrum at a much earlier time delay if it carried 

significant material. 

For the experiments discussed here, the maximum available time delay 

between the pump and probe, was Δt = 23.45 ns, which when coupled with a 

minimum probe height of Δz ≈ 25 µm (to avoid clipping the edge of the sample 

with the probe pulse), placed a lower limit on the velocity of the ejected material 

of around 1000 m/s. Hence for lower pump-pulse laser fluence and lower ejected 

material velocities, it is conceivable that the ablated material may be moving too 

slow to be accessed by the probe pulse. By using greater temporal delays, it is 

conceivable that the laser induced surface damage could be further reduced by 

decreasing the pulse fluence of the pump pulse toward the fs laser induced 

ablation threshold for Si (100) with native oxide (0.38 ± 0.02 J/cm2, see Chapter 

4.1). The lowest pump laser fluence observed to provide significant signal 

enhancement with dual pulse LIBS was 1.4 J/cm2, which is greater than three 

times the ablation threshold of Si(100). Relative to reported fluence values for the 

plasma threshold of silicon of ~1.0 J/cm2 [15], we find that our LIBS signal was 
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lost at much higher fluences for single and dual pulse LIBS (~2.7 J/cm2 and ~1.4 

J/cm2 respectively). This is attributed to a lack of sensitivity of the CCD array 

within the spectrometer, which was improved with the acquisition of a new 

intensified CCD camera in later studies. 

In order to understand the mechanism underlying the observed enhancement 

of LIBS signal using the orthogonal dual-pulse technique, it is necessary to 

understand the properties of the ejected or ablated material following fs laser 

ablation (see Chapter 2.4.2 for more discussion). Far above the threshold for fs 

laser induced damage, the ablated material involves the formation of dense 

plasma of ions and electrons along with sub-micrometer molten particulates [15, 

65, 68, 69, 71, 72]. The relaxation of excited electrons within this plasma serve 

as the source of photons for spectra collected during LIBS. As the laser pulse 

energy is decreased toward the threshold for damage, the ablated material is 

increasingly comprised of denser material, eventually taking the form of a liquid 
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Figure 6.1.20 Nomarski OM and AFM of single pulse ablation features produced during a) – d) 
single pulse LIBS and e) – h) dual pulse LIBS at pump-pulse laser fluences shown. NOM images 
are provided on top, and AFM images are provided at the bottom, with the associated AFM cross 
section scans provided in d) and h). AFM indicates maximum depth of features were: a) 538 nm 
b) 641 nm c) 639 nm e) 39 nm f) 123 nm g) 231 nm. 
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layer of ablated material that travels outward from the surface due to the force of 

the ablation event [34-38]. This liquid layer is not expected to be a significant 

source of characteristic photons, so that near the ablation threshold the LIBS 

signal resulting from a single laser pulse alone has very little amplitude at the 

associated characteristic wavelengths.  

For the case of orthogonal DP-LIBS, the high intensity probe laser pulse 

encounters and ionizes the dense liquid layer resulting from the ablation initiated 

by the low energy pump, creating the dense plasma needed as a source of 

characteristic photons. Other dual pulse techniques that have been used to 

enhance LIBS sensitivity to small mass percentage constituents in more complex 

materials largely operate in the high laser fluence regime in which the ablated 

material takes the form of energetic plasma [192]. The enhancements observed 

there may result from “re-pumping” or further ionizing the plasma, resulting in 

greater emission intensity at the characteristic wavelengths in the LIBS spectrum 

for a particular material. In these previous studies, damage to the sample was 

not a concern and therefore lower pump laser fluences were not pursued [192, 

199]. 

In summary, a quasi non-destructive orthogonal dual-pulse LIBS technique 

was demonstrated on Si(100) using a fs pulsed laser. In contrast to previous 

Figure 6.1.21 LIBS raw signal for dual pulse LIBS as a function of time delay between the pump 
and probe pulse at the sample surface. Data from two probe heights (25 ± 5 µm and 40 ± 5 µm) 
are presented. For a probe height of 40 µm the LIBS signal emerges above the background (990 
counts) at around 17.5 ± 0.5 ns, yielding an ablated material velocity of ~ 2300 m/s. 
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works [192-196], the threshold pump-laser fluence for DP-LIBS detection was 

determined (1.4 J/cm2) demonstrating significant decreases in the volume and 

mass of material removal required for LIBS analysis. The technique may be 

improved further with more sensitive spectra collection tools, and a larger 

temporal delay between the arrival times of the probe and pump pulses. This 

technique was also applied to limit surface damage during LIBS analysis of the 

CMSX-4 Ni-based superalloy, the results of which are presented in Chapter 

6.2.3. 

 

6.2 Fs laser ablation dynamics of the Ni-based superalloy CMSX-4 

The dynamics of single pulse fs laser ablation of the Ni-based superalloy 

were studied in-situ with pump-probe microscopy [41, 65, 71] and dual pulse 

laser induced breakdown spectroscopy (DP-LIBS) [192-196]. Furthermore, the 

dynamics were simulated using FLASH hydrodynamic code [220] seeded with 

initial conditions provided by 1D Hyades code [211]. A connection between the 

ablation dynamics within the first 10.36 ns and the transition in ablated crater 

depth as a function of incident pump-pulse fluence (see Chapter 4.3.2) was 

revealed through analysis of the ablation air-shock dynamics present in time-

resolved side-view shadowgraphic images. The orthogonal DP-LIBS technique 

was explored as a means for quasi non-destructive evaluation of the CMSX-4 

superalloy, and provided further insight into the ablation dynamics by elucidating 

image contrast observed during pump-probe microscopy experiments. Finally, 

simulation of the single pulse fs laser ablation event, pursued in collaboration 

with Musoumi Das and Katsuyo Thornton, completed the picture of the ablation 

event validating the presence of a jetting phenomenon which accompanied 

removal of material. The results of these studies are presented in the following 

sections. 

 

6.2.1 Pump-probe side-view shadowgraphic imaging of fs laser ablation of the Ni-

based superalloy CMSX-4 
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The experimental details for pump-probe side-view shadowgraphic imaging 

are presented in Chapter 3.3.2. Briefly, the fs pulsed laser beam was split into 

separate pump and probe beam lines using an 80/20 ultrafast beam splitter. The 

pump pulse was directed at normal incidence onto the sample surface to initiate 

the ablation event, while the probe pulse was weakly focused laterally across the 

sample surface illuminating the ablation event and producing a shadowgraph of 

the ablation event on a CCD camera located on the other side of the sample [41, 

65, 71]. Sub-picosecond (ps) image exposure time was obtained by using the 

~200 fs probe laser pulse as the illumination source (the laser pulse was 

10 µm 
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Figure 6.2.1 Side-view image of fs laser ablation of the Ni-based superalloy CMSX-4 at a laser 
fluence of 10.1 J/cm2, collected 10.36 ns following absorption of the pump pulse at the sample 
surface. The laser was incident from the right in the image. Image features including the air shock 
front, ablating material, sample edge, and edge diffraction are indicated. A refraction feature to 
the left of the sample edge is also apparent in the image, resulting from the probe pulse passing 
through the ablation event. 
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anticipated to spread in time from approximately 150 fs to ~ 200 fs due to group 

velocity dispersion encountered upon transmission through various optical 

elements [265]). By delaying the arrival time of the probe with respect to the 

probe, images of the ablation event were captured over the time range from 0 – 

10.36 ns following the onset of ablation. The ablation dynamics were studied for 

a range of pump-pulse laser fluences from Finc = 1.23 – 62.8 J/cm2. The 

propagation of the ablation event is discussed with respect to the sample 

surface, such that the “vertical shock front” propagates perpendicular to the 

sample surface, while the “lateral shock front” propagates in the direction parallel 

Figure 6.2.2 Shadowgraphic, side-view images of femtosecond laser ablation of the Ni-based 
superalloy CMSX-4. Images of ablation events produced over a range of laser fluences (at left) 
are shown at several time delays (at top) relative to the arrival of the pump laser pulse. The scale 
marker in the upper left image applies to all images, and all images have been inverted with 
respect to the originals. 
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to the sample surface. It should also be emphasized that the shock wave 

observed here propagates in the air in front of the sample, not within bulk sample 

material. 

An example side-view shadowgraphic image is presented in Figure 6.2.1 

where various image features are explained. Edge diffraction generated by the 

sample edge as the probe pulse passes laterally across the sample surface, 

producing a series of interference fringes parallel to the sample surface  [65, 

263]. Distinction between the material front and shock front in the side-view 

images was not as obvious as it was for images of fs laser ablation of Si(100) 

with thin oxide surface films (see Chapter 6.1.2). The material and shock fronts 

indicated in Figure 6.2.1 were subsequently verified with time resolved DP-LIBS 

experiments and FLASH code simulations (see Chapters 6.2.2 and 6.2.3). Side-

view shadowgraphic images for several laser fluences over a range of time 

delays are presented in Figure 6.2.2. In the images at a laser fluence of 62.8 

J/cm2, a shock wave is observed in the air in front of the sample associated with 

the fs laser induced breakdown of the air [72]. Significant air breakdown was 

Figure 6.2.3 Dimensions of air shock accompanying femtosecond laser ablation of CMSX-4 
superalloy. a) Vertical shock height as a function of time delay. b) Lateral shock width (or radius) 
as a function of delay time. Measurements for laser fluences 62.8 J/cm2 and 1.27 J/cm2 are 
indicated, while measurements in between in descending order are for laser fluences of 30.4 
J/cm2, 20.4 J/cm2, 10.1 J/cm2, 4.9 J/cm2, 3.92 J/cm2, and 2.7 J/cm2. Error in vertical 
measurements was ± 2 µm, while error for lateral measurements was ± 1 µm. The results of a 
power law fits to the data are presented in the plots. 
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observed for laser fluences greater than or equal 20.4 J/cm2, and the presence of 

the air breakdown was observed to encourage vertical expansion of the shock 

wave by pulling the shock into the region of rarified gas within the air breakdown 

shock. Of particular interest was the presence of a jetting phenomenon in which 

a small amount of ablating material is seen to drive the shock wave in the air in 

front of the sample. This jetting phenomenon is presumed to yield the v-shape of 

the shock waves in air for images of ablation at laser fluences of 2.7 J/cm2, 4.9 

J/cm2, and 10.1 J/cm2 shown in Figure 6.2.2. This phenomenon may be related 

to observation of nanojet fs laser ablation morphology features observed on gold 

films [142]. At the center of the ablation event where the laser fluence is the 

highest, the material may reach sufficiently high temperatures which cause a 

dramatic decrease in the local viscosity, allowing a low density volume of 

material to jet away from the surface. The defined v-shape is modified in the 

images of ablation at 62.8 J/cm2 due to the previously mentioned laser induced 

air breakdown. 

The measured vertical shock height and lateral shock width as a function of 

time delay following the onset of ablation are presented in Figure 6.2.3. The 

vertical shock height was measured with respect to the first sample surface, 

which was located to the left of the first edge diffraction maximum [263]. The 

lateral shock width (or radius) was measured at a height of approximately 4 µm 

above the sample surface as the edge diffraction obscured the presence of the 

shock wave closer to the sample. Power law least square fits have been applied 

to the data in Figure 6.2.3. Following Sedov’s theory for shock wave propagation, 

the radius of the ablation shock or blast wave as a function of time is given by: 
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where E0 is the energy release responsible for the observed shock, ν is the 

dimensionality of the shock expansion, ρ1 is the density of the propagating 

medium (in this case air, ρ1 = 1.25 kg/m3), α is an additional proportionality 

constant dependent on the dimensionality of expansion (α = 1.2 and 0.851 for ν 

= 1 and 3 respectively [169]), λ is a constant (which has been set to 1 for our 
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purposes [65]), and t is the delay time. As discussed in Chapter 6.1.2, a fitting 

routine can be applied to the measured shock dimensions as a function of time to 

yield the energy release E0, and dimensionalityν, associated with the observed 

shock dynamics. As also discussed in section 6.1.2, application of Sedov’s 

theory requires that the dimensionality of the shock expansion to be an integer 

value (i.e. ν = 1, 2, or 3). Furthermore, different data sets must have a common 

expansion dimensionality in order for comparisons of the energy release to be 

made.  

Figure 6.2.4 Log-Log plots of shock dimensions vs. delay time demonstrating the effect of 
introducing the time offset to. a) Lateral shock full width vs. delay time before offset. b) Lateral 
shock full width vs. delay time with time offset. Common slope indicates common shock 
expansion dimensionality. c) Vertical shock height vs. delay time before offset. d) Vertical shock 
height vs. delay time with time offset. 
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Table 6.2.1 Shock expansion fitting parameters for fs laser ablation of the Ni-based 
superalloy CMSX-4. 

Lateral Shock 
Laser 

Fluence 
(J/cm2) 

Initial 
Dimensionality 

(ν0) 
Initial 

R2 

Assumed 
Dimensionality 

(ν) 
Time Offset (t0) 

(ns) 
Final 

R2 

62.8 3.0 0.96 3.0 0.50 0.99 
30.4 2.5 0.98 “ 0.49 0.99 
21.0 2.4 0.99 “ 0.52 0.99 
10.1 2.1 0.99 “ 0.63 0.98 
4.9 1.6 0.99 “ 0.71 0.96 

3.92 1.5 0.99 “ 1.02 0.99 
2.7 0.3 0.93 “ 1.51 0.97 

1.23 1.3 0.98 “ 1.72 0.95 

Vertical Shock 
Laser 

Fluence 
(J/cm2) 

Initial 
Dimensionality 

(ν0) 

Initial 
R2 

Assumed 
Dimensionality 

(ν) 

Time Offset (t0) 
(ns) 

Final 
R2 

62.8 1.2 1.00 1 -0.092 1.00 
30.4 1.3 1.00 “ -0.17 1.00 
21.0 1.5 0.99 “ -0.28 0.99 
10.1 1.7 0.99 “ -0.38 1.00 
4.9 1.4 0.99 “ -0.31 1.00 

3.92 1.5 0.99 “ -0.44 1.00 
2.7 0.8 1.00 “ 0.26 1.00 

1.23 0.9 0.99 “ 0.12 0.99 

 

The vertical shock dimensionality from power law fits to the raw data ranged 

from ν0,vertical = 0.8 – 1.7, while the lateral shock dimensionality ranged from 

ν0,lateal = 0.3 – 3.0 (see Table 6.2.1). To facilitate analysis and interpretation, 

shock dimensionalities of νvertical = 1 and νlateral = 3 were imposed on the data sets 

[72]. This was done by introducing a time offset t0 into Equation 6.2.1 above (as 

discussed in Chapter 6.1.2), yielding an expression for the air shock radius of the 

form: 
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The time offset t0 was then adjusted for each data set to produce the desired 

expansion dimensionality from a least-square power law fit. The effect of the time 

offset is best shown by considering the log-log plots of the raw and time offset 
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adjusted lateral shock dimension data presented in Figure 6.2.4. Taking the 

logarithm of both sides of Equation 6.2.2 above yields: 
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Placed in this format, the slope of linear fits applied to the data in Figure 6.2.4 

yield the dimensionality of the shock expansion, while the y-axis intercept yields 

the energy release E0 (assuming that the constant α, and the density of air ρ1 are 

known). It is clear that the slope of lines are not the same between data sets in 

Figure 6.2.4 a) and c), while the application of the time offset t0 results in a 

common slope and thus expansion dimensionality a shown in Figure 6.2.4 b) and 

d).  

The time offset applied to the vertical and lateral shock dimensions as a 

function of the incident pump-pulse laser fluence is presented in Figure 6.2.5. 

Two regimes are observed for the time offset applied to the lateral shock radius 

as a function of incident laser fluence. The physical significance of the time offset 

is dependent on the expansion direction under consideration. For measurements 

of vertical shock height, the time offset reflects the accuracy with which the edge 

of the sample was located as a reference for measurements (± 2 µm), and the 

Figure 6.2.5 a) Time offset t0 applied to Equation 5.2.2 to obtain common shock expansion 
dimensionality (ν = 3) for lateral shock wave as a function of pump-pulse laser fluence. b) Time 
offset t0 applied to Equation 5.2.2 to obtain common shock expansion dimensionality (ν = 1) for 
vertical shock wave as a function of pump-pulse laser fluence. 
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accuracy with which time zero was determined (time zero is the delay time at 

which the pump and probe arrive simultaneously at the sample surface, 

determined with a stated accuracy of ± 50 ps). Under the assumption that the 

vertical shock wave exhibits a planar expansion (which has been reported by 

other studies [41, 72]), it is proposed that for the vertical shock measurements 

the time offset simply adjusts for experimental error.  

The time offset applied to the lateral shock measurements may hold more 

physical significance. As shown in Figure 6.2.5 a), the time offset was observed 

to increase with decreasing laser fluence. This suggests that for low fluence (F0 ≤ 

4.9 J/cm2) the initial shock expansion is largely vertical to the sample surface and 

is followed by a delayed lateral expansion (1-2 ns).  For high laser fluence (F0 > 

4.9 J/cm2) the shock wave begins to expand laterally much sooner (~ 500 ps). 

Other research groups have reported one-dimensional vertical shock expansion 

and delayed three-dimensional lateral shock expansion accompanying fs laser 

ablation of silicon [72]. This group also studied ns laser ablation of silicon at the 

same incident laser fluence, where analysis of the shock wave revealed that the 

shock wave immediately exhibits three-dimensional expansions for both lateral 

and vertical shock [72]. The qualitative evolution of the fs laser induced ablation 

morphology as a function of incident laser fluence was observed to show a 

transition to a more melt-like morphology at around 2 /cm2, the emergence of a 

more explosive ablation morphology at laser fluences exceeding approximately 

5.3 J/cm2 (see Chapter 5.3). Furthermore the depth of ablation craters as a 

function of laser fluence was found to exhibit a sudden increase at around 6.0 

J/cm2 (see Figure 4.3.2). The combined results from both ablation morphology 

investigations and analysis of shock dynamics may suggest that fs laser ablation 

of CMSX-4 superalloy takes on strong thermal ablation characteristics of ns laser 

ablation at high laser fluence [20, 22, 113, 134, 135, 262]. The physical 

mechanism underlying the generation of the three-dimensional shock expansion 

is not yet fully understood, but may be related to the onset of the proposed 

mechanism of explosive boiling [44, 69, 218] and will be the topic of future 

research.  
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The energy release E0 underlying the observed shock dynamics (presented in 

Figure 6.2.6) was determined once the appropriate dimensionality was obtained 

for all data sets through application of the time offset t0. Recall from section 6.1.2 

that the units of the energy release E0 are dependent on the dimensionality of the 

shock, such that [E0] = energy per unit area for ν = 1 (planar release of energy), 

[E0] = energy per unit length for ν = 2 (line release of energy), and [E0] = energy 

for ν = 3 (point release of energy) [169]. As with the time offset t0, two regimes of 

energy release were observed for the lateral shock wave as a function of incident 

pump-pulse laser fluence, with the transition between the regimes occurring 

between 4.9 J/cm2 and 10.1 J/cm2. This correlation between the shock energy 

release and the ablated crater depth is further evidence that the early shock 

dynamics are connected with the ablation morphology long after arrival at the 

steady state. The efficiency of energy conversion from the incident laser pulse 

into the lateral shock wave (E0/incident pump pulse energy Einc) was found to 

generally increase with laser fluence, with a calculated efficiency of 2.3 % for Finc 

= 1.23 J/cm2 and 5.2 % for Finc = 62.8 J/cm2. The efficiency of energy conversion 

for the vertical shock was found to be independent of laser fluence, ranging from 

a minimum of 7.2 % for Finc = 62.8 J/cm2 to a maximum of 12.3 % for Finc = 2.7 

Figure 6.2.6 a) Energy release E0 underlying lateral shock dynamics as a function of incident 
pump-pulse laser fluence. b) Fluence release E0 underlying vertical shock dynamics as a function 
of incident pump-pulse laser fluence.  
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J/cm2. These are comparable with efficiencies observed in other studies [41, 65, 

71]. 

Once the shock dimensionality ν and energy release E0 were determined, the 

pressure at the propagating ablation shock front in air was calculated as a 

function of the reduced time t’ = t – t0 by the following equation [169]: 
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where γ = 1.4 is the ratio of the specific heat (the heat capacity of a gas in a 

constant pressure process to the heat capacity of a gas in a constant volume 

process). The pressure at the vertical and lateral shock fronts as a function of 

time is provided in Figure 6.2.7. According to Equation 6.2.4, the pressure at the 

shock front in the air in front of the sample exceeds 1 GPa for the first several 

hundred picoseconds following the onset of ablation. Assuming Newton’s third 

law applies [266], an equal and opposite shock wave is sent into the material 

underlying the ablation event at the sample surface. The heavy dislocation 

density observed (via cross section TEM) to accompany high fluence fs laser 

ablation (F0 = 40.3 J/cm2) may result from shock waves of this magnitude [267]. It 

should be noted however, that Equation 6.2.4 has a singularity at t’ = 0, bringing 

into question whether Sedov’s prediction of the pressure is applicable for such 

Figure 6.2.7 Pressure at vertical and lateral shock fronts in air as a function of time following the 
onset of fs laser ablation of the Ni-based superalloy CMSX-4.  
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early times following the onset of ablation. Simulations of fs laser ablation similar 

to those presented in Chapter 6.2.3 may provide further insight into the 

propagation of shock waves into the material resulting from high fluence fs laser 

ablation. 
In summary, the dynamics of fs laser ablation of the Ni-based superalloy 

CMSX-4 were studied in-situ with pump-probe side-view microscopy. The 

collected images reveal that a jetting phenomenon accompanies fs laser induced 

material removal, in which a small amount of material leads a the shock wave 

produced in the air in front of the sample as a result of the sudden thermal 

expansion of the surface accompanying absorption of the incident laser energy. 

Analysis of the dynamics of the shock wave demonstrate correlation between 

shock dynamics and the resulting ablation morphology, as transitions in the 

calculated energy release from the measured shock dynamics were found to 

occur at similar laser fluences as the transition from smooth to explosive damage 

morphology discussed in Chapter 5.3, and the transition to greater ablated crater 

depths as a function of laser fluence (around 6 J/cm2) discussed in Chapter 

4.3.2. Future work may include front-view microscopy of fs laser ablation of the 

CMSX-4 superalloy, but with laser fluences closer to the measured ablation 

threshold of 0.38 ± 0.02 J/cm2 (see Chapter 4.3.1). 

 

6.2.2 Orthogonal, dual-pulse femtosecond laser induced breakdown 

spectroscopy of the Ni-based superalloy CMSX-4. 

Surface chemistry characterization of the Ni-based superalloy was performed 

using fs laser based laser induced breakdown spectroscopy (LIBS). In order to 

reduce the surface damage resulting from this technique, an orthogonal dual-

pulse LIBS (DP-LIBS) method was employed and compared with results from 

single-pulse LIBS [192-196, 199]. The experimental details of this technique are 

presented in Chapter 3.3.2, and the results DP-LIBS applied to Si(100) with 

native oxide are presented in Chapter 6.1.4. Briefly, LIBS in general is performed 

by collecting the light emitted by the plasma produced during a laser ablation 

event. As the incident laser fluence is decreased, the damage to the sample 
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surface also decreases, along with the intensity of the optical emission. 

Eventually the plasma emission ceases, however material removal is still 

observed. For example, the fs laser ablation threshold of silicon is around 0.37 

J/cm2 (see section 4.1.2), however the laser fluence at which the plasma 

diminishes, the so-called plasma threshold, is around 1.0 J/cm2 [15].  

In an effort to minimize the surface ablation associated with LIBS, the 

technique of orthogonal DP-LIBS explored here uses pump laser fluences below 

the plasma threshold (for the given LIBS setup), but above the ablation threshold 

of the CMSX-4 superalloy. In this fluence regime there is not adequate optical 

emission accompanying the ablation event for single pulse LIBS analysis, 

however material is still ablated from the sample surface. The goal of DP-LIBS is 

to ionize this material once it has moved far enough away from the sample 

surface. To this end, a high fluence probe pulse is directed parallel to the sample 

surface where it encounters and aggressively ionizes the material ablated by a 

low fluence pump pulse, producing the plasma and optical emission necessary 

for LIBS analysis (often referred to as re-heating the plasma [192, 199]). In this 

fashion, pump-pulse laser fluences can be used near the ablation threshold 

where damage to the sample is minimized, while LIBS analysis can still be 

performed yielding the desired information on surface chemistry. Furthermore, 

Figure 6.2.8 Typical LIBS spectra of the CMSX-4 superalloy, with peaks corresponding to the 
first ionized states of major constituents indicated for Ni at 352.454 nm and 361.939 nm, Al at 
394.4006 nm and 396.152 nm, and Cr at 425.435 nm, 427.48 nm, and 428.972 nm. 
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the time-resolved pump-probe nature of the DP-LIBS technique yields relevant 

information such as the ablated material velocity, facilitating interpretation of the 

shadowgraphic images presented in Chapter 6.2.1. The results of this study, 

including comparisons of single- and dual-pulse LIBS signal strengths and 

associated surface damage, are presented in the following section. 

The general approach of the experiments performed here was to compare the 

laser fluence threshold and associated ablation morphology for DP-LIBS with that 

of single-pulse LIBS. Initially, single-pulse LIBS spectra were collected at normal 

laser incidence (only the pump pulse exposed) with a range of gradually 

decreasing pump pulse laser fluence. Spectra were also intermittently collected 

with the pump and probe both exposed (DP-LIBS), at a fixed probe pulse laser 

fluence of 270 J/cm2, with the edge of the probe pulse a fixed height above the 

sample of Δh = 30 ± 2.5 µm, arriving with a delay of 10.36 ns with respect to the 

pump pulse. A series of time-resolved DP-LIBS was then performed (fixed probe 

height, variable pump/probe delay) once the threshold pump-pulse fluence for 

DP-LIBS was determined. Following spectra collection, the ablation morphology 

was investigated ex-situ using AFM and OM. 

For reference, the composition of the CMSX-4 superalloy in weight percent is: 

61.42% Ni, 9.6% Co, 6.6% Ta, 6.4% Cr, 6.4% W, 5.64% Al, 2.9% Re, 1.03% Ti, 

and 0.1% Hf [55]. Elements which produced the brightest optical emission in the 

collected LIBS spectra of the CMSX-4 superalloy were Ni, AL, and Cr. The 

characteristic wavelengths in the LIBS spectra for these elements were: 352.454 

nm for Ni, 425.435 nm for Cr, and 394.4006 nm and 396.152 nm for Al. Optical 

emission was observed for the minor constituents in the collected LIBS spectra 

as well, with the exception of Hf which was not identified possibly due to the 

close location of Hf peaks with other stronger emission lines [228]. A typical LIBS 

spectrum of the CMSX-4 superalloy is shown in Figure 6.2.8 where peaks 

corresponding to Ni, Cr, and Al have been identified. 

Signal amplitude in arbitrary units at the characteristic wavelengths of Ni, Al, 

and Cr as a function of the pump-pulse laser fluence for both single-pulse and 

DP-LIBS is presented in Figure 6.2.9. The laser fluence of the probe pulse was 
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fixed at 270 J/cm2 for all data collected for DP-LIBS. A signal-to-noise ratio 

exceeding 10 was used a criterion for detection of a particular element. Provided 

a typical background level of around 10 counts in the collected LIBS spectra (at 

pump laser fluences near the ablation threshold), signal amplitude exceeding 100 

counts was generally sufficient for positive identification of a particular element 

within the acquired LIBS spectrum. Note that the background signal level was 

found to depend on the degree of CCD cooling (typically cooled to -10°C), and 

the incident laser fluence, with the noise increasing for increasing pump-pulse 

laser fluence.  

With our criterion for detection, Figure 6.2.9 demonstrates that for single-

pulse LIBS, Ni, Al, and Cr were no longer identified when the pump laser fluence 

was decreased below ~ 10 J/cm2. For DP-LIBS, Ni was identified in the obtained 

spectra for pump laser fluences down to 1.12 J/cm2, while Al and Cr were 

apparent down to pump laser fluences of 0.49 J/cm2. The ablation threshold of 

Figure 6.2.9 Raw LIBS signal vs. pump (P1) laser fluence for both single pulse LIBS (thin lines, 
hollow markers) and dual pulse LIBS (thick lines, solid markers). Using a S/N ratio of 10 as a 
criteria for detection, the raw LIBS signal detection limit was around 100 counts, such that for 
single pulse LIBS, detection of the major constituents was possible down to a laser fluence of 
10.1 J/cm2, while with dual pulse LIBS, the major constituents were detectable down to a laser 
fluence of 1.12 J/cm2 with Al and Cr apparent down to 0.49 J/cm2. The probe pulse was focused 
above and parallel to the sample surface at a height of 30 µm. 
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the CMSX-4 superalloy was measured to be 0.38 ± 0.02 J/cm2 (see Chapter 

4.3.1), such that the threshold laser fluence for single pulse LIBS detection was 

approximately 30 times the ablation threshold, while the threshold for detection 

for dual-pulse LIBS was 2-3 times the ablation threshold. 

AFM of the fs laser induced surface damage associated with single-pulse 

LIBS spectra collection is shown in Figure 6.2.10. For single pulse LIBS, ablation 

at pump laser fluences of 20.1 J/cm2 and 10.1 J/cm2 produced sufficient optical 

emission for identification of Al, Ni, and Cr, while signal amplitudes at the 

characteristic wavelengths for a pump laser fluence of 4.9 J/cm2 did not exceed 

the s/n of 10 chosen as the criterion for detection. At a pump laser fluence of 

10.1 J/cm2, a damage crater was produced on the sample surface with depth of 

around 200 nm. We conclude that under the conditions of the LIBS setup used 

here, the minimum surface damage for single-pulse LIBS results in a crater ~ 20 

µm in diameter with a depth exceeding 200 nm. 

Recall that for DP-LIBS, the threshold pump laser fluence for detection of Ni, 

Al and Cr was 1.12 J/cm2, while Al and Cr were detected down to a laser fluence 

Figure 6.2.10 Atomic force microscopy (AFM) of single shot fs laser damage features on the 
CMSX-4 superalloy produced during single-pulse (at left) and dual-pulse (at right) LIBS analysis. 
Each image is 50 µm by 50 µm. a) 4.9 J/cm2, max. depth = 144 nm b) 10.1 J/cm2, max. depth = 
212 nm c) 20.1 J/cm2, max. depth = 324 nm. d) AFM cross sections of features in a) – c). e) 0.49 
J/cm2, max. depth = 33 nm f) 1.12 J/cm2, max. depth = 54 nm g) 1.52 J/cm2, max. depth = 62 nm. 
h) AFM cross sections of features in e) – g). The threshold pump laser fluence for single-pulse 
LIBS was 10.1 J/cm2, while the threshold for dual-pulse LIBS was  1.12 J/cm2. The measured fs 
laser ablation threshold of the CMSX-4 superalloy is 0.38 ± J/cm2.  
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of 0.49 J/cm2. Figure 6.2.10 shows that ablation craters produced at a laser 

fluence of 1.12 J/cm2 had a width of around 15 µm and a depth of 54 nm, while 

the depth of the of a damage crater produced at a laser fluence of 0.49 J/cm2 

had a width of around 10 µm and a maximum depth of 33 nm. This suggests that 

with DP-LIBS, the minimum surface damage for detection of Ni, Al, and Cr in the 

acquired LIBS spectrum resulted in a damage crater of width 10 – 15 µm and 

depth between 33 – 54 nm. Thus the DP-LIBS technique minimizes the surface 

damage by allowing LIBS analysis at lower pump laser fluences, reducing the 

diameter and depth of damage craters by 25 – 50 % and 75 – 80 % respectively, 

such that overall material removal was reduced substantially.  

For the results discussed above, the edge of the probe pulse was located at a 

fixed height of Δh = 30 ± 2.5 µm above the sample surface and it arrived at the 

sample surface with a fixed time delay of Δt = 10.36 ns after the ablation event 

was initiated by the pump pulse. In order for the probe pulse to ionize the ablated 

material, it had to first traverse the distance between the sample surface and the 

probe pulse Δh.  By varying the pump-probe delay Δt over the range from 0 – 

10.36 ns while keeping the probe height fixed at Δh = 30 ± 2.5 µm, the velocity v, 

of the ablated material was ascertained by determining the time delay Δt0 at 

which the signal enhancement was initially observed, with v = Δh/Δt0. The raw 

LIBS signal at the characteristic wavelength for Al (396.152 nm) is plotted as a 

function of the time delay Δt in Figure 6.2.11 a) for three pump laser fluences, 

3.1, 5.2, and 10.1 J/cm2, while Figure 6.2.11 b) shows a semi-log plot of the LIBS 

signal as a function of time delay for the pump-laser fluence of 5.2 J/cm2.  

The time delay Δt0 at which significant signal enhancement was first observed 

was found to depend on the pump laser fluence, ranging from Δt0(3.1 J/cm2) = 

6.35 ± 0.67 ns, to t0(10.1 J/cm2) = 3.68 ± 0.67 ns, yielding average material 

velocities of 4720 ± 560 m/s to 9970 ± 1820 m/s respectively. The average 

material velocity is presented in Figure 5.2.12, along with the average velocity of 

the shock front measured directly from side view images. The average shock 

velocity is shown to have a similar trend but greater magnitude than velocity 

predicted by dual-pulse LIBS (1.6 – 2.4 times as great with increasing fluence). 
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The ablated material velocity clearly decreases with decreasing laser fluence. 

This indicates that longer pump-probe time delays may have increased the 

sensitivity of DP-LIBS by allowing the probe pulse to ionize the slower moving 

material that accompanies fs laser ablation at pump-pulse laser fluences near the 

ablation threshold.  

A closer examination of the dual pulse LIBS signal (see Figure 6.2.11 b)) for a 

pump laser fluence of 5.2 J/cm2 revealed that dual-pulse LIBS signal 

enhancement occurred in two stages as a function of time delay, with a subtle 

increase in signal (~ 100 % increase at Δt1(5.2 J/cm2) = 3.01 ± 0.67 ns) followed 

by a much larger increase in signal (~ 1000 % Δt1(5.2 J/cm2) = 5.01 ± 0.67 ns). 

This two stage signal enhancement as a function of time delay was consistent 

with a jetting phenomenon that was observed to accompany fs laser ablation of 

the CMSX-4 superalloy in side-view shadowgraphic imaging experiments 

discussed in Chapter 6.2.1. The first stage of signal enhancement occurs when 

the small amount of material leading the shock front enters into the focal volume 

Figure 6.2.11 a) DP-LIBS signal integrated for 10 laser shots at characteristic of Al (396.42425 
nm) for three laser fluences shown. Probe pulse was delivered orthogonally to the pump pulse at 
a height of 30.0 ± 2.5 µm with respect to the sample surface. Major signal increase was observed 
at time delays of Δt0(3.1 J/cm2) = 6.35 ± 0.67 ns, Δt0(5.2 J/cm2) = 5.01 ± 0.67 ns, and Δt0(10.1 
J/cm2) = 3.68 ± 0.67 ns. b) Semi-log plot of time-resolved DP-LIBS signal for a pump-pulse laser 
fluence of 5.2 J/cm2 showing presence of two phases of signal increase, the first begins at Δt1(5.2 
J/cm2) = 3.01 ± 0.67 ns and Δt2(5.2 J/cm2) = 5.01 ± 0.67 ns. 

10.1 J/cm2 
5.2 J/cm2 
3.1 J/cm2 

5.2 J/cm2 
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of the probe pulse, the leading edge of which is located at Δh = 30 ± 2.5 µm 

above the sample surface. The second stage of signal enhancement occurs 

when the bulk of the ablated material arrives at the focal volume of the probe 

pulse. A schematic illustrating the jetting phenomenon and how it relates to DP-

LIBS is presented in Figure 6.2.13. 

Measurements of the shock height from side-view images of fs laser ablation 

at a laser fluence of 4.9 J/cm2 indicate that the shock front (which is presumed to 

be lead by jetting material) arrived at a height of 30 µm above the sample surface 

at a time-offset corrected time delay of 2.66 – 3.19 ns (see Figure 6.2.3 a)), 

which compares favorably with Δt1(5.2 J/cm2) = 3.01 ± 0.67 ns inferred from time-

resolved dual-pulse LIBS. Similarly, for a laser fluence of 10.1 J/cm2, time 

resolved DP-LIBS measurements indicated that the first stage of signal 

enhancement began at 1.01 ± 0.67 ns (not shown in Figure 6.2.11), while the 

second stage began at 3.68 ± 0.67 ns. From time resolved side-view images at a 

laser fluence of 10.1 J/cm2, the shock front arrived at a height of 30 µm at a time 

delay of 1.96 – 2.41 ns after the onset of ablation, again similar with dual pulse 

LIBS measurements. Two stages of signal enhancement were not clearly 

identified in the dual-pulse LIBS data collected at a pump laser fluence of 3.1 

J/cm2, which may be because the jetting material and bulk ablated material did 

not have time to sufficiently separate by the time they reached the height of the 

Figure 6.2.12 Average velocity of ablated material (from time-resolved DP-LIBS) and shock front 
(from time-resolved side-view images) as a function of pump-pulse laser fluence.  
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probe pulse. Furthermore, the evidence for the two phase DP-LIBS signal 

enhancement is admittedly limited, and should be followed by more detailed 

studies employing shorter time intervals between measurements and more 

pump-pulse laser fluences. The jetting phenomenon will be addressed further in 

the next section where FLASH code hydrodynamics simulations of the fs laser 

ablation of the CMSX-4 superalloy are presented. 

In summary, fs laser based, orthogonal, DP-LIBS was used to reduce the 

surface damage associated with the LIBS spectroscopy technique performed on 

the Ni-based superalloy CMSX-4. Using the experimental setup presented here 

(see Chapter 3.3) the threshold for single-pulse LIBS was found to be 10.1 J/cm2, 

while the threshold for dual-pulse LIBS was determined to be 1.12 J/cm2 for 

detection of Ni, Al, and Cr in the acquired LIBS spectra. By decreasing the pump-

laser fluence required for LIBS analysis, the corresponding surface damage 

decreased as well, with crater depths at the threshold for detection decreasing 

from 212 nm for single-pulse LIBS to 54 nm at the threshold for dual-pulse LIBS. 

Experiments using time-resolved dual-pulse LIBS provided a measure of the 

Figure 6.2.13 Schematic showing proposed mechanism of two-stage signal enhancement of 
time-resolved DP-LIBS measurements. The time delay Δt between the pump and probe increases 
to the right. The pump pulse (not shown) is incident from the right, while the probe pulse is 
directed into the page. The probe height Δh is indicated in the left most figure and is static for all 
panes. 
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average ablated material velocity, ranging from 4720 ± 560 m/s to 9970 ± 1820 

m/s for pump laser fluences ranging from 3.1 – 10.1 J/cm2. Further analysis of 

the time-resolved data verified the presence of the jetting phenomenon that was 

proposed to accompany fs laser induced ablation and material removal in 

Chapter 6.2.1. Future work may include finer resolution for time-resolved DP-

LIBS in order to more accurately address the jetting phenomenon, and pursuit of 

DP-LIBS on superalloy substrates coated with thermal barrier coatings [268-270] 

in order to address the difficulties with application of the DP-LIBS technique on 

rougher and potentially non-flat surfaces. 

 

6.2.3 Two-dimensional FLASH simulation of femtosecond laser ablation of the 

Ni-based superalloy CMSX-4. 

As presented in Chapter 6.2.1, the dynamics of single pulse fs laser ablation 

of the CMSX-4 superalloy were studied with side-view shadowgraphic pump-

probe imaging. In this section, the ablation event is simulated with a combination 

of 1D HYADES [211] and 2D FLASH hydrodynamic codes [219]. For background 

information on HYADES and FLASH, please see Chapters 2.4.3 and 3.7.3. This 

work was performed in collaboration with Musumi Das and Katsuyo S. Thornton, 

who provided the simulations and background information on the FLASH and 

HYADES codes. The 1D HYADES simulation was performed to determine the 

density and temperature as a function of material depth in the CMSX-4 

superalloy at a time of 1 picosecond (ps) following absorption of the incident 

laser energy. The results from the HYADES simulation were then used as the 

initial conditions for the 2D-FLASH simulations. The simulated results were found 

to correspond very well with the direct observations made with the side-view, 

pump-probe imaging technique, verifying the presence of the jetting phenomenon 

which was observed to accompany fs laser induced material removal in side-view 

shadowgraphic images.  

The experimental details and results from pump-probe side-view imaging of 

the CMSX-4 Ni-based superalloy are presented in Chapters 3.7.2 and 6.2.1 

above. The simulated results assumed an incident pump pulse laser fluence of 
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10.1 J/cm2 was directed at normal incidence onto the sample surface. The 

simulations further assumed that the sample consisted of a 2D slab of material 

3.5 µm in depth by 20 µm in width. This sample geometry and size were chosen 

to reduce unphysical expansion of material located far away from the region 

initially excited by the laser, a non-physical feature observed in 2D-FLASH 

simulations when a semi-infinite slab of material was considered. This 

extraneous material expansion is addressed later in more detail.  

In addition to the reduction in laser fluence imposed by the 2D geometry (i.e. 

the simulation takes a strip of energy absorption across the center of the focused 

laser spot), the optical reflectivity of the CMSX-4 superalloy was taken to be 95 

%, such that only 5 % of the incident laser fluence (or a peak laser fluence of 0.5 

J/cm2) was input into the 1D HYADES simulation with a Gaussian beam profile. 

At the laser wavelength of 780 nm, the Fresnel intensity reflection coefficients of 

Ni and Al are 0.679 and 0.8794 respectively [233]. Furthermore, a rapid rise in 

reflectivity during the laser-pulse interaction with the material surface due to the 

generation of a dense electron-hole plasma was expected to further increase the 

overall reflectivity [4, 271]. The local energy deposition into the slab of material 

Figure 6.2.14 Laser beam of Gaussian spatial profile is incident on CMSX-4 (right) and 
temperature contour plot as a function of material depth after 1 picosecond from HYADES 
simulation (left). 
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was then determined by calculating the local laser fluence F(r) on the incident 

Gaussian beam profile given by: 

( ) ( )202
2

,0

wr

abs
eFrF
!

=  (6.2.5) 

where F0, abs = 0.5 J/cm2 is the peak absorbed laser fluence, and w0 is the 

incident beam radius, 2w0 = 19 ± 0.5 µm (for comparison with pump-probe 

imaging). Figure 6.2.14 shows the contour plot of the temperature within the 

material slab at a time of 1 ps following arrival of the incident fs laser pulse 

obtained from the 1D-HYADES simulation. This temperature profile (and 

corresponding density profile, not shown) was input as initial conditions into the 

2D-FLASH simulation. 

The 2D-FLASH simulation placed the 3.5 µm by 20 µm slab into a 150 µm 

square cell that was otherwise filled with air. Snapshot images from the 2D 

FLASH simulations of the single pulse fs laser ablation of the CMSX-4 superalloy 

at an incident laser fluence of 10.1 J/cm2 are presented in Figure 6.2.15 

alongside corresponding side-view shadowgraphic images. The simulations 

indicate that a shock or blast wave propagates in the air in front of the sample, 

surrounding a higher density core of the ablation plume. The shape and time 

evolution of the simulated ablation plume are very similar the direct observations 

made with pump-probe imaging. The jetting phenomenon discussed in Chapters 

6.2.1 and 6.2.2 is very apparent in the simulated results. A small amount of 

material appears to separate from the rest of the ablation plume, leading the 

shock wave front as it moves away from the sample. In the simulated and 

collected images taken at around 7.1 ns, and 10.3 ns, the jetted material has 

separated into an isolated feature (see Figure 6.2.15). This jetting phenomenon 

is consistent with the time-resolved dual-pulse LIBS results discussed in Chapter 

6.2.2, in which two stages of LIBS signal enhancement were observed as a 

function of the time delay between the pump and probe pulse. Note that the 

jetted material has a relatively smaller density then the bulk of the ablating 

material behind it, consistent with the modest increase in signal during the first 

stage of time-resolved DP-LIBS signal enhancement. High intensity nanosecond 

laser ablation of thin Ti foils was found to produce similar jetting phenomenon 
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[15], and the phenomenon may be related to so-called “nano-jet” formation in thin 

Au films [142, 272, 273]. 

Two particular differences were identified between the direct observations 

made with pump-probe imaging, and the simulated results made with the 

combination of HYADES and FLASH codes. First, the material expanded in the 

lateral direction much more dramatically in the 2D-FLASH simulations than in the 

direct observations made with pump-probe imaging. Furthermore, if a semi-

infinite slab 150 µm in width was used for the material in the simulation as 

opposed to a slab 3.5 µm in depth by 20 µm in width, significant vertical 

expansion of material far outside the initial sample region energized by the laser 

pulse was observed. This exaggerated expansion was attributed to a lack of a 

model for material strength within the FLASH code. For a “real” sample, the 

Figure 6.2.15 Observation (top row) and 2D FLASH simulation (bottom row) of fs laser ablation of 
CMSX-4 superalloy at a laser fluence of 10.1 J/cm2. Time delays of observation and simulation 
with respect to arrival of laser pulse at sample surface are shown in each image. The scale is the 
same for observation and simulation, and scale bars at in the left-most images apply to all 
images. 
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material outside the region excited by the laser pulse is constrained by the bonds 

present in the relatively cool bulk material, and no such bonding is included in the 

FLASH simulation. We partially defeated this shortcoming in the FLASH code by 

restricting the material within the 2D-FLASH simulation cell to only that which 

showed significant temperature variations after 1 ps in the 1D-HYADES 

simulation (a slab 3.5 µm in depth by 20 µm in width). Additionally, the FLASH 

code assumes an ideal gas equation of state module for the material evolution 

with a specific heat ratio of γ = 5/3. Recall that for the analysis applied to the 

ablation shock wave dynamics in Chapter 6.2.1, a specific heat ratio of γ = 1.4 

was used. The value of γ should be reduced from 5/3 under the assumption that 

the ablating material in the fluid state can be represented by a polytropic gas 

[229]. It was found that the qualitative nature of the ablation plume in the 2D-

FLASH simulation was consistent and comparable with experimental observation 

down to γ = 1.4, however deviations were observed for γ < 1.4. 

The second difference between the simulated and observed ablation event 

was a greater overall expansion of the simulated ablation plume relative to the 

expansion observed in the side-view shadowgraphic images as a function of 

time. It is proposed that constraining the FLASH simulation to only two 

dimensions contributed to the exaggerated expansion with respect to the 

observations in which the expansion was allowed to proceed in three 

dimensions. The absorbed laser fluence which was approximated at 0.5 J/cm2 

(assuming a net surface reflectivity of 95 %) may have also been too large, 

resulting in higher initial temperatures from the HYADES simulation and thus 

greater energy for the ablating material. A full 3D-FLASH simulation of the fs 

laser ablation event may provide a better quantitative match with the expansion 

observed in the time-resolved side-view shadowgraphic images. Future work 

may also employ time resolved pump-probe reflectivity measurements of the 

surface of the Ni-based superalloy CMSX-4 [108-110] to better determine the 

reflectivity under the conditions of intense fs laser irradiation. 

There is also considerable interest in understanding what happens inside the 

bulk material beneath the ablation crater, specifically in identifying sources of 
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collateral damage and heat affected zones [25, 28, 29, 115]. While providing an 

excellent picture of what happens during fs laser ablation event in the air in front 

of the sample surface, 2D-FLASH is not suited for analysis within the bulk. 

However the 1D HYADES simulations used to provide initial conditions could 

easily be extended to later times to address these issues and should be the topic 

of future work. 

In summary, the dynamics of single-pulse fs laser ablation of the Ni-based 

superalloy CMSX-4 were simulated using 2D-FLASH code with initial conditions 

provided by a 1D-HYADES simulation. The simulations were performed using an 

incident laser fluence of 10.1 J/cm2 and an absorbed fluence of 0.5 J/cm2, 

implying a surface reflectivity of approximately 95 % for the Ni-based superalloy 

CMSX-4 under fs laser irradiation. The simulated results were very similar to in-

situ observations of the fs laser ablation made with time-resolved pump-probe 

imaging. The 2D-FLASH simulation clarified the sources of contrast in the side-

view pump-probe images, revealing the presence of a jetting phenomenon in 

which a small amount of ablating material separates from the rest of the ablation 

plume and leads the blast wave away the sample surface. This jetting may be the 

result of a local decrease in the viscosity of the molten metal which produces a 

low density region of material that is free to jet away from the surface. Similar 

pump-probe imaging experiments and simulations of fs laser ablation of glass 

may provide an interesting contrast to the experiments performed here due to the 

difference in the temperature dependence of the viscosity of glasses and metals 

[ref]. The 2D FLASH simulation was found to produce some unphysical results 

due to the lack of a material strength model, resulting in the artificial expansion of 

all CMSX-4 superalloy material within the simulation cell. Future work will include 

simulation efforts to investigate the dynamic effects of fs laser ablation within the 

material being ablated. 
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Chapter 7 
Future Work 

 

7.0 Future work 

The experiments and results discussed in this dissertation provide insight into 

the fundamental physics near threshold fs laser ablation of single crystal silicon 

with oxide films and the Ni-based superalloy CMSX-4. Furthermore, practical 

applications were demonstrated including a novel technique for producing fluidic 

channels, and a quasi-nondestructive dual-pulse laser induced breakdown 

spectroscopy technique for minimally invasive surface evaluation of materials. 

Interpretation of these fundamental and practical results suggested several 

opportunities for future work, which are discussed in the following section.  

 

7.1 Future work concerning the fs laser ablation threshold 

In this thesis, fs laser ablation studies were performed to determine the role of 

oxide films on the ablation threshold of silicon (see Chapter 4.1). Some of these 

experiments were performed under UHV conditions, where the presence or 

absence of the native oxide was controlled with conventional semiconductor 

processing techniques (see Chapter 3.4). Due to the available beam delivery 

options into the UHV chamber, only grazing incidence ablation thresholds were 

determined with p-polarized laser pulses. This initial work could be extended by 

considering the effect of other laser conditions on the ablation threshold of silicon 

with and without the native oxide. Other angles of laser incidence and laser 

polarizations for studies in UHV should be considered, including normal 

incidence where the current understanding put forth in this dissertation predicts 

that the presence of the native oxide should decrease the ablation threshold of 

silicon relative to atomically clean silicon (see Chapters 4.1 and 4.2). Along these 
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lines, ablation threshold experiments could be repeated for silicon with thermally 

grown oxide films at a different fs laser wavelength (such as 388 nm or 1053 nm) 

than used in this study (780 nm), which would change the reflective properties of 

the silicon substrate by changing the degree of multiple beam interference in the 

thermal oxide film (see Appendix 2). Experiments such as these would 

demonstrate considerable support for the hypothesis that oxide films influence 

ablation threshold by simply changing the reflectivity of the silicon surface. 

In order to further address the influence of the optical properties on the fs 

laser ablation threshold, the ablation threshold of Si(100) should be determined 

in the presence of different thin films including transparent polymers or other 

transparent oxides. Ideally these materials would have real refractive indices or 

thicknesses’ different than the oxide films presented here, so that the ablation 

threshold dependence on such properties could be properly established. 

Investigation of the fs laser ablation morphology could be incorporated into these 

threshold studies, where the role of thin film mechanics on the ablation 

morphology could be addressed. Of particular interest is the production of blister 

or buckling features in other materials (including opaque films), and identifying if 

blisters could be produced in transparent films exhibiting tensile stress.  

Finally, the fs laser ablation threshold should be studied as a function of 

surface roughness on the Ni-based superalloy CMSX-4. A rather straightforward 

study would involve polishing several samples to different final states of 

roughness, performing ablation threshold experiments, and then characterizing 

the surface of each sample via AFM. Reports in the literature suggest that laser 

induced periodic surface structures can dramatically increase the optical 

absorption of a metal surface [274, 275], however the role of the initial surface 

roughness on the ablation threshold have not been reported. Of similar interest 

would be the fs laser ablation threshold as a function of crystal grain size on 

polycrystalline Cu or Fe, for which some preliminary data has been collected by 

Brad Thomas, an undergraduate researcher in the Yalisove Lab in 2005.  

 

7.2 Future work related to fs laser ablation morphologies 
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A range of additional experiments should be performed to investigate the 

fundamental physics and associated applications of fs laser induced blistering of 

thermally grown and PECVD oxide films on silicon. Regarding the fundamental, a 

careful study of the mechanics of thin film buckling in 1200 nm thermal oxide 

films under multiple-pulse irradiation on the same blister feature should be 

performed in order to identify if buckling is influenced by dose dependent, 

thermally induced mechanical changes to the oxide film. Furthermore, the theory 

addressing buckling under the presence of outward pressure should be extended 

to include time-dependent pressures on the ns time scale that accompany fs 

laser ablation [146](see Chapter 6.1.2). Analysis of fs laser induced buckling 

mechanics should explore the connection between the energy release 

associated with ablation shock waves and film buckling, particularly the 

observation of buckling at smaller delamination widths than would be expected 

from the relaxation of intrinsic film stress alone (see Chapters 5.2.5 and 6.1.2). 

Applications of fs laser induced blistering of oxide films from silicon (and other 

films yet to be exploted) present many opportunities for future work (see Chapter 

5.2.4). The simple fluidic device demonstrated in this thesis could be enhanced 

by adding the metal electrodes required for electrophoresis to the surface of the 

chip. Methods for defeating the cavitation and local boiling that limit 

electrophoretic flow should also be investigated. Such methods might include 

partially filling the channels with a polymer to provide a barrier between the 

silicon and the fluid. The incorporation of sensors or other fluid control 

mechanisms to such a chip could be explored in collaboration with several 

research groups at the University of Michigan [257, 276, 277], and would be a 

significant step toward commercializing the technique. 

 

7.3 Future work related to fs laser ablation dynamics and laser induced 

breakdown spectroscopy 

The dynamics of fs laser ablation were studied in-situ with fs laser based 

pump-probe microscopy techniques (see Chapters 6.1.1 – 6.1.3, and Chapter 

6.2.1) and with dual-pulse laser induced breakdown spectroscopy (DP-LIBS, see 
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Chapters 6.1.4 and 6.2.2). Understanding of the mechanisms of fs laser ablation 

would be enhanced by considering a larger range of pump-laser fluences in front-

view imaging experiments. As shown and discussed in Chapter 6.1.1, front-view 

images of fs laser ablation of silicon with thermal oxide films displayed a 

phenomenon known as Newton’s rings, the presence of which has been 

attributed to a near threshold ablation mechanism in which a well-defined, thin 

layer of molten material is ejected from the surface. According to the model 

developed in Chapter 6.1.3, the gap material between the ejected layer of molten 

material and the underlying molten substrate can be treated as a semi-dense 

plasma (1021 cm-3). At higher laser fluences, it is expected that the density of this 

plasma would increase to the point that it was no longer transparent to the 

incident probe laser pulse [230], such that the Newton’s rings would no longer 

appear in front-view pump-probe images. Therefore, pursuit of higher pump-

pulse laser fluences (> 5 J/cm2) in front-view imaging experiments, along with 

corresponding side-view images at the same laser fluence, would be useful in 

verifying the model presented in Chapter 6.1.3. Furthermore, front view images 

of ablation of silicon with 1200 nm thermal oxide may provide insight into the 

formation mechanism high fluence morphologies presented in Figure 5.2.13, 

where laser induced modifications to the oxide film may significantly alter the 

observed dynamics. Such efforts would benefit understanding of the role of 

interfaces on fs laser ablation. 

Side-view shadowgraphic imaging should also be performed on very thin (≤ 

100 µm) metallic samples such as the Ni-based superalloy CMSX-4 or similar 

materials such as thin Al or Ni. Recall that we assumed Newton’s third law 

applies, such that the shock wave in air that is produced during the ablation 

event must be accompanied by an equal and opposite shock wave that 

propagates into the material (see Chapter 6.2.1). By performing fs laser ablation 

on a thin sample, side-view shadowgraphic images obtained at sufficiently long 

delays may show the emergence of a shock wave on the back side of the sample 

associated with the ablation event. Careful analysis of the dynamics of the 

backside shock wave in comparison to the air shock wave propagating in front of 
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the sample may provide insight into the shock induced defects observed to 

accompany high fluence fs laser ablation [267]. An interferometric technique 

known as VISAR may also be of interest, as it could provide quantitative 

information on the shock wave reaching the back surface of a thin sample [278]. 

1D HYADES Simulations of the fs laser induced shock within a bulk material as a 

function of laser fluence should also be pursued to compliment any backside 

pump-probe imaging techniques.  

Finally, the DP-LIBS experiments performed on the CMSX-4 superalloy 

presented in this dissertation should be extended to samples which include 

thermal barrier coatings (TBC). The practicality of the DP-LIBS technique should 

be addressed on materials with rough or rounded surfaces, as “real world” 

applications of DP-LIBS will inevitably involve more complicated beam delivery 

and spectra collection. Longer pump-probe time delays (exceeding the maximum 

of 10.36 ns used here) should be used. Longer delays may provide for DP-LIBS 

signal enhancement at lower pump laser fluences by giving the slower moving 

ablating material enough time to reach the height of the probe. Future work 

should further address the role of interfaces fs laser ablation dynamics using DP-

LIBS techniques. Samples with buried interfaces or dissimilar layers of materials 

at different depths could be prepared via sputtering, and time-resolved DP-LIBS 

experiments could be performed on these samples to identify if the ablation event 

couples to interface allowing the buried material to be removed.  

While revealing many fundamental and practical issues of the fs 

laser/material interaction, the work presented here has also introduced new 

questions related to ablation thresholds, morphologies, and dynamics. It is the 

hope of the author that the experimental techniques and preliminary results 

presented in this dissertation will serve as a guide to future students, providing 

them with a fruitful and rewarding research experience. 
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Chapter 8 
Summary and Conclusions 

 

8.0 Summary and Conclusions 

This dissertation explores near threshold fs laser ablation of materials by 

examining the ablation thresholds, ablation morphologies, and ablation dynamics 

of single crystal silicon with oxide films, and the Ni-based superalloy CMSX-4. 

Fundamental physical mechanisms of fs laser ablation were developed, revealing 

several potentially useful results. The following sections summarize these results 

and present conclusions in the context of the goals of this dissertation presented 

in Chapter 1.1.  

 

8.1 Femtosecond laser ablation thresholds 

The influence of oxide films on fs laser ablation of silicon were studied by the 

measurement of ablation thresholds. Experiments performed in UHV conditions 

at grazing laser incidence revealed that the presence of a native oxide (~ 1.5 – 3 

nm) increased the ablation threshold of silicon by ~ 39 % relative to atomically 

silicon (Chapter 4.1.1). The ablation threshold determined for Si(100) with a 

native oxide at grazing incidence in air revealed that the ablation threshold for s-

polarized light was ~ 115 ± 30 % greater than the ablation threshold for p-

polarized light (see Chapter 4.1.2). These changes in the ablation threshold were 

attributed to changes in the reflectivity of the silicon surface with the presence or 

absence of the native oxide, and were found to be correlated with relative 

thresholds calculated from the Fresnel intensity transmission coefficients. These 

results were extended by considering the ablation threshold of Si(100) with 

thicker, thermally grown oxide films. Once again the trend in the measured 

ablation threshold as a function of the oxide film thickness was dictated by the 
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optical properties of the silicon substrate, in this case due to changes in the 

reflectivity of the crystalline silicon from multiple reflections within the oxide films 

(see Chapter 4.2.1 and 4.2.2). These results suggested that the role of oxide 

films on fs laser ablation of silicon was largely optical in origin, changing the 

optical reflectively of the silicon surface. Furthermore, these results reveal that in 

spite of the extreme intensities and ultra short timescales of fs laser ablation, the 

linear optical characteristics of a surface can be used to predict relative fs laser 

ablation thresholds. 

Fs laser ablation studies performed on the Ni-based superalloy CMSX-4 

provided an example of the variation in measured ablation thresholds that can 

occur, even under similar experimental conditions. In this work, a single shot fs 

laser ablation threshold of 0.38 ± 0.02 J/cm2 is found, while in other works values 

of 0.3 ± 0.03 J/cm2 [116] and 0.332 ± 0.014 J/cm2 [115] are reported (see 

Chapter 4.3.1). This indicates that in addition to the error provided by fitting 

routines, a certain systematic error is involved with any ablation threshold 

experiment. As such, a more accurate statement of the fs laser ablation threshold 

of the Ni-based superalloy CMSX-4 is 0.35 ± 0.05 J/cm2.  These examples of 

ablation threshold variation, including those presented for silicon [52], 

demonstrate that while fs laser ablation thresholds are sharp and deterministic 

[33], reproducibility of these thresholds from day to day, or from lab to lab is 

difficult to attain, emphasizing the need for accurate statements of measurement 

error. 

 

8.2 Fs laser ablation morphologies 

The role of interfaces between dissimilar materials was highlighted through 

detailed fs laser ablation morphology investigations on silicon with thin oxide 

films. First the presence of the native oxide of silicon was observed to influence 

the multiple pulse ablation morphology by introducing laser fluence dependent 

modification mechanisms which removed energy from the incident laser pulse 

inhibiting ablation of the silicon substrate (see Chapter 5.1). At appropriate laser 

fluences, ablation features produced under UHV conditions on Si(100) substrates 
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with a native oxide exhibited a region of pitted ablation features which 

surrounded a relatively undamaged region, which in turn surrounded a central 

ablation region (see Figure 5.1.1). This pitted ablation region was never observed 

on atomically clean Si(100) samples machined under similar conditions. The 

presence of the undamaged region was attributed to a fs laser induced 

modification within the native oxide which effectively reduced the local laser 

fluence arriving at the silicon substrate thereby impeding ablation (see Chapter 

5.1.2). This modification to the native oxide was proposed to have a sharp 

fluence threshold, such that where the local laser fluence dropped below this 

threshold the modification did not occur. As a result, the incident laser light 

passed through the oxide unperturbed, arriving at the interface with the silicon 

substrate where ablation occurred producing the pitted region of ablation. These 

results revealed that under appropriate laser fluence conditions, ablation 

proceeds at the interface between native oxide film and the silicon substrate 

without direct ablation of the oxide.  Although limited in extent, the pitted region of 

ablation reduced the quality of ablation features produced with multiple laser 

pulses at grazing laser incidence.  

The fs laser ablation morphology produced on Si(100) with thermally grown 

and PECVD oxides (20 nm – 1200 nm) exposed new phenomena not observed 

with the native oxide (see Chapter 5.2) further demonstrating the role of the 

substrate/film interface on fs laser ablation. For laser fluences exceeding 0.6 – 

0.7 J/cm2, the oxide film was ablated away from the substrate, producing a crater 

with depth approximately equal to the thickness of the oxide film. The cleanest 

oxide removal (i.e. least amount of laser induced damage to the silicon substrate) 

was observed for non-normal laser incidence. These observations indicated that 

the incident fs laser pulse largely interacted with the material at the substrate film 

interface, where the incident laser energy was absorbed initiating ablation of 

material (Chapter 5.2.1). For laser fluences between 0.3 – 0.7 J/cm2, an ablation 

morphology was produced in which the oxide film was delaminated from the 

silicon substrate but remained intact with the surrounding film, producing a void 

or blister between the film and the substrate (Chapter 5.2.2). The dimensions of 
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these blisters were analyzed with thin-film buckling mechanics, which indicated 

that the fs laser ablation event at the substrate/film interface contributed to blister 

formation by allowing for buckling of the oxide film at smaller delamination widths 

than would be expected from the relaxation of intrinsic compressive film stress 

alone (see Chapter 5.2.5).  

It was also discovered that isolated blisters could be overlapped to form linear 

blister channels in 1200 nm thermal oxide and PECVD oxide films. Blister 

channels ranging in width from 17 – 300 µm were produced, ranging in height 

from 170 nm to greater than 15 µm (see Chapter 5.2.4). Linear blister channels 

with highly uniform cross sections were written with the laser at speeds of up to 1 

cm/s. Channels produced with the fs laser direct write technique were used to 

produce a simple electrophorectic device, through which the propagation of 

charged nanospheres was observed with application of modest electric fields. 

Thin film buckling mechanics were used to characterize linear blister channels 

produced in 1200 nm thermally grown and PECVD oxides. These studies 

showed that the intrinsic compressive stress inferred from channel dimensions 

rapidly asymptotes to measured and reported values in the literature. 

Furthermore, upper bounds were placed on the interface toughness of the films 

through analysis of the energy release rate at the blister tip for the smallest 

blister channels [150], yielding interface toughness values of 0.15 J/m2 and 0.58 

J/m2 for the 1200 nm thermally grown and PECVD oxide films respectively. 

These results provide a novel method of probing thin film and interfacial 

properties, and also demonstrate a near threshold fs laser ablation morphology 

that may have application in the fluidics community. 

The fs laser ablation morphology produced on the Ni-based superalloy was 

observed to evolve as a function of the laser fluence [19, 20, 22, 80, 133-136]. 

Within the low fluence regime (0.38 J/cm2 ≤ F0 ≤ 6.3 J/cm2), ablation 

morphologies were highly reproducible, with submicrometer roughness 

resembling the polished condition of the virgin surface (Chapter 5.3). In the high 

fluence ablation regime (F0 ≥ 6.3 J/cm2), the ablation morphology showed more 

variation from feature to feature, with considerable redeposition of ablation debris 
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surrounding a highly perturbed crater surface. The high fluence regime was also 

associated with a sudden increase in the ablated crater depth as a function of 

laser fluence, suggesting the onset of different ablation mechanism that both 

increases material removal and leaves a rougher ablation morphology on the 

micrometer scale [40-42]. Finally, distinction was made between the presence of 

apparently re-solidified molten material or melt-like morphology and the high 

fluence ablation regime. The melt-like morphology emerged at ~2.3 J/cm2 and 

was not associated with a pronounced increase in the ablated crater roughness 

on the micrometer scale.  

 

8.3 The dynamics of fs laser ablation 

Fs laser ablation of silicon with oxide thin films was observed in-situ using 

pump-probe imaging techniques. The results of these studies verified and 

extended previously developed models for fs laser ablation, while revealing 

qualitative and quantitative differences in the ablation dynamics as a function of 

the oxide film thickness. Side-view images of fs laser ablation indicated that the 

ablated material velocity generally decreased with increasing oxide film 

thickness. One significant exception to this observation was the fact that at a 

pump-laser fluence of 4.6 J/cm2, the velocity of the ablating material was found to 

be greater for silicon with 20 nm and 54 nm of thermal oxide when compared 

with silicon with only the native oxide. Furthermore, the shock wave front 

propagating in the air in front of the sample was distinctly separated from the 

material front for ablation of silicon with a native oxide, however the shock front 

and material front were observed to propagate together for several ns for silicon 

with 20 nm and 54 nm of thermal oxide. This suggests that the laser ablation 

proceeds at the substrate film interface where the ablation shock wave is 

generated due to the sudden thermal expansion of the surface. Additional 

analysis of the shock wave dynamics indicated that the shock wave lost energy 

upon traversing 300 nm and 1200 nm thermal oxide films, which was likely 

related to the manner in which the fs laser ablation event at the silicon/oxide 

interface participates in the ablation event (see Chapter 5.2.5) 
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Images of the ablation event obtained with the front-view imaging geometry 

showed the presence of a Newton’s ring phenomenon observed by other groups 

[34-38] (Chapter 6.1). The presence of these Newton’s rings was attributed to a 

near threshold fs laser ablation mechanism in which a thin liquid like layer is 

ejected from the surface of the material [34-38]. The rings were formed from 

interference between probe light reflected off the ejected liquid-like layer, and 

probe light reflected from the underlying molten substrate. In this work, an 

expression was developed to determine the ablated material height and ablated 

material velocity as a function of the Newton’s rings which was dependent on the 

optical properties of the material undergoing ablation. Of particular interest was 

the real refractive index of the gap material separating the liquid-like layer from 

the underlying molten substrate. The novel approach employed in this 

dissertation was to calibrate the expression for the ablated material velocity 

obtained from the Newton’s rings with a direct measure of the ablated material 

velocity obtained from side-view shadowgraphic images. Furthermore, by 

studying the dynamics as a function of oxide film thickness, a range of ablated 

material velocities were observed allowing the expression for the ablated material 

velocity from the Newton’s rings to be calibrated across an order of magnitude 

range in ablated material velocities. This calibration indicated that the material 

separating the two interfaces responsible for the Newton’s rings could be 

modeled as a semi-dense plasma (~1021 cm-3) with a real refractive index of 0.9. 

Previous studies examining front-view pump-probe imaging of silicon at a laser 

fluence of 0.46 J/cm2 suggest that the refractive index of the gap material must 

be greater than 2, proposing that the gap is filled with a mixture of plasma and 

liquid droplets [34, 35].  

Side-view shadowgraphic imaging of fs laser ablation of the Ni-based 

superalloy CMSX-4 revealed a connection between observed ablation dynamics 

and the resulting ablation morphology. Similar experiments performed by other 

groups have explored a very limited range of laser fluence, and have not made 

mention of a connection between the ablation dynamics and morphology [41, 65, 

72, 166]. By analyzing the energy release associated with the measured lateral 
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shock dynamics, two regimes of laser ablation were observed with the transition 

between the two regimes occurring for laser fluences between 4.9 J/cm2 and 

10.1 J/cm2. This transition occurs at similar laser fluence as the sudden increase 

in the ablation rate as a function of laser fluence and the onset of the explosive 

high fluence ablation morphology, suggesting a connection between the early 

dynamics of fs laser ablation and the final condition of the surface. The side-view 

pump-probe images also showed that material removal was accompanied by a 

jetting phenomenon in which a small amount of ejected material is observed to 

drive the shock wave away from the sample surface. This presence of this jetting 

phenomenon was verified in 2D FLASH simulations of the ablation event, and 

may be related to a dramatic decrease in the viscosity of the material at the 

center of the ablation event where the local laser fluence and therefore surface 

temperature is the greatest.  

Finally, an orthogonal dual-pulse laser induced breakdown spectroscopy 

technique (DP-LIBS) was employed to reduce the surface damage associated 

with this versatile spectroscopy technique. The DP-LIBS technique used here 

was specifically designed to exploit the near threshold fs laser ablation 

phenomenon. A plasma threshold exists for materials, such that for laser 

fluences below this threshold energetic plasma is not produced during the 

ablation event, however removal of material still occurs [15]. This effectively limits 

single-pulse LIBS to laser fluences exceeding this plasma threshold. As 

discussed with respect to pump-probe imaging [34, 35], near the threshold a thin 

liquid like layer is ejected from the surface. The goal of the DP-LIBS technique 

used here is to ablate this material after it has left the sample with a high intensity 

beam directed parallel to the sample surface, thereby producing the necessary 

plasma for LIBS analysis while limiting the surface damage by using near 

threshold laser fluences. The threshold laser fluence for single-pulse LIBS 

detection of Al, Ni, and Cr within the acquired spectra was determined to be 10.1 

J/cm2, while the threshold for DP-LIBS was determined to be 1.12 J/cm2. This 

decrease in the threshold fluence for LIBS analysis correspondingly reduced the 

depth of ablation craters from around 200 nm for single pulse LIBS at 10.1 J/cm2, 
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down to a depth of 54 nm for DP-LIBS at 1.12 J/cm2. Furthermore, time-resolved 

DP-LIBS measurements revealed the presence of a two-stage signal 

enhancement that was correlated with the jetting phenomenon observed in 

simulations and in-situ pump-probe imaging.  

In conclusion, the research presented in this dissertation employs a range of 

methods to study fs laser ablation of single crystal silicon and single-crystal Ni-

based superalloy CMSX-4. The influence the naturally occurring native oxide of 

silicon on fs laser ablation thresholds and morphologies was determined, 

demonstrating the role that the oxide has on modifying the optical properties of 

the silicon surface. Careful study of fs laser ablation morphologies produced on 

silicon with thermally grown oxide films (20-1200 nm) revealed the importance of 

interfaces, while exposing a potentially useful near threshold ablation morphology 

with application to fluidics. The ablation dynamics of silicon with oxide films were 

characterized in-situ, where novel techniques were used to verify and improve 

models for near threshold fs laser ablation. Study of the dynamics of fs laser 

ablation of the Ni-based superalloy CMSX-4 indicated that the ablation dynamics 

within the first few nanoseconds are connected to the final ablation morphology. 

Finally, DP-LIBS experiments have extended this surface sensitive spectroscopy 

tool to laser fluences near the ablation threshold, significantly reducing the 

associated surface damage.  
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Appendix 1 
Placing the sample at the focus of the laser beam 

  

Placing the sample surface at the focus of the laser beam is of critical 

importance in ablation threshold experiments and for optimized laser machining. 

The technique presented here utilizes the bright spark in air that is produced at 

the location focus due to laser induced ionization of the ambient air. Figure A1.1 

presents a schematic of the technique for finding focus, which was developed for 

use with the CPA-2001 laser from Clark-MXR. This technique works best when 

the laser is operating at 1 kHz, which produces a brighter spark in the air than if 

the laser is operating at 125 Hz. If the experiment demands 125 Hz operation of 

the laser, perform the beam alignment and focusing first with the laser at 1 kHz, 

then reduce the repetition rate of the laser and proceed with your experiment. 

The focal position and beam alignment will not change when the repetition rate is 

changed.  

The laser beam is typically brought to a focus using a plano-convex or 

achromatic lens of focal length less than or equal to 40 cm. Although exact 

conditions to produce the air spark were not determined, intensities sufficient to 

produce air breakdown were produced with full beam power (i.e. no filtering) for 

all lenses of focal length less than 40 cm at a repetition rate of 1 kHz. When 

initially observing the spark, make sure that the sample is not in the beam path to 

avoid unintentional damage to the surface. An audible sound will also be 

produced (high pitched, at a frequency of 1 kHz) if the breakdown is sufficiently 

strong. If you have trouble locating the spark, simply translate a card along the 

beam path after the focusing lens. The card will be aggressively ablated near the 

location of the beam focus. For long focal length lenses (> 20 cm) the spark will 

appear elongated, like a sliver or needle of white light. For shorter focal length 
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lenses (< 10 cm) the spark will appear shorter, and more confined. Once the air 

ionization spark has been located, proceed with the rest of the focusing 

procedure. 

A CCD camera with an attached telephoto zoom lens is placed such that it 

views the sample with maximum zoom in a direction parallel to the sample 

surface, perpendicular to the path of the beam (for normal incidence irradiation). 

The CCD camera is in turn connected to a television monitor so that the relative 

locations of the sample surface and the air spark are apparent to the researcher 

at all times. The sample is placed such that the focused beam (and 

corresponding air spark) is located between the sample and the CCD camera. If 

sufficient laser intensity conditions are met, a bright spark is produced in the air 

at the location of focus where the beam intensity exceeds the breakdown 

threshold of the air. As mentioned earlier, the physical length of the air spark was 

found to depend on the focal length of the lens, with longer air sparks produced 

with longer focal length lenses. The length of the air spark was roughly related to 

the confocal parameter (twice the Rayleigh range, zR), given by [265]: 

CCD camera 

Focusing 
Lens 

Sample  
(not in beam path) 

Top View Side View (output from CCD camera) 

 

Focal plane 

Notes: 
• Length of spark depends on laser 

focusing: shorter focal length lens 
yields shorter spark 

• Focal plane in not at the center of the 
spark as the energy is removed from 
the beam by the air breakdown.  

Sample 

Spark in air 
due to laser 
induced air 
breakdown 

Move sample 
forward to 

place surface 
in focal plane 

Telephoto lens 

Laser 
Location of air 

spark and focus 

Figure A1.1 Technique for placing sample surface at focal point of laser beam.  
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where d0 = 2w0 is the Gaussian beam diameter and λ is the wavelength of the 

incident laser beam. Recall that the Gaussian beam radius w0 is defined as the 

radius at which the local laser fluence has decreased to (1/e2)*F0 where F0 is the 

peak laser fluence. The beam diameter d0 can be related to the incident beam 

diameter D, and the focal length of the lens f, by the following [265]: 
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This equation serves as a good approximation however, we have used 

alternative method (discussed in Chapter 3.3) to determine the beam waist from 

ablation threshold experiments [221].  

The location of focus is thought to occur slightly after the center of the air 

spark with respect to the incident beam (away from the focusing lens). This is 

because the air breakdown event removes energy from the beam, such that the 

spark is not symmetric about the location of focus. Furthermore, the spark was 

found to shift down the beam path (away from the focusing lens) as the pulse 

energy was decreased via filtering, providing further evidence of this asymmetry. 

As such, the lowest laser intensity capable of producing the air spark was used to 

find focus. Due to the asymmetry of the air spark about the laser focus, the front 

surface of the sample is placed at a location approximately 2/3 the length down 

the spark from its start with respect to focusing lens (see Side View in Figure 

A1.1). At this point the sample is at focus, and the experiment can proceed. 

 When the focal length of the lens was less than 5 cm, it was difficult to 

determine this (somewhat arbitrary) distance of 2/3 down the length of the spark, 

as the spark had a very short length (less than 100 µm). This difficulty 

encouraged the use of long focal length lenses (focal length = 20 – 40 cm) for 

threshold studies as the location of focus was easier to determine. Longer focal 

length lenses also facilitate threshold measurements by producing larger features 

which are easier to measure accurately from OM images.  
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Appendix 2 
Reflectivity of crystalline silicon with oxide films 

 

This appendix presents the optical properties of a crystalline silicon surface 

with and without the presence of a surface oxide film of varying thickness. 

Furthermore, the expression for the ablating material height as a function of the 

number of Newton’s rings present in front-view pump-probe microscopy images 

is developed.  

In Section A2.1, the refractive indices of crystalline silicon and SiO2 are 

presented for the relevant wavelengths and material conditions used in this 

study. In Section A2.2, the Fresnel intensity reflection and transmission 

coefficients for s- and p-polarized radiation directed at an angle of θ onto silicon 

with an oxide surface film will be discussed with applicability to Chapter 4.1 and 

4.2. The intensity reflection coefficient incorporating the effect of multiple 

reflections is also addressed. For surface reflectivity under multiple reflections, 

the specific case of a thermal oxide film (20 nm – 1200 nm SiO2) on a crystalline 

silicon substrate will be presented with applicability to Chapter 4.2. Finally in 

Section A2.3, the model used to connect the physical height of ablating materials 

with the Newton’s Rings phenomenon is developed. 

 

A2.1 Refractive indices of crystalline silicon and SiO2 

In general, the refractive index of a glass as a function of the wavelength of 

light, λ can be determined from the Sellmeier equation [279]:  
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where Bi and Ci are the Sellmeier coefficients, and λ is in µm. The Sellmeier 

coefficients are provided for fused silica (the material most similar to the oxide 

films used here) and BK7 glass in Table A2.1 below [279]. 

Glass B1 B2 B3 C1 C2 C3 
Fused Silica 6.962E-01 4.079E-01 8.975E-01 4.679E-03 1.351E-02 9.793E+01 

BK7 1.040E+00 2.318E-01 1.010E+00 6.001E-03 2.002E-02 1.036E+02 
Table A2.1 Sellemeier coefficients for fused silica and BK7 glass. 
 

The first order Sellmeier coefficients as a function of oxide film thickness on 

silicon under various conditions have been determined by other groups, 

indicating that the refractive index of thin oxide films is typically greater than 

fused silica by a few percent [280]. Using the coefficients for fused silica provided 

in Table A2.1 above, the refractive index of the oxide films was calculated to be 

nglass(780 nm) = 1.4537, and nglass(390 nm) = 1.4714. 

For crystalline silicon, it is appropriate to use the complex refractive index 

(N(λ) = n(λ) + ik(λ)) where n(λ) is the real refractive index and k(λ) is the 

extinction coefficient. Table A2.2 provides the room temperature real refractive 

index n(λ), and the extinction coefficient k(λ) for silicon at the wavelengths used 

in this study [233]. Note that only the real refractive index is considered for the 

analysis performed in this dissertation as it alone contributes to the phase of light 

passing through the material.  

Wavelength (energy) n k 
390 nm (3.2 eV) 6.062 0.630 

780 nm (1.60 eV) 3.714 0.008 
Table A2.2 Real refractive index and extinction 
coefficient for silicon at room temperature. 

 

The temperature dependence of the optical properties of silicon has been 

studied with pump probe techniques [281], as well as ellipsometry [282]. 

Additional studies have examined the optical properties of liquid silicon [283].  It 

was shown that the real refractive index n decreased and the imaginary index k 

increased for the liquid silicon relative to the room temperature values. 

Approximate values for the real refractive index and absorption coefficient of 

liquid silicon are provided in Table A2.3. 
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Wavelength (energy) n k 
390 nm (3.2 eV) 2.1 4.6 

780 nm (1.60 eV) 4.1 5.6 
Table A2.3: Approximate real refractive index 
and extinction coefficient for liquid silicon [283]. 

 

 

 

A2.2 Reflectivity of Si(100) with oxide films as a function of film thickness. 

In this section the Fresnel intensity transmission and reflection coefficients for 

a substrate with a thin surface film will be discussed. We will assume the exhibits 

Figure A2.1 Schematic illustrating the interaction of a light with intensity I0, electric field E0, and 
wavelength λ0 incident on a silicon substrate with real refractive index n2 and semi-infinite 
thickness with an SiO2 thin film of thickness h1 and real refractive index n1. 
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reflection and transmission 
coefficients r1, t1. 
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little absorption at the wavelength under consideration (i.e. k << n), such that the 

absorption coefficient k need not be used in the development of the reflectivity. 

This is valid for the case of the 780 nm light incident onto a crystalline silicon 

surface, but not appropriate for 390 nm light (see Table A2.1). The specific case 

of Si(100) with thin thermally grown SiO2 films will be considered at the relevant 

wavelength (780 nm) used for the experiments discussed in this dissertation. 

 We wish to determine the Fresnel intensity transmission coefficient ℑ for 

transmission of light into the substrate with consideration given to the 

interference between multiple transmitted beams (illustrated in Figure A2.1). In 

Figure A2.1, a physical path length difference between subsequently transmitted 

rays 1 and 2 produces a phase difference between the rays that can lead the 

rays to interfere constructively or destructively. This interference due to multiple 

reflections can significantly modify the reflectivity of an interface depending 

largely on the optical properties of the thin film. 

Consider a thin film of thickness h1 and real refractive index n1 on top of a 

substrate of semi-infinite thickness, and real refractive index n2 (see schematic in 

Figure A2.1). Assume that a laser beam of wavelength λ0 is incident in air (n0 = 

1) onto the top of the film with angle θ0 with respect to the sample normal. The 

air/film interface has Fresnel field reflection and transmission coefficients r1 and t1 

respectively, and the film/substrate interface has Fresnel field reflection and 

transmission coefficients r2 and t2 respectively. Furthermore, the air/film interface 

has Fresnel intensity reflection and transmission coefficients R1 and T1 

respectively, and the film/substrate interface has Fresnel intensity reflection and 

transmission coefficients R2 and T2 respectively. 

The transmission coefficient ℑ for the thin film is given by [231]: 
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Where
21
TTT = and

21
RRR = , δdifference is the phase difference between rays 

1 and 2 (in Figure A2.1), and F is the Airy Function given in terms of R and T: 
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In order to determine phase difference δdifference, we first calculate the 

geometric path lengths AB = BC, and AD in Figure A2.1. Note that for normal 

incidence irradiation, the geometric path length AD need not be considered, and 

should evaluate to zero in the following. First we use Snell’s law to determine the 

angles of transmission into the various layers θ1 and θ2 with respect to the 

incident angle θ0. 
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Given the film thickness h1, the geometric length AB (and BC) is given by: 

0

22

0

2

1

11

1

2

1

1

1

sinsin1cos !!! nn

hnhh
BCAB

"
=

"
===  (A2.6) 

where we have used the results of Equation (A2.4) above. Next we determine the 

geometric length AD in terms of the film thickness h1 and the incident angle θ0. 

Given that: 
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We obtain for the length AC: 
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Next we recognize that: 
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sin!  (A2.9) 

Such that the geometric distance AD is given by: 
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The phase acquired by an oscillating electric field due to propagation in a 

medium is given by [230]: 

!" cosrkrk =#=
vv

 (A2.11) 

Where r cosθ is the distance traveled in the medium k is the wave vector: 
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where λ0 is the wavelength of the radiation in vacuum, and n is the refractive 

index of the medium in which the light propagates. An additional phase shift of 

180° or π radians is acquired by the light that travels within the film whenever the 

light reflects from the substrate/film interface (assuming n2 > n1 > n0) [231]. For 

one round trip in the film, we have for the phase difference between rays 1 and 2: 
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where we have used the fact that the geometric lengths AB and BC are equal. 

Using Equation (A2.6) for AB and Equation (A2.10) for AD we have: 
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Figure A2.2 Fresnel intensity transmission coefficient for a crystalline silicon surface with a 
surface oxide (SiO2) film as a function of oxide thickness for normal incidence irradiation. The 
coefficient was calculated using a wavelength of 780 nm, and a respective refractive index of of 
3.714 for crystalline silicon and 1.4533 for SiO2. 
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where several algebraic steps in the derivation have been skipped.  

Next we provide expressions for the Fresnel field reflection and transmission 

coefficients for the air/film interface and the film/substrate interface [231] for both 

s- and p-polarized radiation. Under the assumption that the magnetic 

permeability is the same for all materials, for the air/film interface we have [284]: 
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Similarly, for the film/substrate interface, we have: 
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Figure A2.3 Fresnel intensity transmission coefficient for a crystalline silicon surface with a 
surface oxide (SiO2) film as a function of oxide thickness for light incident at 41.8° with respect to 
the sample normal. The coefficient for s- and p-polarized radiation with respect to the sample 
surface is shown. The coefficient was calculated using a wavelength of 780 nm, and a respective 
refractive index of of 3.714 for crystalline silicon and 1.4533 for SiO2. 
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The power (or intensity) reflection and transmission coefficients for the 

interfaces are obtained from the coefficients for the electric field as follows: 
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Using the above expressions for the Fresnel intensity transmission and reflection 

coefficients, and provided 
21
TTT = and

21
RRR = we have for R and T in 

Equations (A2.2) and (A2.3): 
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The reflectivity of a crystalline silicon surface with a surface silicon dioxide film at 

normal laser incidence is presented in Figure A2.2 (with application to Chapter 

3.2.1), while the reflectivity for s- and p-polarized radiation at 41.8° with respect 

to the sample normal is presented in Figure A2.3 (with application to Chapter 

3.2.2).  

The reflectivity of a crystalline silicon surface with and without the native oxide 

(~ 2 nm in thickness) as a function of the angle of laser incidence for both s- and 

p-polarized radiation is presented in Figure A2.4. A simplified approach was 

taken to calculate the Fresnel intensity reflection coefficient for the case of the 

native oxide. Multiple reflections were not included in the calculations of the 

reflectivity in this case as the film was much thinner than the wavelength of the 
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incident light. Equations (A2.13)-(A2.22) were used to calculate the field and 

intensity transmission coefficients for the air/oxide interface and oxide/silicon 

interface with n0 = 1, n2 = 1.4537, n3 = 3.714. Once the coefficients for each 

interface were determined, the reflectivity of the sample with the oxide was 

calculated via: 

2,1,, pspspTotals RRR =  
2,1,, pspspTotals TTT =  (A2.25) 

 

A2.3 Optical model and expression for material height as a function of Newton’s 

rings 

Time-resolved, front-view images of single pulse fs laser ablation of Si(100) 

with thermally grown oxide films exhibited an interference phenomenon known as 

Newton’s rings (see Chapter 6.1.1). A schematic showing the origin of this 

interference phenomenon along with critical angles and material properties is 

presented in Figure A2.5. The Newton’s rings result from interference between 

probe light reflected from the top surface of the molten Si layer attached to the 

bottom surface of the oxide film, and probe light reflected from the pool of molten 

silicon left at the surface of the substrate. We have already measured the times 

at which an interference minimum is produced in the center of the ablation 

Figure A2.4 Fresnel intensity reflection coefficient for light transmitting into a silicon surface with 
and without a surface oxide (SiO2) film. The coefficient were calculated using a wavelength of 780 
nm, and refractive indices of 3.714 for crystalline silicon and 1.4533 for SiO2. For this plot, the 
role of multiple reflections on the reflectivity were not considered. Recall 0° = normal incidence. 
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feature (see Figure 6.1.3). To determine the velocity of the ablating material, the 

gap height d which yields destructive interference at the center of the ablation 

feature was determined.  

To begin, the following optical properties are assumed known: the refractive 

index of air, n0 = 1, the angle of incidence of the probe pulse θ0 = 49 ± 1°, the 

wavelength of the probe light, λ0 = 388 nm, and the real refractive index of liquid 

silicon (at λ0 = 388 nm) n1 ≈ 2.1(see Section A2.1, and [283]). Note that a 

refractive index of n1 = 6.062 (at λ0 = 388 nm) was used for solid silicon at room 

temperature where applicable. The imaginary component (or extinction 

coefficient) of the refractive index k, was not used as the following theoretical 

discussion will focus on the phase acquired by the probe light alone [230]. The 

imaginary component would be necessary for more detailed analysis of the 

Figure A2.5 Schematic showing critical angles and material parameters used in theoretical 
development of Newton’s rings phenomenon. The Newton’s rings result from interference of 
probe light reflected from the top surface of the ejected liquid silicon layer (reflection A) and probe 
light reflected from the liquid silicon remaining on the substrate surface (reflection B).  
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magnitude of the reflectivity changes [35] (as opposed to simply constructive or 

destructive interference). As shown in Figure A2.5, the reflections A and B 

acquire a common phase through the oxide film, such that the optical properties 

of the film were not necessary for the analysis that follows. Furthermore, the 

molten pool of silicon at the substrate surface is assumed to have a thickness far 

greater than the molten layer of silicon at the bottom surface of the glass, such 

that the probe light transmitted into the substrate is absorbed and no reflection 

from the liquid/solid silicon interface is observed. The unknown quantities include 

the refractive index of the gap material, n2, and the thickness of the liquid silicon 

layer on the bottom surface of the oxide film, h1.  

First we consider the probe light that will form reflection B in Figure A2.5. We 

will apply Snell’s law to determine the angle of refraction for each interface that 

reflection B encounters along its path. First, prior to separation into reflections A 

and B, the probe light passes into the oxide film: 

00
sinsin !! nn glassglass =  (A2.26) 

where the nglass = 1.4714 is the refractive index of the oxide film. At the interface 

between the oxide film and the molten silicon layer: 

 
0011

sinsinsin !!! nnn glassglass ==  (A2.27) 

where we have used Equation (A2.26). Finally, at the interface between the 

molten silicon layer and the gap: 

001122
sinsinsinsin !!!! nnnn glassglass ===  (A2.28) 

where we have used Equation (A2.26) and (A2.27). In this fashion, we find that 

the angles are given by: 
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Next the physical path lengths are determined for reflection B through the 

liquid silicon layer on the bottom surface of the oxide (B1), and through the gap 

material (B2). Assuming the liquid silicon has a thickness h1, and the light 

traverses the layer with angle θ1 with respect to the normal, we have: 

1

1

1

2

1
sin1cos

B

h
=!= ""  (A2.32) 

Rearranging equation A3.32, we obtain an expression for the physical length B1. 
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where we have used Equation (A2.30) for sin θ1. Similarly, the physical path 

length B2 through the gap material is given by: 
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To determine the optical phase acquired by reflection B as it traverses its 

path through the film, we consider the general phase φi of an oscillating electric 

field due to propagation through space (i.e. we neglect the phase component that 

is oscillatory in time) [230]: 
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where ki is the wavevector in the region of interest: 
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where ni is the real refractive index in the region of interest, and λ0 is the 

wavelength of the light in vacuum. As we have determined the physical path 

lengths along the direction of propagation, the dot product in Equation (A2.35) is 

not necessary, and cosθi = 1.  

Thus we have for the phase acquired by B through the liquid silicon layer on 

the bottom surface of the oxide film, φ1: 
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The phase acquired by B through the gap material, φ2 is given by: 
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We note that reflection B traverses physical lengths B1 and B2 twice during its 

trip. Furthermore, reflection B acquires a phase shift of 180° (or π radians) upon 

reflection from the liquid silicon puddle on the surface of the substrate (as n2 > 

nglass). However reflection A acquires the same additional phase by reflecting off 

the layer of liquid silicon on the bottom surface of the oxide film, so we neglect 

the contribution of phase due to reflection. As such, the total phase acquired by 

reflection B is given by: 
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Next we calculate the phase acquired by reflection A as it traverses the 

distance A0 in the air. This is done because we must consider the respective 

phases of reflections A and B along a common phase front perpendicular to the 

propagation of both rays in order to properly determine the degree of interference 

between them [230, 231]. The physical length of c can be determined in terms of 

B1 and B2: 
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where we have used Equations (A2.30) and (A2.31). A0 can then be determined 

in terms of the length c: 
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Using the expressions for B1 and B2 above, we have for the phase acquired by 

reflection A along path A0: 
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Destructive interference occurs when the phase difference between the 

reflections A and B is equal to an odd integer multiple of π: 
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 Where m is an integer (m = 0, 1, 2…). We note that under the analysis 

presented in Chapter 5.1.3, m is time dependent, as more Newton’s rings (and 

therefore more interference minima) emerge as the ablation event proceeds. 

Furthermore, we are interested in the degree of interference at the center of the 

ablation feature, which due to the Gaussian spatial fluence profile of the incident 

beam, ablates with the greatest velocity. The plot in Figure 6.1.3 shows the time 

delay at which an interference minimum is present at the center of the ablation 

feature. Thus in order to determine the velocity of the ablated material, we need 

to determine the gap height d at when destructive interference occurs. Solving for 

d in Equation (A2.43) yields, with the appropriate phases from Equations (A2.39) 

and (A2.42): 
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Equation (A2.44) is used in Chapter 6.1.1 and 6.1.3 to determine the velocity 

of the ablated material from time-resolved front-view images. In those sections, it 

is assumed that the minima order m is the only time dependent quantity in 

Equation (A2.44) on the timescale in which the observation of the ablation event 

was made with the front-view imaging technique. 
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Appendix 3 
Macro-micro interfacing mold for electrophoresis device 

 

The macro to micro mold described here was developed to accommodate 

inverted observation with a confocal, fluorescent microscope. This geometry 

demanded a mold with a depression to hold a downward facing section of wafer 

with linear blister channels (see Chapter 5.2.3). The mold is comprised solely of 

this depression, which should be the size of a typical device. Refer to Figure A3.1 

for a schematic of the technique that follows.  

First, a piece of silicon wafer (typically scrap) was diced to the size of 

samples upon which linear blister channels were to be produced (typical sample 

size was 12 mm tall by 5 – 10 mm wide). This piece of silicon was then fixed to 

the bottom of a 2” diameter plastic Petri dish with double-sided stick tape. Liquid 

PDMS was poured into the Petri dish (after the curing agent had been added and 

mixed into the PDMS in a separate plastic Petri dish), such that the level of the 

PDMS was approximately 2-3 mm above the piece of silicon at the bottom of the 

dish. The PDMS was then allowed to cure, typically for 48 hrs. at room 

temperature.  

Following curing, the firm PDMS was cut into a large square using an 

ExactoTM knife, 3 cm by 3 cm in area, with the silicon piece centered in the 

square. The rim of the plastic Petri dish was typically cut away with wire snips to 

facilitate the careful removal of the PDMS from the bottom of the Petri dish. If 

cured properly, the PDMS should easily pull away from the plastic. Once the 

PDMS was free from the plastic Petri dish, the piece of silicon was also carefully 

removed forming the desired depression to accommodate the downward facing 

fluidic chip.  
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Next, reservoirs were then cut into the PDMS along the long edge of the 

depression left by the now absent piece of silicon. These reservoirs were 

separated by 2-4 mm, depending on the width of the sample intended for the 

mold. The “reservoirs” are simply two rectangular holes through the PDMS mold, 

the bottom of which will be a glass cover slip which is incorporated in the last 

Figure A3.1 Schematic showing technique for producing PDMS mold and reservoirs for fluid 
delivery to the end of a linear blister channels device. 

(1) Fix ~ 4 mm × 12 mm 
piece of Si wafer to bottom 
of 25 mm diameter plastic 
Petri-dish, polished side up. 

(2) Pour 2-part cure PDMS 
into the Petri-dish covering 
top of Si piece by ~2 mm. 
Cure for 48 hours in air at 
room temperature. 

(3) After curing, carefully 
remove the PDMS from the 
Petri-dish, taking care not to 
tear the PDMS around the 
piece of Si.  

(4) Cut PDMS mold into a 
rectangle with an Exacto-
knifeTM  leaving margins of 
around 1 cm around the 
void left where the piece of 
Si once was.  

(5) Cut PDMS rectangle 
reservoirs with an Exacto-
knifeTM  over the edge of the 
void left by removed Si 
pieces. 

(6) Place glass cover slip 
over top of PDMS mold, 
with void from Si piece on 
the opposite side. Glass will 
adhere to smooth PDMS. 

(7) Flip assembly over with 
glass cover slide on bottom. 
Place very light coating of 
uncured PDMS and curing 
agent on void area.  

(8) Quickly following step 
(7), place the desired 
device with surface with 
channels facing down onto 
void area with wet PDMS. 
Let cure for 48 hrs. 



 212    

step. Once the mold was complete, the fluid chip is placed into the depression 

with a small amount of wet PDMS added to the top of the sample to assure 

adhesion between the sample surface and the solid PDMS of the mold. Be 

careful to prevent any wet PDMS from getting into the channels, as this will 

surely block them and at best impede their flow. Partial “coating” of the bottom 

surface of the channels with PDMS may however, decrease cavitation or local 

boiling due to current leakage to the substrate during voltage application (see 

Chapter 5.2.3) and should be pursued in future work. Let the wet PDMS adhering 

the sample to the mold cure for 2 days, or in a glass Petri dish under a heat lamp 

(40 °C) for 10 minutes. It should be noted that cured PDMS adheres semi-

permanently to glass on its own with little need for additional adhesive, however 

in order to assure final isolation of the reservoirs additional adhesive was applied 

between the sample and the PDMS mold.  

Finally, a glass cover slip is placed on the bottom of the mold, such that with 

the sample in place, the two reservoirs were enclosed on 5 of 6 sides. The 

reservoirs should now be isolated from each other so that fluid can only travel 

between the reservoirs by passing through the linear channels of the chip. 

Electrical leads (wires) from a voltage supply can be placed in the reservoirs with 

desired fluids for electrophoresis. A picture of a complete chip in a mold with wire 

leads in place is presented in Figure 5.2.19. 
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