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SUMMARY
In a companion paper ('Explicit construction of quadratic Lyapunov functions for the small gain,
positivity, circle, and Popov theorems and their application to robust stability. Part I: Continuous-time
theory'), Lyapunov functions were constructed in a unified framework to prove sufficiency in the small
gain, positivity, circle, and Popov theorems. In this Part II, analogous results are developed for the
discrete-time case. As in the continuous-time case, each result is based upon a suitable Riccati-like matrix
equation that is used to explicitly construct a Lyapunov function that guarantees asymptotic stability
of the feedback interconnection of a linear time-invariant system and a memoryless nonlinearity.
Multivariable versions of the discrete-time circle and Popov criteria are obtained as extensions of known
results. Each result is specialized to the linear uncertainty case and connections with robust stability for
state-space systems is explored.
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1. INTRODUCTION
In a companion paper¹ Lyapunov functions were constructed in a unified framework to prove
sufficiency in the small gain, positivity, circle, and Popov theorems. In this Part II, analogous
results are developed for the discrete-time case. As in the continuous-time case, each result is
based upon a suitable Riccati-like matrix equation that is used to explicitly construct a
Lyapunov function that guarantees asymptotic stability of the feedback interconnection of a
linear time-invariant system and a memoryless nonlinearity. Multivariable versions of the
discrete-time circle and Popov criteria are obtained as extensions of known results.
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As discussed in Reference 1, there are several reasons for seeking explicit Lyapunov function constructions of these classical results. Specifically, these constructions clarify the unity of these results while strengthening ties between the time and frequency domains for both robust analysis and synthesis. By carrying out analogous discrete-time constructions, our intention in this Part II paper is to provide similar benefits for discrete-time systems. Specifically, our aim is to provide connections between these classical results and robust stability and performance analysis for discrete-time state-space systems via quadratic fixed and parameter-dependent Lyapunov bounds. For the linear uncertainty case, we give explicit characterization of the uncertainty model and provide bounds based on single Riccati equations that can effectively be used for robust discrete-time controller synthesis. Finally, it should be noted as in the continuous-time case, the stability results of the present paper could be derived as special cases of discrete-time passivity and non-expansivity theory.

2. PRELIMINARIES

In this section we establish definitions and notation. Let \( \mathbb{R} \) and \( \mathbb{C} \) denote the real and complex numbers, let \( \mathbb{N} \) denote \( \{1, 2, 3, \ldots\} \), let \( (\cdot)^T \) denote transpose, and let \( I \) denote the \( n \times n \) identity matrix. Furthermore, we write \( \|\cdot\| \) for Euclidean norm, \( \sigma_{\text{max}}(\cdot) \) for the maximum singular value, and \( M \succeq 0 \) \( (M > 0) \) to denote the fact that the Hermitian matrix \( M \) is nonnegative (positive) definite. In this paper a real-rational matrix function is a matrix whose elements are rational functions with real coefficients. Furthermore, a transfer function is a real-rational matrix function each of whose elements is proper, i.e., finite at \( z = \infty \). A strictly proper transfer function is a transfer function that is zero at infinity. Finally, an asymptotically stable transfer function is a transfer function each of whose poles is in the open unit disk. Let

\[
G(z) = \begin{bmatrix} A & B \\ C & D \end{bmatrix}
\]

denote a state-space realization of a transfer function \( G(z) \), that is, \( G(z) = C(zI - A)^{-1}B + D \). The notation \( G_{\text{min}} \) is used to denote a minimal realization.

A transfer function \( G(z) \) is bounded real\(^2.3\) if (1) \( G(z) \) is asymptotically stable and (2) \( I - G^*(z)G(z) \) is nonnegative definite for \( |z| > 1 \). Alternatively, a transfer function \( G(z) \) is bounded real if and only if \( G(z) \) is asymptotically stable and \( \|G(z)\|_\infty \leq 1 \), where \( \|G(z)\|_\infty \triangleq \sup_{|z| \geq 0} \sigma_{\text{max}}[G(e^{j\theta})] \). Furthermore, \( G(z) \) is called strictly bounded real\(^3\) if (1) \( G(z) \) is asymptotically stable and (2) \( I - G^*(e^{j\theta})G(e^{j\theta}) \) is positive definite for all \( \theta \in [0, 2\pi] \). Finally, \( G(z) \) is called strongly bounded real if it is strictly bounded real and \( I - D^TD > 0 \), where \( D \triangleq G(\infty) \).

A square transfer function \( G(z) \) is called positive real if\(^4\) (1) all poles of \( G(z) \) are in the closed unit disk, and (2) \( G(z) + G^*(z) \) is nonnegative definite for \( |z| > 1 \). A square transfer function \( G(z) \) is called strictly positive real if\(^5\) (1) \( G(z) \) is asymptotically stable and (2) \( G(e^{j\theta}) + G^*(e^{j\theta}) \) is positive definite for all \( \theta \in [0, 2\pi] \). Finally, a square transfer function \( G(z) \) is strongly positive real if it is strictly positive real and \( D + D^T > 0 \), where \( D \triangleq G(\infty) \).

Finally, in this paper \( G \) denotes an \( l \times m \) transfer function with input \( u \in \mathbb{R}^m \), output \( y \in \mathbb{R}^l \), and internal state \( x \in \mathbb{R}^n \).

3. THE SMALL GAIN THEOREM

In this section we construct quadratic Lyapunov functions to prove sufficiency in the small gain theorem for the interconnection of a dynamic system and a norm-bounded memoryless time-varying nonlinearity. First, however, we present the discrete-time bounded real lemma.\(^2\)
Lemma 3.1 (Discrete-time bounded real lemma)

\[ G(z)_{\text{min}} \begin{bmatrix} A & B \\ C & D \end{bmatrix} \]

is bounded real if and only if there exist real matrices \( P, L, \) and \( W \) with \( P \) positive definite such that

\[
\begin{align*}
P &= A^T PA + C^T C + L^T L, \\
0 &= B^T PA + D^T C + W^T L, \\
0 &= I - D^T D - B^T PB - W^T W.
\end{align*}
\]

**Proof.** Sufficiency follows from algebraic manipulation of (1)–(3) while necessity follows from discrete-time spectral factorization theory. \(^7\) Alternatively, the proof also follows from the continuous-time bounded real lemma\(^1\) using the bilinear transformation \( s = (z - 1)/(z + 1) \) which transforms \( G(z) \) (for the case in which \( G(z) \) is analytic at \( z = -1 \)) into

\[
G_c(s) = G \begin{bmatrix} (1 + s) \\ 1 - s \end{bmatrix} \sim \begin{bmatrix} (I + A)^{-1}(A - I) & \sqrt{2} (I + A)^{-1}B \\ 2 C(I + A)^{-1} & D - C(I + A)^{-1}B \end{bmatrix}.
\]

Specifically, \( G_c(s) \) defines a minimal realization and is bounded real if and only if \( G(z) \) is bounded real. The case in which \( G(z) \) has a simple pole at \( z = -1 \) can be treated by an expansion of \( G(z) \) that separates out this pole. For details of a similar proof see Reference 4.

Next, suppose \( I - D^T D - B^T PB > 0 \), where \( P \) satisfies (1)–(3). Then, since

\[
W^T W = I - D^T D - B^T PB,
\]

it follows that \( W^T W \) is nonsingular. Furthermore, (2) is equivalent to

\[
W^T L = -(B^T PA + D^T C).
\]

Using (5) and noting that \( W(W^T W)^{-1} W^T \) is an orthogonal projection as in Reference 1, it follows from (1) that

\[
P \geq A^T PA + (B^T PA + D^T C)(W^T W)^{-1}(B^T PA + D^T C) + C^T C,
\]

or, since \((W^T W)^{-1} = (I - D^T D - B^T PB)^{-1}\),

\[
P \geq A^T PA + (B^T PA + D^T C)(I - D^T D - B^T PB)^{-1}(B^T PA + D^T C) + C^T C.
\]

Thus, in this case (1)–(3) are equivalent to the single Riccati inequality (7). The following result characterizes the bounded real property in terms of a single Riccati equation.

Lemma 3.2

Let

\[
G(z)_{\text{min}} \begin{bmatrix} A & B \\ C & D \end{bmatrix},
\]

Then the following statements are equivalent:

(i) \( A \) is asymptotically stable and \( G(z) \) is strictly bounded real;

(ii) there exist positive-definite matrices \( P \) and \( R \) such that

\[
I - D^T D - B^T PB > 0,
\]

\[
P = A^T PA + (B^T PA + D^T C)(I - D^T D - B^T PB)^{-1}(B^T PA + D^T C) + C^T C + R.
\]
Proof. The proof is similar to the proof of Lemma 3.2 for the continuous-time case of Reference 1. Alternatively, the result also follows from the results of Reference 8. 

Now we prove sufficiency of the small gain theorem for the feedback interconnection of a bounded real transfer function and a norm-bounded time-varying nonlinearity. For convenience define the set

$$\Phi_{br} \triangleq \{ \phi: \mathbb{R}^l \times \mathbb{N} \to \mathbb{R}^m; \| \phi(y, k) \|_2 \leq \| y \|_2, y \in \mathbb{R}^l, k \in \mathbb{N} \}. $$

**Theorem 3.1**

Suppose

$$G(z) \triangleq \begin{bmatrix} A & B \\ C & D \end{bmatrix}$$

is strictly bounded real. Then there exist positive-definite matrices $P$ and $R$ satisfying

$$I - D^T D - B^T P B > 0,$$

$$P = A^T P A + (B^T P A + D^T C)^T (I - D^T D - B^T P B)^{-1} (B^T P A + D^T C) + C^T C + R.$$  \hspace{1cm} (11)

Furthermore, for all $\phi \in \Phi_{br}$, the function $V(x) = x^T P x$ is a Lyapunov function for the feedback interconnection of $G(z)$ and $\phi$. Consequently, the feedback interconnection of $G(z)$ and $\phi$ is asymptotically stable for all $\phi \in \Phi_{br}$.

**Proof.** First note that the feedback interconnection of $G(z)$ and $\phi(\cdot, \cdot)$ corresponds to the state space representation

$$x(k+1) = Ax(k) + B\phi(y(k), k),$$

$$y(k) = Cx(k) + D\phi(y(k), k).$$  \hspace{1cm} (13)

Since $G(z)$ is strictly bounded real it follows from Lemma 3.2 that there exist positive-definite matrices $P$ and $R$ such that (10) and (11) are satisfied. Next, we use the Lyapunov candidate $V(x) = x^T P x$ to show that the feedback interconnection (12), (13) is asymptotically stable. The corresponding Lyapunov difference is given by

$$\Delta V(x) = x^T(k+1)Px(k+1) - x^T(k)Px(k)$$

$$= (Ax(k) + B\phi(y(k), k))^T P( Ax(k) + B\phi(y(k), k) ) - x^T P x(k)$$

$$= x^T (A^T P A - P) x + \phi^T B^T P A x + x^T A^T P B \phi + \phi^T B^T P B \phi,$$  \hspace{1cm} (14)

or, equivalently, using (11)

$$\Delta V(x) = -x^T R x - x^T (B^T P A + D^T C)^T (I - D^T D - B^T P B)^{-1} (B^T P A + D^T C) x$$

$$- x^T C^T C x + \phi^T B^T P A x + x^T A^T P B \phi + \phi^T B^T P B \phi,$$  \hspace{1cm} (15)

Next, add and subtract $\phi^T \phi$, $2x^T C^T D \phi$, and $\phi^T D^T D \phi$ to and from (15) so that

$$\Delta V(x) = -x^T R x - x^T (B^T P A + D^T C)^T (I - D^T D - B^T P B)^{-1} (B^T P A + D^T C) x$$

$$- x^T C^T D \phi + \phi^T B^T P A x + x^T A^T P B \phi + \phi^T B^T P B \phi - \phi^T \phi$$

$$+ x^T C^T D \phi - \phi^T D^T C \phi - \phi^T D^T D \phi + \phi^T D^T D \phi - \phi^T D^T D \phi,$$  \hspace{1cm} (16)

or, equivalently,

$$\Delta V(x) = -x^T R x - x^T (B^T P A + D^T C)^T (I - D^T D - B^T P B)(B^T P A + D^T C) x$$

$$+ x^T (B^T P A + D^T C) \phi - \phi^T (B^T P A + D^T C) x - \phi^T (I - D^T D - B^T P B) \phi$$

$$+ \phi^T \phi - x^T C^T C x - \phi^T D^T D \phi - x^T C^T D \phi - \phi^T D^T C x.$$  \hspace{1cm} (17)
Grouping the appropriate terms in (17) yields
\[
\Delta V(x) = -x^T R x - z^T z + \phi^T \phi - y^T y,
\]
where
\[
z = (I - D^T D - B^T PB)^{-1/2} (B^T PA + D^T C)x - (I - D^T D - B^T PB)^{1/2} \phi.
\]
Since \( R \) is positive definite and \( \phi^T \phi - y^T y \leq 0 \) for all \( \phi \in \Phi_{br} \), it follows that \( \Delta V(x) \) is negative definite. Hence \( V(x) \) is a Lyapunov function for the feedback interconnection of \( G(z) \) and \( \phi \).

Next, we specialize Theorem 3.1 to the feedback interconnection of a strongly bounded real transfer function and a linear bounded real gain. Hence consider the set \( \Phi_{br} \) defined by
\[
\Phi_{br} \triangleq \{ F : \mathbb{N} \to \mathbb{R}^{m \times l} : \sigma_{max}(F(k)) \leq 1, k \in \mathbb{N} \}.
\]
That is, \( \Phi_{br} \) includes those \( \phi \) in \( \Phi_{br} \) of the form \( \phi(y, k) = F(k)y \). The following corollary of Theorem 3.1 is thus immediate.

**Corollary 3.1**

If
\[
G(z) = \min \left[ \begin{bmatrix} A & B \\ C & D \end{bmatrix} \right]
\]
is strongly bounded real, then the feedback interconnection of \( G(z) \) and \( F(\cdot) \) is asymptotically stable for all \( F(\cdot) \in \Phi_{br} \).

Corollary 3.1 implies that \( A + BF(\cdot)(I - DF(\cdot))^{-1}C \) is asymptotically stable in the sense that the zero solution of the discrete-time time-varying system
\[
x(k+1) = (A + BF(k)(I - DF(k))^{-1}C)x(k)
\]
(19)
is asymptotically stable. Recall from Lemma 2.1 of Reference 1 that \( (I - DF(k))^{-1} \) exists for all \( k \in \mathbb{N} \) since \( \sigma_{max}(D) < 1 \) and \( \sigma_{max}(F(k)) \leq 1, k \in \mathbb{N} \). This result thus implies robust stability with time-varying bounded real (but otherwise unknown) uncertainty. This can be seen by simply considering the system
\[
x(k+1) = (A + \Delta A(k))x(k),
\]
(20)
where \( \Delta A(\cdot) \in \mathcal{U}_{br} \) and \( \mathcal{U}_{br} \) is the uncertainty set
\[
\mathcal{U}_{br} \triangleq \{ \Delta A(\cdot) : \Delta A(k) = BF(k)(I - DF(k))^{-1}C, k \in \mathbb{N} \}, \text{ where } F(\cdot) \in \Phi_{br}. \]

Then it follows from Corollary 3.1 and (19) that the zero solution to (20) is asymptotically stable for all \( A \in \mathcal{U}_{br} \). If we restrict our attention to constant matrices \( F \), then Corollary 3.1 implies that if \( G(z) \) is strongly bounded real, then \( A + BF(I - DF)^{-1}C \) is asymptotically stable for all \( F \) satisfying \( \sigma_{max}(F) \leq 1 \). This case was treated in Reference 10 for robust controller analysis and synthesis with \( D = 0 \) in \( \mathcal{U}_{br} \).

**4. THE POSITIVITY THEOREM**

In this section we construct quadratic Lyapunov functions to prove the positivity theorem for the system interconnection considered in Section 3. Furthermore, we specialize the results to
the case of linear uncertainty and draw connections with robust stability for positive real uncertainty.

**Lemma 4.1 (Discrete-time positive real lemma)**

\[ G(z) = \begin{bmatrix} A & B \\ C & D \end{bmatrix} \]

is positive real if and only there exist real matrices \( P, L, \) and \( W \) with \( P \) positive definite such that

\[
\begin{align*}
P &= A^T P A + L^T L, \\
0 &= B^T P A - C + W^T L, \\
0 &= D + D^T - B^T P B - W^T W. 
\end{align*}
\]

**Proof.** Sufficiency follows from algebraic manipulation of (21)–(23) while necessity follows from discrete spectral factorization theory. Alternatively, the proof also follows from the continuous-time positive real lemma\(^1\) using the bilinear transformation \( s = (z - 1)/(z + 1). \) For details see Reference 4. \( \square \)

Suppose that \( D + D^T - B^T P B > 0 \) where \( P \) satisfies (21)–(23). Then, since

\[ W^T W = D + D^T - B^T P B, \]

it follows that \( W^T W \) is nonsingular, and (22) implies

\[ W^T L = -(B^T P A - C). \]

Using (25) and noting as in Reference 1 that \( L^T L \geq L^T W (W^T W)^{-1} W^T L, \) it follows from (21) that

\[
P \geq A^T P A + (B^T P A - C)^T (W^T W)^{-1} (B^T P A - C),
\]

or, since \( (W^T W)^{-1} = (D + D^T - B^T P B)^{-1}, \)

\[
P \geq A^T P A + (B^T P A - C)^T (D + D^T - B^T P B)^{-1} (B^T P A - C).
\]

Using the Riccati inequality version of (27) to characterize positive realness, we have the following result.

**Lemma 4.2**

Let

\[ G(z) = \begin{bmatrix} A & B \\ C & D \end{bmatrix} \]

Then the following statements are equivalent:

(i) \( A \) is asymptotically stable and \( G(z) \) is strongly positive real;

(ii) \( P \) is positive definite and

\[
P \geq A^T P A + (B^T P A - C)^T (D + D^T - B^T P B)^{-1} (B^T P A - C).
\]
(ii) there exist positive-definite matrices $P$ and $R$ such that
\[
D + D^T - B^T PB > 0, \tag{28}
\]
\[
P = A^T PA + (B^T PA - C)^T (D + D^T - B^T PB)^{-1} (B^T PA - C) + R. \tag{29}
\]

**Proof.** The proof is similar to the proof of Lemma 4.2 for the continuous-time case of Reference 1.

We now prove the positivity theorem for the negative feedback interconnection given a strongly positive real transfer function and a memoryless time-varying nonlinearity. For the statement of the next result we define the set
\[
\Phi_{pr} \triangleq \{\phi: \mathbb{R}^m \times \mathbb{N} \rightarrow \mathbb{R}^m; \phi^T (y, k) y \geq 0, \quad y \in \mathbb{R}^m, \quad k \in \mathbb{N}\}.
\]

**Theorem 4.1**

Suppose
\[
G(z) \sim \min \begin{bmatrix} A & B \\ C & D \end{bmatrix}
\]
is strongly positive real. Then there exist positive-definite matrices $P$ and $R$ satisfying
\[
D + D^T - B^T PB > 0, \tag{30}
\]
\[
P = A^T PA + (B^T PA - C)^T (D + D^T - B^T PB)^{-1} (B^T PA - C) + R. \tag{31}
\]
Furthermore, for all $\phi \in \Phi_{pr}$, the function $V(x) = x^T Px$ is a Lyapunov function for the negative feedback interconnection of $G(z)$ and $\phi$. Consequently, the negative feedback interconnection of $G(z)$ and $\phi$ is asymptotically stable for all $\phi \in \Phi_{pr}$.

**Proof.** First note that the negative feedback interconnection of $G(z)$ and $\phi(\cdot, \cdot)$ has the state-space representation

\[
x(k + 1) = Ax(k) - B\phi(y(k), k), \tag{32}
\]
\[
y(k) = Cx(k) - D\phi(y(k), k). \tag{33}
\]
Since $G(z)$ is strongly positive real it follows from Lemma 4.2 that there exist positive-definite matrices $P$ and $R$ such that (30) and (31) are satisfied. Next, we use the Lyapunov candidate $V(x) = x^T Px$ to show that the negative feedback interconnection (32), (33) is asymptotically stable. The corresponding Lyapunov difference is given by
\[
\Delta V(x) = x^T (A^T PA - P)x - x^T A^T PB\phi - \phi^T B^T PAx + \phi^T B^T PB\phi, \tag{34}
\]
or, equivalently, using (31)
\[
\Delta V(x) = -x^T Rx - x^T (B^T PA - C)^T (D + D^T - B^T PB)^{-1} (B^T PA - C)x
\]
\[
- x^T A^T PB\phi - \phi^T B^T PAx + \phi^T B^T PB\phi. \tag{35}
\]
Now add and subtract $2\phi^T Cx$ and $2\phi^T D\phi$ to and from (35) so that
\[
\Delta V(x) = -x^T Rx - x^T (B^T PA - C)^T (D + D^T - B^T PB)^{-1} (B^T PA - C)x
\]
\[
- x^T A^T PB\phi - \phi^T B^T PAx + \phi^T B^T PB\phi + \phi^T Cx + x^T C^T \phi
\]
\[
- \phi^T Cx - x^T C^T \phi + \phi^T D\phi + \phi^T D^T \phi - \phi^T D\phi - \phi^T D^T \phi \tag{36}
\]
or, equivalently,
\[
\Delta V(x) = -x^T R x - x^T (B^T P A - C)^T (D + D^T - B^T P B)^{-1} (B^T P A - C) x - x^T (B^T P A - C)^T \phi
\]
\[- \phi^T (B^T P A - C) x - \phi^T (D + D^T - B^T P B) \phi - 2 \phi^T (C x - D \phi). \tag{37}
\]
Grouping the appropriate terms in (37) yields
\[
\Delta V(x) = -x^T R x - z^T z - 2 \phi^T y,
\]
where
\[
z \triangleq - (D + D^T - B^T P B)^{-1/2} (B^T P A - C) x - (D + D^T - B^T P B)^{1/2} \phi.
\]
Since R is positive definite and \(\phi^T (y, k) y \geq 0\) for all \(\phi \in \Phi_{pr}\), it follows that \(\Delta V(x)\) is negative definite. Hence \(V(x)\) is a Lyapunov function for the feedback interconnection of \(G(z)\) and \(\phi\).

Next, we specialize Theorem 4.1 to the feedback interconnection of a strongly positive real transfer function and a linear gain \(F(k)\) satisfying \(F(k) + F^T(k) \geq 0, k \in \mathbb{N}\). Hence define
\[
\mathcal{F}_{pr} \triangleq \{ F: \mathbb{N} \to \mathbb{R}^{mxm}; F(k) + F^T(k) \geq 0, k \in \mathbb{N} \}.
\]

**Corollary 4.1**

If
\[
G(z) \sim \begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\]
is strongly positive real, then the negative feedback interconnection of \(G(z)\) and \(F(\cdot)\) is asymptotically stable for all \(F(\cdot) \in \mathcal{F}_{pr}\).

As in the bounded real case, Corollary 4.1 guarantees robust stability for the system
\[
x(k + 1) = (A + \Delta A(k)) x(k),
\]
where \(\Delta A(\cdot) \in \mathcal{U}_{pr}\) and \(\mathcal{U}_{pr}\) is the uncertainty set characterized by
\[
\mathcal{U}_{pr} \triangleq \{ \Delta A(\cdot): \Delta A(k) = -BF(k)(I + DF(k))^{-1} C, k \in \mathbb{N}, \text{ where } F(\cdot) \in \mathcal{F}_{pr} \}.
\]
Recall from Lemma 2.2 of Reference 1 that \((I + DF(k))^{-1}\) exists, \(k \in \mathbb{N}\), since \(D + D^T > 0\) and \(F(k) + F^T(k) \geq 0, k \in \mathbb{N}\). Finally, if we further restrict our attention to constant matrices \(F\), then Corollary 4.1 implies that if \(G(z)\) is strongly positive real, then \(A - BF(I + DF)^{-1} C\) is asymptotically stable for all \(F\) satisfying \(F + F^T \geq 0\).

5. THE CIRCLE CRITERION

In this section we construct quadratic Lyapunov functions to prove a multivariable generalization of the discrete-time circle criterion.\(^\text{11-14}\) As in the continuous-time case most of the available results on the discrete-time circle criterion are confined to scalar strictly proper systems with a single-loop nonlinearity. Furthermore, most of the available proofs of the discrete-time circle criterion are based upon input—output properties and function-analytic methods\(^\text{13}\) or graphical techniques.\(^\text{11,12,14}\) A notable exception is Reference 15 which provides gain and phase margins for strictly proper discrete-time systems using quadratic Lyapunov functions. However, the nonlinearities considered in Reference 15 are confined to scalar sector
boundaries \( k_1, k_2 \). We remove these limitations and address the multivariable case for proper systems. Application of this result to robust stability with respect to sector-bounded time-varying uncertainty is also discussed. To begin, we define the set \( \Phi_c \) of sector-bounded time-varying memoryless nonlinearities. Let \( K_1, K_2 \in \mathbb{R}^{m 	imes m} \) be given matrices and define

\[
\Phi_c = \{ \phi : \mathbb{R}^l \times \mathbb{N} \to \mathbb{R}^m : [\phi(y, k) - K_1 y]^{T} [\phi(y, k) - K_2 y] \leq 0, \; y \in \mathbb{R}^m, \; k \in \mathbb{N} \}.
\]

**Theorem 5.1**

Suppose \([I + K_2 G(z)] [I + K_1 G(z)]^{-1}\) is strongly positive real, where

\[
G(z) = \begin{bmatrix} A & B \\ C & D \end{bmatrix}.
\]

Then there exist positive-definite matrices \( P \) and \( R \) satisfying

\[
2I + (K_2 - K_1)(I + DK_1)^{-1}D^{T}(I + DK_1)^{-T}(K_2 - K_1)^{T} - (I + K_1 D)^{-T}B^{T}PB(I + K_1 D)^{-1} > 0, \quad (38)
\]

\[
P = [A - B(I + K_1 D)^{-1}K_1 C]^{T} P[A - B(I + K_1 D)^{-1}K_1 C] + [(K_2 - K_1)(I + DK_1)^{-1}C - (I + K_1 D)^{-T}B^{T}P(A - B(I + K_1 D)^{-1}K_1 C)]^{T}
\]

\[
\times [2I + (K_2 - K_1)(I + DK_1)^{-1}D^{T}(I + DK_1)^{-T}(K_2 - K_1)^{T} - (I + K_1 D)^{-T}B^{T}PB(I + K_1 D)^{-1}]^{-1}
\]

\[
\times [(K_2 - K_1)(I + DK_1)^{-1}C - (I + K_1 D)^{-T}B^{T}P(A - B(I + K_1 D)^{-1}K_1 C)] + R. \quad (39)
\]

Furthermore, for all \( \phi \in \Phi_c \), the function \( V(x) = x^{T}Px \) is a Lyapunov function for the negative feedback interconnection of \( G(z) \) and \( \phi \). Consequently, the negative feedback interconnection of \( G(z) \) and \( \phi \) is asymptotically stable for all \( \phi \in \Phi_c \).

**Proof.** First note that the negative feedback interconnection of \( G(z) \) and \( \phi(\cdot, \cdot) \) has the state-space representation (32) and (33). Furthermore (see Reference 1), \([I + K_2 G(z)] [I + K_1 G(z)]^{-1}\) has a minimal realization given by

\[
\begin{bmatrix} A - B(I + K_1 D)^{-1}K_1 C & B(I + K_1 D)^{-1} \\ (K_2 - K_1)(I + DK_1)^{-1}C & I + (K_2 - K_1)(I + DK_1)^{-1}D \end{bmatrix}.
\]

Now it follows from Lemma 4.2 that since \([I + K_2 G(z)] [I + K_1 G(z)]^{-1}\) is strongly positive real there exist positive-definite matrices \( P \) and \( R \) such that (38) and (39) are satisfied. Next define the Lyapunov candidate \( V(x) = x^{T}Px \) and let \( \phi \in \Phi_c \). Then we obtain

\[
\Delta V(x) = x^{T}(A^{T}PA - P)x - x^{T}A^{T}PB\phi - \phi^{T}B^{T}PAx + \phi^{T}B^{T}PB\phi,
\]

or, equivalently, using (38)

\[
\Delta V(x) = -x^{T}Rx - x^{T}Qx - x^{T}C^{T}K_1^{T}(I + K_1 D)^{-T}B^{T}PB(I + K_1 D)^{-1}K_1 Cx
\]

\[
+ x^{T}C^{T}K_1^{T}(I + K_1 D)^{-T}B^{T}PAx + x^{T}A^{T}PB(I + K_1 D)^{-1}K_1 Cx
\]

\[
- \phi^{T}B^{T}PAx - x^{T}A^{T}PB\phi + \phi^{T}B^{T}PB\phi,
\]

where

\[
Q \triangleq [(K_2 - K_1)(I + DK_1)^{-1}C - (I + K_1 D)^{-T}B^{T}P(A - B(I + K_1 D)^{-1}K_1 C)]^{T}
\]

\[
\times [2I + (K_2 - K_1)(I + DK_1)^{-1}D^{T}(I + DK_1)^{-T}(K_2 - K_1)^{T} - (I + K_1 D)^{-T}B^{T}PB(I + K_1 D)^{-1}]^{-1}
\]

\[
\times [(K_2 - K_1)(I + DK_1)^{-1}C - (I + K_1 D)^{-T}B^{T}P(A - B(I + K_1 D)^{-1}K_1 C)].
\]
Next, add and subtract

\[2[(I + K_1 D)\phi - K_1 Cx]^T [I + K_1 D]\phi - K_1 Cx,\]

\[2[(I + K_1 D)\phi - K_1 Cx]^T (K_2 - K_1)(I + DK_1)^{-1} Cx,\]

\[2[(I + K_1 D)\phi - K_1 Cx]^T (K_2 - K_1)(I + DK_1)^{-1} D[(I + K_1 D)\phi - K_1 Cx],\]

\[2[(I + K_1 D)\phi - K_1 Cx]^T (I + K_1 D)^{-T} B^T PB(I + K_1 D)^{-1} K_1 Cx,\]

to and from (41) so that (after some algebraic manipulation)

\[\Delta V(x) = -x^T Rx - x^T Qx + [(K_2 - K_1)(I + DK_1)^{-1} C\]

\[- (I + K_1 D)^{-T} B^T P(A - B(I + K_1 D)^{-1} K_1 C)]^T [I + K_1 D]\phi - K_1 Cx\]

\[+ [(I + K_1 D)\phi - K_1 Cx]^T (K_2 - K_1)(I + DK_1)^{-1} C\]

\[- (I + K_1 D)^{-T} B^T P(A - B(I + K_1 D)^{-1} K_1 C)]\]

\[- (I + K_1 D)^{-T} B^T PB(I + K_1 D)^{-1} [(I + K_1 D)\phi - K_1 Cx]\]

\[+ 2[(I + K_1 D)\phi - K_1 Cx]^T (I + K_1 D)^{-T} B^T PB(I + K_1 D)^{-1} K_1 Cx,\]

(42)

Grouping the appropriate terms in (42) yields

\[\Delta V(x) = -x^T Rx - z^T z + 2(\phi - K_1 y)^T (\phi - K_2 y),\]

(43)

where

\[z \triangleq [2I + (K_2 - K_1)(I + DK_1)^{-1} D + D^T (I + DK_1)^{-1} (K_2 - K_1)^T\]

\[-(I + K_1 D)^{-T} B^T PB(I + K_1 D)^{-1}]^{-1/2}\]

\[\times [(K_2 - K_1)(I + DK_1)^{-1} C - (I + K_1 D)^{-T} B^T P(A - B(I + K_1 D)^{-1} K_1 C)x\]

\[- (2I + (K_2 - K_1)(I + DK_1)^{-1} D + D^T (I + DK_1)^{-1} (K_2 - K_1)^T\]

\[- (I + K_1 D)^{-T} B^T PB(I + K_1 D)^{-1}]^{-1/2} [(I + K_1 D)\phi - K_1 Cx].\]

Since \(R\) is positive definite and \((\phi - K_1 y)^T (\phi - K_2 y) \leq 0\) for all \(\phi \in \Phi_c\), it follows that \(\Delta V(x)\) is negative definite. Hence \(V(x)\) is a Lyapunov function for the negative feedback interconnection of \(G(z)\) and \(\phi\).

Remark 5.1

As in the continuous-time case, \(^{1}\) considerable simplification can be achieved in (39) by setting \(D = 0\) which corresponds to a strictly proper \(G(z)\). In this case, (39) becomes

\[P = (A - BK_1 C)^T P(A - BK_1 C) + [(K_2 - K_1) C - B^T P(A - BK_1 C)]^T (2I - B^T PB)^{-1}\]

\[\times [(K_2 - K_1) C - B^T P(A - BK_1 C)] + R\]

(44)

or, equivalently, using the matrix inversion lemma and grouping terms,

\[P = A^T PA + [(K_1 + K_2) C - B^T PA]\]

\[+ C^T (K_2^T K_1 + K_1^T K_2) C + R\]

(45)

As in Reference 1, note that if \(K_2^T K_1 + K_1^T K_2 \leq 0\), then it follows from (45) that a necessary condition for absolute stability of the negative feedback interconnection of \(G(z)\) and \(\phi\) is that \(A\) be Hurwitz.

Next, as in Sections 3 and 4, we specialize the results of Theorem 5.1 to robust stability of
a linear time-invariant plant with a linear time-varying uncertainty. First, define
\[ \mathcal{F}_c \triangleq \{ F : \mathbb{N} \to \mathbb{R}^{m \times l} \mid [F(k) - K_1]^T[F(k) - K_2] \leq 0, \ k \in \mathbb{N} \} \]
and consider the system
\[ x(k+1) = (A + \Delta A(k))x(k), \]  
where \( \Delta A(\cdot) \in \mathcal{U}_c \) and the uncertainty set \( \mathcal{U}_c \) is defined by
\[ \mathcal{U}_c \triangleq \{ \Delta A(\cdot) : \Delta A(k) = -BF(k)(I + DF(k))^{-1}C, \ k \in \mathbb{N}, \text{ where } F(\cdot) \in \mathcal{F}_c \}. \]
Then it follows from Theorem 5.1, with \( \phi(y, k) = F(k)y = F(k)(I + DF(k))^{-1}Cx \), that the zero solution to (46) is asymptotically stable for all \( \Delta A(\cdot) \in \mathcal{U}_c \). Finally, as in the continuous-time case, if \( K_1 = -I \) and \( K_2 = I \), then \( \mathcal{U}_c = \mathcal{U}_{br} \), while if (formally) \( K_1 = 0 \) and \( K_2 = \infty \), then \( \mathcal{U}_c = \mathcal{U}_{br} \).

6. THE POPOV CRITERION

Ever since Popov derived a frequency-domain condition for the absolute stability of continuous-time nonlinear feedback systems,1 considerable work has been done to derive similar criteria for discrete-time systems.16-30 Unlike the continuous-time case, several different criteria have been proposed for the absolute stability of nonlinear discrete-time systems. Specifically, Tsypkin21 has given conditions that involve slope-restricted monotonic functions in the nonlinear element. Significant contributions were also made by Szegö,22,23 Jury and Lee24,25 and Pearson and Gibson26 who derived less conservative criteria for the case of slope-bounded nonlinearities. Some extensions to monotonic, odd monotonic, and time-varying gain functions in the feedback path using passive operator techniques have also been considered.27 However, the results cited above are confined to scalar, SISO systems with a single loop nonlinearity. In this section we construct Lyapunov functions to prove the discrete-time Popov criterion as developed in References 22–24 for a multivariable plant containing an arbitrary number of memoryless time-invariant nonlinearities. Specialization of this result to robust stability with respect to time-invariant plant uncertainty is also considered. To begin we define the set \( \Phi_p \) characterizing a class of sector-bounded time-invariant memoryless nonlinearities. Let \( K \in \mathbb{R}^{m \times m} \) be a given positive-definite matrix, let \( \mu_1, \ldots, \mu_m \) be positive numbers, and define
\[ \Phi_p \triangleq \{ \phi : \mathbb{R}^m \to \mathbb{R}^m \mid \phi^T(y) [K^{-1}\phi(y) - y] \leq 0, \ y \in \mathbb{R}^m \}, \]
\[ \phi(y) = [\phi_1(y), \phi_2(y), \ldots, \phi_m(y)]^T \text{ and } 0 < \frac{\phi_i(y) - \phi_i(\hat{y})}{y - \hat{y}} < \mu_i, \ y, \hat{y} \in \mathbb{R}, \ i = 1, \ldots, m \}. \]
For convenience in stating the main result we define \( \mu \triangleq \text{diag}[\mu_1, \mu_2, \ldots, \mu_m] \).

**Theorem 6.1**

Suppose there exists a nonnegative-definite diagonal matrix \( N \) such that \( K^{-1} + (I + (z-1)N)G(z) - \frac{1}{2}G^*(z)z - 1 \) is strongly positive real, where
\[ G(z) \overset{\text{min}}{=} \left[ \begin{array}{c} A - B C \end{array} \right]. \]
Then there exist positive-definite matrices \( P \) and \( R \) satisfying

\[
K^{-1} + NCB + (K^{-1} + NCB)^T - B^T C^T \mu NCB - B^T PB > 0, \tag{47}
\]

\[
P = A^T P A + (A - I)^T C^T \mu NCA(A - I) + (C + B^T C^T \mu NCA - B^T C^T \mu NCA - N - B^T PA)^T \times (K^{-1} + NCB) + (K^{-1} + NCB)^T - B^T C^T \mu NCB - B^T PB)^{-1} \times (C + B^T C^T \mu NCA - B^T C^T \mu NCA - N - B^T PA) + R. \tag{48}
\]

Furthermore, for all \( \phi \in \Phi_p \), the function

\[
V(x) = x^T P x + 2 \sum_{i=1}^{m} \int_{0}^{\tau_i(k)} \phi_i(\sigma) N_i \, d\sigma \tag{49}
\]

is a Lyapunov function for the negative feedback interconnection of \( G(z) \) and \( \phi \). Consequently, the negative feedback interconnection of \( G(z) \) and \( \phi \) is asymptotically stable for all \( \phi \in \Phi_p \).

**Proof.** First note that the negative feedback interconnection of \( G(z) \) and \( \phi(\cdot) \) has the state-space representation

\[
x(k + 1) = Ax(k) - B\phi(y(k)), \tag{50}
\]

\[
y(k) = Cx(k). \tag{51}
\]

Next, since \( (z - I)G(z) \) has a minimal realization

\[
(z - I)G(z) = \min \left[ \begin{array}{c}
A \\
C(A - I)
\end{array} \right],
\]

it follows from Lemma 4.1 and Lemma 4.2 that if \( K^{-1} + [I + (z - I)N]G(z) - \frac{1}{2}(z - I)^2 G^*(z) \mu NG(z) \) is strongly positive real, then there exist \( P, L, W \) with \( P \) positive definite and \( W^T W > 0 \) satisfying

\[
P = A^T P A + L^T L + (A - I)^T C^T C \mu NCA(A - I), \tag{52}
\]

\[
0 = B^T P A - C + B^T C^T \mu NCA - B^T C^T \mu NCA - NCA + N + W^T L, \tag{53}
\]

\[
0 = (K^{-1} + NCB) + (K^{-1} + NCB)^T - B^T C^T \mu NCB - B^T PB - W^T W. \tag{54}
\]

Next, with \( W^T W > 0 \), it follows that the three equations (52)-(54) collapse to (48). Hence, since \( K^{-1} + [I + (z - I)N]G(z) - \frac{1}{2}(z - I)^2 G^*(z) \mu NG(z) \) is strongly positive real, there exist positive-definite matrices \( P \) and \( R \) such that (47) and (48) are satisfied. Next, for \( \phi \in \Phi_p \), define the Lyapunov candidate

\[
V(x) = x^T P x + 2 \sum_{i=1}^{m} \int_{0}^{\tau_i(k)} \phi_i(\sigma) N_i \, d\sigma.
\]

Note that, since \( P \) is positive definite and \( \phi \in \Phi_p \), \( V(x) \) is positive for all nonzero \( x \). Then, the corresponding Lyapunov difference is given by

\[
\Delta V(x) = x^T (A^T P A - P) x - x^T A^T P B \phi - \phi^T B^T P A x + \phi^T B^T P B \phi + 2 \sum_{i=1}^{m} \int_{\tau_i(k)}^{\tau_i(k+1)} \phi_i(\sigma) N_i \, d\sigma.
\]

Next, using the fact that

\[
0 \leq \frac{\phi(y) - \phi(\bar{y})}{y - \bar{y}} \leq \mu, \tag{55}
\]
it follows from the mean value theorem that the last term in (55) is bounded from above by

\[ 2 \sum_{i=1}^{m} \int_{y_{i}(k)}^{y_{i}(k+1)} \phi_{i}(\sigma)N_{i} \, d\sigma \leq \sum_{i=1}^{m} \int_{y_{i}(k)}^{y_{i}(k+1)} \left[ 2\phi_{i}(y_{i}(k))N_{i}[y_{i}(k+1) - y_{i}(k)] + \mu_{i}N_{i}[y_{i}(k+1) - y_{i}(k)]^{2} \right] \]

or, equivalently,

\[ 2 \sum_{i=1}^{m} \int_{y_{i}(k)}^{y_{i}(k+1)} \phi_{i}(\sigma)N_{i} \, d\sigma \leq 2\phi^{T}(y(k))N[y(k+1) - y(k)] + [y(k+1) - y(k)]^{T} \mu_{i}N[y(k+1) - y(k)]. \]

Next, since \( y(k+1) = Cx(k+1) = CAx(k) - CB\phi(y(k)) \) and \( y(k+1) - y(k) = (A-I)x(k) - CB\phi(y(k)) \), using (48), (55) becomes

\[
\Delta V(x) \leq -x^{T}Rx - x^{T}(A-I)^{T}C^{T}_{\mu}NC(A-I)x - x^{T}Qx + \phi^{T}NC(A-I)x + x^{T}(A-I)^{T}C^{T}_{\mu}N\phi - \phi^{T}B^{T}C^{T}N\phi - \phi^{T}B^{T}\mu_{i}NC(A-I)x + \phi^{T}B^{T}C^{T}_{\mu}N\phi - x^{T}A^{T}PB\phi - \phi^{T}B^{T}PAx + \phi^{T}B^{T}PB\phi,
\]

where

\[
Q \triangleq \begin{pmatrix} C + B^{T}C^{T}_{\mu}NC + NCA - B^{T}C^{T}_{\mu}NCA - NC - B^{T}PA \end{pmatrix}^{T} \times \begin{pmatrix} (K_{x}^{-1} + NBC) + (K_{x}^{-1} + NBC)^{T} - B^{T}C^{T}_{\mu}NCB - B^{T}PB \end{pmatrix}^{-1} \times \begin{pmatrix} C + B^{T}C^{T}_{\mu}NC + NCA - B^{T}C^{T}_{\mu}NCA - NC - B^{T}PA \end{pmatrix}.
\]

Adding and subtracting \( 2\phi^{T}Cx \) and \( 2\phi^{T}K_{x}^{-1}\phi \) to and from (56) yields

\[
\Delta V(x) \leq -x^{T}Rx - z^{T}z + 2\phi^{T}[K_{x}^{-1}\phi - y],
\]

where

\[
z \triangleq \begin{pmatrix} (K_{x}^{-1} + NBC) + (K_{x}^{-1} + NBC)^{T} - B^{T}C^{T}_{\mu}NCB - B^{T}PB \end{pmatrix}^{-1/2} \times \begin{pmatrix} (C + B^{T}C^{T}_{\mu}NC(I-A) + NCA(A-I) - B^{T}PA)x \\
- [(K_{x}^{-1} + NBC) + (K_{x}^{-1} + NBC)^{T} - B^{T}C^{T}_{\mu}NCB - B^{T}PB] \phi
\end{pmatrix}.
\]

Since \( R \) is positive definite and \( \phi^{T}[K_{x}^{-1}\phi - y] \leq 0 \), it follows that \( \Delta V(x) \) is negative definite. Hence \( V(x) \) is a Lyapunov function for the negative feedback interconnection of \( G(z) \) and \( \phi \).

**Remark 6.1**

Theorem 6.1 presents a generalization of the discrete-time Popov criterion \( 22 - 24 \) to the case of a multivariable plant containing an arbitrary number of memoryless time-invariant
nonlinearities. It should also be noted that a similar proof using (52)–(54) rather than (48) can also be constructed. In this case the condition $K^{-1} + |J + (z - 1)N| G(z) - \frac{1}{z - 1} |G^*(z)|^2 \mu N G(z)$ can be relaxed from strongly positive real to positive real. However, we present the form of (48) since it provides an algebraic formulation in terms of a matrix Riccati equation which can be used to synthesize robust feedback controllers in the spirit of References 31 and 32.

Now we specialize the results of Theorem 6.1 to linear parameter uncertainty, in which case $V(x)$ becomes quadratic. Define the set

$$\mathcal{F}_p \triangleq \{ F \in \mathbb{R}^{m \times m} : F = \text{diag} [F_1, \ldots, F_m], 0 \leq F_i \leq \mu_i, i = 1, \ldots, m \}$$

of constant diagonal matrices $F$ where $\mu_1, \ldots, \mu_m$ are positive constants. Next consider the system

$$x(k + 1) = (A + \Delta A)x(k),$$

where the constant matrix $\Delta A$ satisfies $\Delta A \in \mathcal{U}_P$, where

$$\mathcal{U}_P \triangleq \{ \Delta A : \Delta A = -BFC, \text{ where } F \in \mathcal{F}_p \}.$$ 

It now follows from Theorem 6.1 by setting $\phi(y) = FY = FCx$ that $A + \Delta A$ is asymptotically stable for all $\Delta A \in \mathcal{U}_P$.

As in the continuous-time case, the results of this section differ from the previous sections in that the elements of the set $\mathcal{U}_P$ are constant rather than time-varying. Once again this is due to the form of the Lyapunov function that establishes robust stability, i.e.,

$$V(x) = x^T P x + 2 \sum_{i=1}^{m} \int_0^{y_i} F_i \sigma \, d\sigma, \quad y_i = C_i x,$$

or, equivalently,

$$V(x) = x^T P x + x^T C^T FC x.$$ 

This quadratic Lyapunov function is parameter-dependent. The form of $V(x)$ is critical since the presence of $F$ restricts the allowable time-varying uncertain parameters thus reducing conservatism for the real-parameter uncertainty problem.

7. CONCLUSION

In this two-part paper we constructed Lyapunov functions for the small gain, positivity, circle, and Popov theorems for both continuous-time and discrete-time settings for interconnections involving a linear time-invariant transfer function and a memoryless nonlinearity. Each result was then specialized to the problem of robust stability involving linear uncertainty. As in the continuous-time case, it can be shown that the results of this paper also apply to the problem of robust H2 performance. To see this, consider the discrete-time asymptotically stable nominal linear system

$$x(k + 1) = Ax(k)$$ \hspace{1cm} (59)

with quadratic Lyapunov function

$$V(x) = x^T P x,$$ \hspace{1cm} (60)

where the positive-definite matrix $P$ is given by

$$P = A^T PA + R,$$ \hspace{1cm} (61)
where $R$ is positive definite. Next, to address additive disturbances for a system of the form
\[ x(k + 1) = Ax(k) + w(k), \]  
consider the dual equation
\[ Q = AQAT + V, \]  
where $V$ is interpreted as the covariance of the disturbance $w(\cdot)$. As in the continuous-time case, the matrix $Q$ can be viewed as a discrete-time controllability Gramian or covariance matrix with associated quadratic $H_2$ performance measure $J = \text{tr} QR = \text{tr} PV$.

Now suppose $A$ is uncertain so that
\[ x(k + 1) = (A + \Delta A)x(k), \Delta A \in \mathcal{U}, \]
where $\mathcal{U}$ is a set of perturbations. To determine whether $A + \Delta A$ remains stable, we replace (61) by
\[ P = A^T PA + \Omega(P) + R, \]  
where $\Omega(\cdot)$ satisfies
\[ A^T P \Delta A + \Delta A^T PA + \Delta A^T P \Delta A \leq \Omega(P), \Delta A \in \mathcal{U}, \]  
and for all positive-definite $P$. Rewriting (65) as
\[ P = (A + \Delta A)^T P (A + \Delta A) + \Omega(P) - (A^T P \Delta A + \Delta A^T PA + \Delta A^T P \Delta A) + R \]  
shows that $A + \Delta A$ is stable and
\[ P_{\Delta A} \leq P, \Delta A \in \mathcal{U}, \]  
where $P_{\Delta A}$ satisfies
\[ P_{\Delta A} = (A + \Delta A)^T P_{\Delta A} (A + \Delta A) + R. \]  
Thus, as in the continuous-time $\Omega$-bound framework, $1 \text{tr} P V$ provides a worst case bound for the actual $H_2$ performance $\text{tr} P V$.

Although the $\Omega$-bound framework discussed above applies to problems in which $A$ is perturbed by an uncertainty $\Delta A$, a reinterpretation of this framework yields the well-known system-theoretic criteria discussed in this paper. Specifically, assuming $\Delta A$ to be of the form,
\[ \Delta A = BFC, \sigma_{\max}(F) \leq 1, \]  
where $F$ is an uncertain real matrix and $B$ and $C$ are known matrices denoting the structure of the uncertainty, it follows from Corollary 3.1 that
\[ \Omega(P) = C^T C + A^T PB(I - B^T PB)^{-1} B^T PA \]  
satisfies (65) with $\mathcal{U} = \mathcal{U}_{br}$ (for the case $D = 0$). Similar constructions apply for the positivity and circle theorems.

As in the continuous-time case, similar remarks on conservatism apply when $\Delta A$ is constant since, using this framework, stability is guaranteed even if $\Delta A$ is a function of $k$. Once again, however, to address the constant real parameter uncertainty problem one needs a more refined discrete-time $\Omega$-bound. An immediate application of this framework is a reinterpretation of the classical discrete-time Popov criterion as a parameter-dependent Lyapunov function.

To demonstrate this in discrete-time, consider the Lyapunov function $V(x, \Delta A) = x^T (P + P_0(\Delta A)) x$ where the (parameter-independent) matrix $P$ satisfies
\[ P = A^T PA + \Omega_0(P) + R \]  
where $\Omega_0(\cdot)$ satisfies
\[ A^T P_0 \Delta A + \Delta A^T PA + \Delta A^T P_0 \Delta A \leq \Omega_0(P), \Delta A \in \mathcal{U}, \]  
and for all positive-definite $P$. Rewriting (65) as
\[ P = (A + \Delta A)^T P (A + \Delta A) + \Omega_0(P) - (A^T P_0 \Delta A + \Delta A^T PA + \Delta A^T P_0 \Delta A) + R \]  
shows that $A + \Delta A$ is stable and
\[ P_{\Delta A} \leq P, \Delta A \in \mathcal{U}, \]  
where $P_{\Delta A}$ satisfies
\[ P_{\Delta A} = (A + \Delta A)^T P_{\Delta A} (A + \Delta A) + R. \]  
Thus, as in the continuous-time $\Omega$-bound framework, $1 \text{tr} P V$ provides a worst case bound for the actual $H_2$ performance $\text{tr} P V$.
and $\Omega_0(P)$ satisfies
\[ A^T P A + \Delta A^T P A + \Delta A^T P \Delta A \preceq \Omega_0(P) - [(A + \Delta A)^T P_0(\Delta A)(A + \Delta A) - P_0(\Delta A)], \quad (72) \]
for all $\Delta A \in \mathcal{U}$. Letting
\[ \Omega(P, \Delta A) \triangleq \Omega_0(P) - [(A + \Delta A)^T P_0(\Delta A)(A + \Delta A) - P_0(\Delta A)] \]
it follows from (71) that
\[ P + P_0(\Delta A) = (A + \Delta A)^T (P + P_0(\Delta A))(A + \Delta A) + \Omega(P, \Delta A) - (A^T P \Delta A + \Delta A^T P + \Delta A^T P \Delta A) + R, \quad (73) \]
which implies that $A + \Delta A$ is stable for all $\Delta A \in \mathcal{U}$. One can now show that the discrete-time Popov criterion presented in Theorem 6.1 fits the above framework. Furthermore subtracting (68) from (73) yields $P_{\Delta A} \preceq P + P_0(\Delta A)$ and hence $\text{tr} [(P + P_0) V]$ provides a worst case bound for the actual $H_2$ performance $\text{tr} P_{\Delta A} V$ where $P_0 \preceq P_0(\Delta A)$ for all $\Delta A \in \mathcal{U}$.

The underlying intention of this two-part paper is the unification and extension of the absolute stability criteria for linear time-invariant dynamic systems with loop nonlinearities which were developed in the early 1960s and the modern-day robust stability and $H_2$ performance problems for state-space systems using fixed and parameter-dependent Lyapunov functions. This exposition thus demonstrates that these results are all derivable from the same principles and are part of the same mathematical framework.
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