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Partial differential equation
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Proportional integral

One, two, or three-dimensional
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Symbols

To differentiate theoretical and modeled valuesrom measured data or variables calculated using
measurements;, an overbar is used. Additionally, estimated variables are denoted with & hat,
Time derivatives are denoted d§) /dt. Spatial derivatives are denoted&s) /dy.

A list of the variable symbols, definitions and units is provided below, aniatiens from these
units will be explicitly stated in the text:
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water activity (unitless) or temperature amplitude (K)
molar concentration (mol/f)

effective diffusivity (nm/s)

error signal

open circuit voltage (V)

enthalpy (J/kg)

heat transfer coefficient (WAK)

current density (A/rf)

PEMFC stack current (A)

mass (kg)

mole number

molar flux (mol/s/m)

pressure (Pa) or pole location

capillary pressure (Pa)

heat transfer (W)
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change in energy stored (J/s)
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relative humidity (0-1)
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A list of the parameter symbols, definitions and units is provided below:
A... surface area available for heat transfefm

A¢c... fuel cell nominal active area (fn

Cp... constant pressure specific heat (J/kg K)
C... constant volume specific heat (J/kg K)
D... diffusion coefficient (M/s)

Dw... membrane vapor diffusion coefficient {fg)
F ... Faraday’'s constant (C/mot¢

k orifice constant (m s)

ke... controller proportional gain (W/K)

k... controller integral gain (W/R)
K... absolute permeability (f)

Ki_4... voltage parameters (various)
Ki ... relative permeability
M... molecular weight (kg/mole)
Neais... humber of cells in the PEMFC stack
ng... electro-osmotic drag coefficient (melbO/ mol HT)
R... ideal gas constant (J/kg K)
Sm... level of immobile saturation
tmp... PEMFC membrane thickness (m)
tw ... tunable water layer thickness (m)
Ts... DAQ sample time (sec)
... volume (n¥)
ay... tunable diffusion parameter
B... heattransfer coefficient parameters
0... deviation from nominal conditions

oy... discretization width (m)

volumetric condensation coefficient (9
material porosity

membrane water content (mdhO/mol SO3)
contact angle (degrees)

viscosity (kg/m s)

density (kg/m)
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oxygen

out of the control volume
pore

reservoir

reactions

saturation

stack

water vapor
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Abstract

Fuel cells are gaining increased attention as viable energy generatanafoge of applications. To
optimize performance, these systems require active coordination levgeagimderstanding of the
system dynamics. This thesis describes a reproducible process folimgodalibrating, and ex-
perimentally validating system dynamics for control applications, applied to twobrane-based
systems, namely a proton exchange membrane fuel cell (PEMFC) stackgaslhumidification
system.

A two-phase dynamic model that predicts the experimentally observed telnbebiavior of a
PEMFC stack and a methodology to experimentally identify tunable physicainsgers, namely
the membrane water vapor diffusion coefficient and the thickness of thd licater film restricting
the fuel cell active area, is presented. The temporal calculation of éeéespconcentrations through
the gas diffusion layers, the water vapor transport through the memlaadehe degree of water
flooding in the gas channels, enables a prediction of temporal voltaged#gign. The calibrated
model is validated under anode flooding conditions for a 24 cell, 30bstatk with a supply of
pressure-regulated hydrogen.

To regulate the humidity of the supplied reactants to actively manage water wighiEMFC,
a membrane based gas humidification system is designed and construgseghplratus utilizes a
gas bypass and a series of heaters to regulate gas temperature while mgiti@iclesired relative
humidity of the gas supplied to the PEMFC. To design and calibrate the heateoltys, as well
as the fraction of air diverted through the bypass, a low order, cootr@hted model based on first
principles is developed. As with the fuel cell model, the humidification systememeg@arameter-
ized and validated using experimental data under a wide range of operatidgions. A relative
humidity estimator is employed, for the air-vapor mixture leaving the humidifier sy&tapplied
to the PEMFC), to eliminate the need for a bulky and expensive humidity sewstr this vali-
dated model of the humidification system thermal dynamics, on/off and valiebteontrollers are
designed and tested for accurate and fast humidity control despiteeshamtpe PEMFC air mass
flow rate due to load disturbances.

XVi



Chapter 1

Background and Introduction

For control applications, a critical step in developing dynamic models is detieigrtime minimal
complexity necessary to capture the fundamental dynamics of interestaB&vategies have been
used for developing low order models for control applications. Thesgegies typically apply
either physics based or phenomenological tools to predict componergyaten dynamics. As
models generated for use in embedded control must be capable ofgingcasd sampling under
the constraints associated with real time digital signal processing, a funtirimadeoff then exists
between model complexity, which impacts controller response time, and the nmomgtainty as-
sociated with neglecting particular dynamics. For control, the simplest modetieaired that are
capable of capturing important dynamics under the range of expecteirsgperating conditions.

This work applies first principles in the derivation of control-oriented nf®tietwo solid poly-
meric membrane based systems, namely a fuel cell and a gas humidifier.tWhesestem models
are parameterized and experimentally validated with similar sensor measur@mieplacement
constraints. However, these two systems exhibit very different massrardy transport charac-
teristics as well as response times and actuation constraints. Becausenduede are intended
for use in embedded control, each model is intentionally derived employingdswinput/output
measurements, with no sensor information available with respect to the indtatesd. The ability
of these lumped parameter models to capture the dynamic output respopstenfswith spatially
distributed characteristics is of critical importance.

1.1 Fuel Cell System Operation

A fuel cell is an electrochemical engine, different from batteries in thegqtiires a fuel source.
When fuel supply, humidification and cooling systems are well manageld;diie provide clean,
quiet and reliable power. There are many types of fuel cells currentlgualdpment, such as solid
oxide or phosphoric acid. The distinction between different types dfdeks is made based on
the electrolyte (transfer ion), and the operating temperature. Polymerodygetmembrane fuel
cells (PEMFCs) hold the most promise for applications demanding low tempesapressures, or
rapidly changing power demands. Because of the numerous applicatiorigsdio PEMFCs are



advantageous, such as vehicular or remote applications, PEMFCpaly gaining attention as a
promising source of energy. [7] [35]

Typically operating below the boiling point of water, PEMFC stacks utilize thebal energy
from the reaction of hydrogen and oxygen to produce electricity, waighaat. A PEMFC stack
consists of numerous fuel cells electrically combined in series. Treatinddlhé-E stack as a black
box, the basic inputs and outputs are shown in Figure 1.1. Hydrogefugfisand oxygen from the
air are supplied to the individual cells within the stack through internal masifditlese manifolds
direct gas to the individual cells in parallel. The fuel cell provides Usetuk through an external
circuit, where each cell is electrically connected in series.

CATHODE

Hydrogen M
—s
iq [ ]

Figure 1.1: Detailed diagram of the materials within a PEMFC and the inputs @pdtswf a
PEMFC stack.

A detail of the cell structure is also provided in Figure 1.1. Fuel travels fitee internal man-
ifolds to flow fields (gas channels), then diffuses through conductiveys gas diffusion layers
(GDL) to the thin polymeric membrane. The membrane, sandwiched in the middle akth
typically contains catalyst and microporous diffusion layers along withegasks a single inte-



grated unit referred to as a Membrane Electrode Assembly (MEA). Tiaéystlayer at the anode
ionizes hydrogen. The membrane permits ion transfer (hydrogen pyotensiring the electrons
to flow through an external circuit before recombining with protons andjer at the cathode to
form water. This migration of electrons through the external circuit ptedwseful work. The
electrochemical half-reactions for the anode and cathode are:

Anode 2H, —> 4H" + 46

Cathode 0, + 4H + 4e —»2H,0

Overall 2H, + O,—>» 2H,0

The management of water is critical for optimizing performance of a PEMFRk saecause
the ionic conductivity of the membrane is dependent upon its water con@ng[Balance must be
struck between reactant (hydrogen and oxygen) delivery and sigbpty and removal. Depending
upon the operating conditions of the PEMFC stack, the flow patterns in tiie @mal cathode chan-
nels, and the design of the anode gas delivery system (dead-enftad through), this liquid water
can accumulate within the gas diffusion layers (GDLs) and channels 123,36 82], as shown in
Figure 1.2. Whether obstructing reactant flow or reducing the numbestiokacatalyst sites, the
impact of flooding is a reduction in the power output of the fuel cell staekndy a decrease in
cell voltage [10]. Thus, a real-time estimation of the degree of flooding wittercéil structure
and its impact on the cell electrical output with standard, low cost, and rekalgors is critical
for active water management. Moreover, a low order control-orientecehmodst be derived for
further considering such issues as identifiability, observability, and aitataility [39].

Hydrogen

Catalyst Membrane

Gas Diffusion Layer

Anode  Cathode
Figure 1.2: Schematic of capillary flow of liquid water through the fuel cedl diffusion layers.

The work by [27], provided a systematic analysis of the appropriate meligylfor removing
liquid water accumulating in the electrodes, considering both anode retiocusand the humidity
conditions of the supplied reactants. They postulate a need for feedbaickl to adjust the relative
humidity of the supplied air, along with the degree of water removal from tbheegrdynamically.
With a model of the reactant and water dynamics within a PEMFC, the degedectfode flooding



and resulting decay in voltage performance can be estimated online in realTimseonline esti-
mation can then be coupled with active control of the supplied reactants t@maader within the
cell structure.

The following sections survey published literature on two phase PEMFC Imgdend ex-
perimental techniques employed to image liquid water within the cell structurewidldoy the
introduction of methodologies used to humidify reactant gases supplied tovi&®ENote, the
PEMFC stack is used as a power generator, whereas the gas humidifsystiem preconditions
the fuel supplied to the generator.

1.1.1 Reactant and Water Dynamics in PEMFC Stacks

To gain a better understanding of reactant and water transport withinDihea@d catalyst lay-
ers, many CFD models have been developed to approximate the two or threesidinad flow of
hydrogen, air, and water at steady-state within the cell structure [38160, 77, 78]. Using exper-
imental steady-state polarization (voltage versus current) data for peradentification, [20] and
[6] investigated the sensitivity of the cell performance to the identified paeamed-urther, using a
model to simulate polarization data with a given set of parameters, construaddatic program-
ming was then used to identify these given parameters [68] and addrassgper identifiability and
unigueness issues [67].

While these models are ideal for investigating transport phenomena with tase glow and
spatial gradients, examining parameter sensitivity, or the influence of naiesjzerties on cell
performance, experimental validation of these models, often completedrbyacimg measured
to estimated polarization curves, is still lacking. A few publications with stesatg-s/alida-
tion efforts (i) point to a mismatch between model prediction and spatially resegerimental
data [25] indicating that different spatial distributions can corresporadgimilar averaged polar-
ization curve [25, 67], and (ii) achieve good prediction of steady-stadespatially resolved current
density measurements after tuning parameters to several orders of magpfitineir theoretical
values [4].

Although steady-state polarization measurements do not offer a corechisia set for model
validation, the transient polarization response provides useful dataddel validation especially
during unsteady operation such as flooding [46]. Several transied¢lsibave been reported to
illicit the relationship between critical material properties and operating condita the dynamic
fuel cell response [45, 59, 61, 72, 73], however few have bedidated against transient experi-
mental data and are of sufficient complexity for implementation in real time catydications.

Control-oriented transient models have been developed to accouneféorthation of liquid
water within the gas channels [52] or within both the channels and the GOLH6&ever they do
not relate the effect of flooding to decreased cell potential, a key indicatibow flooding impacts
cell performance. We establish a relationship between flooding and c&hpance, as originally
introduced in [40] and leveraged by other authors [14], using the nofiapparent current density
to relate the accumulation of liquid water in the gas channels to a reduction inltlaetoes area,



in turn increasing the cell current density and lowering cell voltage.

1.1.2 Reactant Gas Humidification

Membrane-type humidifiers, directing a gas flow across one surfacealymer membrane and
liquid water (or humidified gas) across the other membrane surface, bauaised for humidifying
PEMFC reactants [55, 60]. Water vapor and thermal energy are egetidhrough the membrane
from the liquid water to the dry gas. The humidifier membrane is similar to that engpioythe
PEMFC but without a catalyst or microporous layer. Figure 1.3 providgsnaral overview of a

membrane humidifier.
Hot Water

Heat

Ambient Air

Figure 1.3: Schematic diagram of a membrane based humidifier.

The work in [9], [43], and [66] employs an internal membrane humidifiet ihan integrated
unit within the PEMFC stack. These internal humidifiers use coolant wateintgahe power
producing portion of the stack, humidified reactant exhaust streamds@abeused, to heat and
humidify the incoming reactants. While these internal humidifiers are relatieehpact and sim-
ple with respect to control, they prohibit active humidity regulation and corgaetant humidity
requirements to the PEMFC cooling demands. To overcome the humidity cotsstsdioing plates
were considered to activate and deactivate gas channels within the hunaidéfieontrol the contact
area between the liquid and gas [8]; however, this concept has noegetrealized in hardware.

Alternatively, various bubbler or sparger external humidifiers haea lokeveloped for indepen-
dently controlling relative humidity and temperature of gas streams [54, B&seldevices utilize a
column of water through which the reactant streams bubble. To avoid dogroubble size, these
devices are designed with a long column of water (large residence time)viol@saturated gas
stream at a controlled temperature. The relative humidity of the gas streatinezabe adjusted by
further heating the gas upon exit from the bubbler. While these systemisip@relatively simple
method of controlling temperature and relative humidity of reactant streanysaatd@ot tolerant of



large gas flow rates [54] and are relatively heavy and bulky due to the &ored volume of water.

Our methodology decouples the passive humidifier from the PEMFC coolow Wwith the
addition of an external bypass, to provide independent control of testiperature and relative
humidity irrespective of the stack operating temperature, conceptually similhat@roposed by
[75]. The operation of the humidifier consists of a dry reactant gas and gater delivered to a
membrane humidifier to produce a saturated gas. A different stream mdatrtant gas bypasses the
humidifier. The combination of the saturated and dry gas streams prodrezsagant-vapor mixture
at a desired relative humidity.

For thermal regulation, resistive heaters are used to achieve a desatdnt gas temperature
and minimize condensation during the mixing of the saturated and dry reartams. To design
adequate controllers for thermal regulation (using resistive heatedshuanidity control (for the
gas flow split between the humidifier and the bypass), we developed a ttax aontrol-oriented
model based on first principles. Similar to engine thermal management systgiuymg either a
valve or servo motor to bypass coolant around the heat exchangeéig111], the coordination of
the heaters and the bypass valve is challenging during fast transieritsttiealifferent time scales,
the actuator constraints, and the sensor responsiveness.

1.2 Hardware Overview

Many different experiments were conducted and are described thoauthis thesis. First, a model
of the reactant and water dynamics of a 24-cell, 306 BEMFC stack was experimentally cal-
ibrated and validated. Then, a membrane based external humidificatiomsyateinstalled and
operated as a stand-alone system to calibrate and experimentally validateebaitige system
thermal dynamics. Following the validation of the humidifier system model antiatlem devel-
opment, additional experiments were completed to verify the closed loop humiidificsystem
controller response.

All experimental hardware presented in this thesis was installed in the Fli&l@#rol Labo-
ratory at the University of Michigan in collaboration with the Schatz Energgdarch Center. An
image of the test bench is shown in Figure 1.4.

This test bench is comprised of a data acquisition and signal conditionirsysten, control
and monitoring software, a deionized water cooling subsystem, a hydgageattelivery subsystem,
an air delivery subsystem, an electrical subsystem, and test benahanarsafeties. An overview
of the interaction of the main system components is provided in Figure 1.5. Digit#tland output
(DIO) and analog input and output (AIO) communication is indicated with bérek grey dashed
lines, respectively.

The control and monitoring system consists of software coded in LabiEMWd employed
on a standard desktop PC computer. This computer is equipped with PClod@iigiton cards
connected through a signal conditioning system to the instruments. Anatpgtaignals from
the computer are conditioned to the appropriate voltage or current raimgeAnalog Devices 5B
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Figure 1.5: Schematic of the test bench hardware, including the computdadetas well as the
hydrogen, air and water circulation subsystems.

Series signal conditioning modules, prior to being transmitted to the actuatwsiiilog input sig-
nals, received by the computer through a 16 bit PCI multifunction cardjlaceconditioned using
5B Series signal conditioning modules with 4Hz filters. While the signal sdangapproximately
10 Hz, the data file is updated at a rate of 2 Hz. Finally, the digital inputs aipditsuare processed



through an Opto-22 digital backplane with optically isolated solid state relajieselrelays are
used to switch different voltage ranges, including 24VDC and 120VAC.

Pure dry hydrogen is pressure regulated to replenish the hydrogsoroed by the fuel cell in
the chemical reaction. The hydrogen stream is dead ended, implying ntefioimg the PEMFC
stack, using a purge solenoid valve located downstream of the stackogydcan be momentarily
purged through the fuel cell anode to remove condensed water actingurathe gas diffusion
layers, flow channels and manifolds. Liquid water contained in the hydrgge stream is con-
densed and removed in a knock-out drum before being vented to thepditenes The air system
utilizes mass flow controllers (MFCs) directing air through the fuel cell onidifier systems. The
combined air-vapor mixture leaving the system is vented to the atmosphereniZe€iavater is
circulated through the system with the capability of either adding heat ustegnekheat tape, or
rejecting heat with fans mounted to a heat exchanger.

1.3 Thesis Overview

This thesis is divided into three main sections detailing the modeling and validatibotlofthe
PEMFC stack, in Chapter 2, and the humidification system, in Chapter 3, aasuileé humidifi-
cation system controller development and implementation, in Chapter 4. Conghainarks are
provided in Chapter 5 along with areas of future study. The Appendar@sit supplementary ma-
terials detailing functional relationships employed, in Appendix A, and eesusmembrane water
transport models in Appendix B. For a detailed list of the nomenclature usfked to the Symbols
Section at the front of this thesis.

The experimental hardware used to calibrate and validate the PEMFC mqutelsented in
Section 2.1. Then an overview of the PEMFC model structure is provideegtidd 2.2, along
with the modeling assumptions in Section 2.4, followed by the detailed descripti@®bfliquid
water capillary transport and gas diffusion in Section 2.5. The spatialetization employed to
solve the partial differential equations is presented in Section 2.6 along veitGEL boundary
conditions at the membrane and channel shown in Section 2.7. The voltgys eguation which
relates the liquid water accumulation in the anode gas channel to voltagenpanfte is given in
Section 2.8. The detailed process used to experimentally identify the tunabteqiers is provided
in Section 2.9. Finally, the experimental calibration and validation results in 88@id0 and 2.11
are given along with a parameter sensitivity analysis.

Following the presentation of the PEMFC reactant and water dynamics inté€CHaphe hu-
midification system modeling effort is presented in Chapter 3. An overvietheohumidification
system is presented in Section 3.1, providing both a description of the sgptnation along with
hardware used. Next, the model is developed in Section 3.2, including thelingphdssumptions,
the general two-volume model approach applied for each control voliott@yed by the detailed
models developed for each volume. A summary of the resulting model is peeserSection 3.3
including the relations between the modeled states and measured outputs. tibdalogy used



to experimentally identify the unknown heat transfer coefficients is giv&ertion 3.4 along with
the identification results. Finally, the humidification system model validation restgdtshown in
Section 3.5.

Using the validated humidification system model developed in Chapter 3, ttergrare de-
signed and implemented in Chapter 4. First, the nonlinear static feedforwardsed to regulate
air flow is developed in Section 4.1. Then, the reference temperatuidfouseermal regulation are
selected in Section 4.2. Each plant is then linearized about a set of nomivthiions, as described
in Section 4.3. Using these linear approximations, thermostatic controllersesigndd in Sec-
tion 4.4 using both a describing function and simulation based technique eparfional-integral
controllers with integral anti-windup are designed in Section 4.5. The ders@re implemented
in hardware as described in Section 4.6.

1.4 Contributions

With a given PEMFC design and set of materials, we contribute to the fieldafrdic systems and
control for active fuel cell performance optimization. Due to the rapicaadement in fuel cell ma-
terial development, control-oriented modeling efforts should be capaldéadihg physical material
properties to the resulting fuel cell performance as new materials arezdigch Thus, a major con-
tribution of this work was in devising a systematic and reproducible, physised, methodology to
experimentally identify and validate fuel cell and system dynamics employingatd numerical
techniques and off-the-shelf sensors and actuators. These mod#intifjication and experimental
validation techniques were employed on a fuel cell stack, and extersalugaidification system to
account for heat and mass transport in these two low temperature merbasstesystems under a
range of operating conditions. These two systems involve very diffetedeling assumptions with
respect to heat and mass transport, yet employ similar nonlinear optimizationgees for model

calibration.

In modeling and validating the fuel cell reactant and water dynamics, anddésgning and
controlling the gas humidification system for active fuel cell water manageseveral additional
accomplishments were realized. The control-oriented fuel cell modeling @fas advanced by:

e Establishing that a physics-based, one-dimensional (through the ®lt-phase, isother-
mal model can be experimentally calibrated to accurately predict the fuadellit voltage
dynamics due to the accumulation of liquid water in the lumped parameter zerosiimah
anode gas channels by relating the occurrence of anode water flaodingl cell voltage
output. Although other authors have modeled the accumulation of liquid watee iIGEH
and gas channels, to the best of our knowledge, none had related ¢hiswdation to the
dynamic fuel cell voltage response under anode water flooding corslitibith occur at low
to moderate current densities. The establishment of this relationship allows faccurate
dynamic voltage estimation under a range of operating conditions, which iseasay step
towards further:

— Investigating observability and controllability as well as ultimately designingtfaekl



controllers, and
— Comparing the implications of anode water management strategies, suclaasteydns
recirculation, flow-through with a controllable fuel excess ratio, or de@adked purge
operation, on hydrogen fuel utilization efficiency and system desigrcantiol.
The field of fuel cell reactant humidification was advanced by:

e Designing an apparatus to enable independent control of temperatureiamdity of reac-
tant gases supplied to the PEMFC stack. Although the concept of using laygass and
humidifier to regulate fuel cell reactant humidity is not unique [75], we aw@nare of any
attempt to regulate both temperature and humidity, which are strongly coupled.

e Developing a simple, physics based model of the gas humidification system.toDbe
substantial difference in response times of each of the system volumedgaahthe humid-
ification system was developed for analysis and controller design to adhiekmal tracking
while adequately rejecting system disturbances. This was the first losv-orddel, to our
knowledge, of a membrane-based gas humidification system.

e Developing a control strategy for simultaneously achieving thermal and iyrmedulation.
Previously, only humidity feedback control reliant on a relative humidityseemad been
claimed [75]. In developing this strategy, a critical step was accomplishgudperly se-
lecting the controller references used for temperature feedback. Alhihis may at first
seem like a simple step, the selected temperature references have agiofpact on the
resulting thermal and humidity regulation. If not properly considered, ystem response
could be unnecessarily slow or produce an undesireable excursiomiidlity.

e Eliminating reliance on a humidity sensor to achieve adequate humidity regulatibrsty
developing an accurate gas relative humidity estimator and then using nonditadia-
feedforward to control gas flow through the humidification system. Due todb@iously
slow response of humidity transducers, especially near saturated coagitics accomplish-
ment not only advances the field of fuel cell reactant pre-treatmecbiold also impact other
applications reliant on humidity measurements.

e Providing a thorough comparison of the use of on/off versus varialslbgaters in achieving
thermal regulation. While desirable for controller simplicity, on/off gas hedtetuce tem-
perature limit cycle oscillations. This work provides a clear comparison leshieese two
control strategies to better inform the controller selection process.
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Chapter 2

Reactant and Water Dynamics in a PEMFC
Stack

This chapter presents a two-phase flow dynamic model that predicts tearegptally observed
temporal behavior of a proton exchange membrane fuel cell stack. Thislisdntended for use in
embedded real time control where computational simplicity is of critical importdhas motivat-
ing several simplifying assumptions. A reproducible methodology is predéntexperimentally
identify six (6) tunable physical parameters based on the estimation of theottelije, the water
vapor transport through the membrane and the accumulation of liquid wates gathchannels.
The model equations allow temporal calculation of the species concentratiorss the gas dif-
fusion layers, the water vapor transport across the membrane, andghee df flooding within
the cell structure. The notion of apparent current density then reldatefabding phenomena to
cell performance through a reduction in the cell active area as liquid aatemulates. Despite the
oversimplification of many complex phenomena, this model provides a useftibtgredicting the
temporal variation in cell voltage during electrode flooding conditions. Etibrated model and
tuning procedure is demonstrated with a 1.4 kW (24 cell, 309) atack, using pressure regulated
pure hydrogen supplied to a dead-ended anode, under a rangerating conditions typical for
multi-cell stacks.

The model of the reactant and water dynamics is presented in the followdtigree first a
general overview of the model structure is presented in Section 2.2; talldy a summary of the
general modeling assumptions in Section 2.4, then a description of the cap#lasport of liquid
water and the diffusion of gases within the GDL is provided in Section 2.5felbby the process
used to separate the gas diffusion layer into discrete volumes using stdimiterdifference tech-
nigques to approximate the spatial gradients in Section 2.6; and finally, detafle tme varying
boundary conditions at the membrane and gas channel interfacesemargSection 2.7.

2.1 Fuel Cell Experimental Hardware

The fuel cell experimental hardware, designed in collaboration with that@d&Energy Research
Center at Humboldt State University, is installed at the Fuel Cell Controbitzdbry at the Univer-

11



sity of Michigan. A schematic of the major experimental components along with theurement
locations is depicted in Figure 2.1 for the fuel cell hardware componentdgesaription of the
test bench operation was provided in Section 1.2 detailing the computer ltshtsgstem that
coordinates air, hydrogen, cooling, and electrical subsystems.
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Figure 2.1: Experimental hardware employed and measurement locatibissfiglire is modified
from [57].

Dry pure hydrogen is pressure regulated at the anode inlet to a destgaint. This pressure
regulation system replenishes the hydrogen consumed in the chemidaime&or the majority of
the operational time, the hydrogen stream is dead-ended with no flow aixtethe anode. Using
a purge solenoid valve, hydrogen is momentarily purged through the aogéenove water and
inert gases. Humidified air (generated using a membrane based intenmigliffar) is mass flow
controlled to a desired stoichiometric ratio. Deionized water is circulated thrtheysystem to
remove heat produced due to the exothermic chemical reaction. A fandsagieermostatically
control (on-off) the stack outlet coolant to a desired temperature. Meaents of the dry gas mass
flow rates supplied to the PEMFC stack are taken along with the temperatessupe and relative
humidity in the inlet and outlet manifolds.

Experimental results are collected from a 24-cell PEMFC stack which elared1.4 kW con-
tinuous power, capable of peaking to 2.5 kW. The instrumented PEMFC istablown in Figure
2.2. The cell membranes are comprised of GORPRIMEA® Series 5620 membrane electrode
assemblies (MEAs). The MEAs utilize 38m thick membranes with 0.4 mg/émand 0.6 mg/crh
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Pt/C on the anode and cathode, respectively, with a surface arearokapately 300 cri. The
GDL material, which distributes gas from the flow fields to the active area ah#rabrane, con-
sists of double-sided, hydrophobic, version 3 EMAIELATS® with a thickness of 0.43 mm. The
flow fields are comprised of machined graphite plates with gas channels¢haparoximately 1
mm wide and 1 mm deep. The flow pattern consists of semi-serpentine passatie cathode
(30 channels in parallel that are 16.0 cm in length with two®186ns) and straight passages on the

Air In

£

S
RH, T, P measurements
in anode outlet manifold

Figure 2.2: Instrumented PEMFC stack installed at the Fuel Cell Contrarbé&dry, University of
Michigan. The arrows indicate the reactant inputs and outputs to and feoatabk.

Due to the lack of a practical means to directly measure the accumulation of liqted within
a multi-cell stack, consecutive anode purges and cathode surges (tadiyencreasing the gas
mass flow rates) were used to indicate the presence of liquid water in eithendde or cathode
channels, as shown in Figure 2.3. At approximately 240 seconds theleatlas surged, causing an
increase in oxygen partial pressure and cell voltage. However, this margesoltage increase is
not sustained following the surge and the general voltage decay duedonficn the anode persists.
Following an anode purge, the voltage quickly improves and then graduzdlyd until the next
anode purge event is initiated. It is important to note that this gradual deeagl voltage could
be attributed to the accumulation of nitrogen in the anode which would also ledezkduring and
anode purge event. However, during purge events a significant rhigsio water can be visually
detected leaving the anode. Thus, this work focuses on the impact ¢ 8noding on cell voltage
and assumes nitrogen is not the culprit.

2.2 Fuel Cell Modeling Overview

The anode volume contains a mixture of hydrogen and water vapor, aghtdre cathode volume
contains a mixture of oxygen, nitrogen, and water vapor. The speaiegistrations in the channel
are calculated based on the conservation of mass assuming the charambigeheous, lumped-
parameter, and isothermal. Under load, we assume product water is formhedvapor phase.
This product water vapor, combined with the water vapor supplied with tieda gas stream,
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Figure 2.3: Experimental data comparing the impact of anode purging dmadeasurging events
on cell voltage. These conditions were taken at a constant nominahtdemesity of 0.3 A/criiand

an operating temperature ©=65°C. The first subplot shows the 24 individual cell voltages in thin
lines along with the average cell voltage with a thick line. The second subiloissthe anode and
cathode inlet total absolute pressures.

is exchanged between the anode and the cathode through the hydrophilbrane. The protons,
liberated at the anode, transport water to the cathode through eleptaiosirag, while back dif-
fusion transfers vapor due to a water vapor concentration gradiergésathe membrane. The net
flux of vapor through the membrane depends on the relative magnitudesseftiiansport mecha-
nisms. Although there are many efforts to experimentally quantify back afiu$65], [19], [42],
[76]), conflicting results suggest an empirically data-driven identificadfowater vapor diffusion
might be a practical approach to this elusive subject. Constant pararnaterfeen used to scale
back diffusion models for PEMFCs with different membrane materials [56]. [2Jsing a simi-
lar methodology as [56], in this paper the membrane water transport algaeitiptoys a tunable
parameter to scale the membrane water diffusion model in [19].

When the production or transport of water vapor overcomes the abilityeofdpor to diffuse
through the GDL to the channel, the vapor supersaturates and coadéertse condensed liquid
water accumulates in the GDL until it has surpassed the immobile saturation limitict pbint
capillary flow will carry the liquid water to an area of lower capillary press{the GDL-channel
interface). Liquid water in the GDL occupies the pore space, reducingdiffiision of the reactant
gases. However, we have found that the reduction of the reactargminations due to the changes
in the gas diffusivity alone is not significant enough to degrade the voltpdiee magnitude exper-
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imentally observed. Similar observations lead to the consideration of the meddfasion in the
catalyst layer [36].

We follow here a different approach and instead of adding the catalyet tmmplexity to the
model, we consider the effects of flooding on the area available for aiffughe water (in liquid
and vapor phase) that wicks out of the hydrophobic GDL to the chantiglately obstructs the
area that reactants can diffuse through. This effect is not easily nibbetause the GDL surface
roughness makes it difficult to predict how much GDL surface area ikétbby a given volume
of liquid water. For this reason, we assume the liquid water at the GDL-eharterface forms a
layer of uniform thickness. This water layer spreads across theceusfahe GDL as the volume of
liquid water in the channel increases, thus reducing the surface anidn, Wwcreases the calculated
current density, in turn lowering the cell voltage at a fixed total stackeotrrin this model the
thickness of the water layer is an experimentally tuned parameter.

The estimation of the average cell voltage is a function of the reactantmatiens at the sur-
face of the membrane, the membrane water content, temperature, and thetedlcurrent density
based on the reduced active area, which in turn is a function of liquid wegeent in the gas chan-
nel. There are four experimentally tunable voltage parameters which menileed using linear
least squares for a given set of membrane diffusion and water thkaeameters. By comparing
the average measured cell voltage to the model prediction, these paracagtdrs re-adjusted to
match the rate of decay and magnitude of the voltage degradation. This égradness allows all
six tunable parameters to be identified. Figure 2.4 provides an overviewe chtsal structure of
the algorithm used to implement the model.
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Figure 2.4: Flow chart of GDL model calculation algorithm. The dashed lindisate the signal
flow paths influenced by the tunable parameters.
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2.3

Fuel Cell Nomenclature

A list of the model parameters and variable is provided in the front matterg alith values and
units. Time derivatives are denotedd{g /dt. Spatial derivatives through the GDL thickness in the
membrane directionyf are denoted ad()/dy. In the presented model, all equations have Sl units
of Pa, N, m, kg, s, andJ unless explicitly stated.

The symbola is used for water activity; for molar concentration (mol/#), (D) for effective
diffusivity (m?/s), D, for water vapor diffusion coefficient (fs), E for the theoretical open circuit
voltage (V),i for the nominal current density (A/CH iapp for the apparent current density (A/én
io for the exchange current density (A/@nl for the total stack current (A, for relative per-
meability,ng for electroosmotic drag coefficient (mebO/ mol HT), N for molar flux (mol/s/m),

p for pressure (Pa™ for the water vapor saturation pressure (FRa)p for the evaporation rate
(mol/s n?), s for the fraction of liquid water volume to the total volurr@for the reduced liquid
water saturationl for temperature (K)Ja for the activation voltage loss (Mionmic for the ohmic
voltage loss (V)Uceonc for the concentration voltage loss (M)for the measured terminal cell volt-
age (V),Vfor the estimated terminal cell voltage (W) for mass flow rate (kg/s)k for the mass
fraction, andy for the mole ratio. Greek letters are used wheris for the GDL porosityA for
membrane water content (mbbO/mol SO3), ¢ for relative humidity (0-1), andv for humidity

ratio.

The subscripamb is used to represent ambient conditioas for anode ¢ for capillary, ca for
cathodech for channelct for catalyst,da for dry air, dg for dry gas,e for electrode én or ca), fc
for fuel cell stack,H, for hydrogen,n for the control volume inlet or input, as an index for gas
constituentsk as an index for discretization (in time or spaddjr liquid water,mb for membrane,
N, for nitrogen,O, for oxygen,out for the control volume outlet or outpup,for pore,rmfor return
manifold, v for water vapor, anev for water (gas and/or liquid phase).

2.4

General Modeling Assumptions

In summary, the following general assumptions were made in developing thel predented:

Al

A2

The volume of liquid water within the GDL does not restrict the volume occupiethe
gases. The authors in [1] indicated that the diffusion of gas through Eledgcurs through
a hydrophobic macroporous structure, where as the liquid water travelgytihthe non-wet
proofed pores (a microporous structure), implying that the pore voluroepied by gases
is fixed. Examining the time scale decomposition of the reactant and water dyga]¢c
this assumption primarily influence the liquid water dynamics and due to the réfativall
change in liquid water volume between the GDL sections, has a negligible impaet- H
ever, if different boundary conditions were applied which significanthdifired the spatial
distribution of liquid water in the GDL sections, this assumption should be revisited
The internal cell structure (gas channel, GDL and membrane) is assunbedigothermal
and equal to the time varying coolant outlet temperature. However, thelgateimperatures
vary and are used to calculate the water vapor mass flow rates entraineithevigbhpplied
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reactants. Although it is true that a multi-cell stack with a large active area mdibubtedly
have thermal gradients within the cell structure and impact water trandiggrtiis assump-
tion is adequate for estimating the temporal evolution in cell voltage experimentekyneed
under both flooding and drying conditions, as will be shown in Section 2&dzounting

for dynamic thermal states within the gas diffusion layer adds a significgneéeef model
complexity which, while useful for design, may not be appropriate fotrobn

A3 The gas channels are treated as homogeneous and lumped parametigionaltydl flow
through the GDL is modeled in one dimension which neglects the differencerispiet
mechanisms for flow under the ribs versus under the channels. Althoudblsndo exist
which characterize all these complex phenomena, the inclusion of this addlidiomension
has a significant impact on the number of internal states in the model.

A4 The only mechanism for removing liquid water from the gas channels is threugpora-
tion. Although this is a common modeling assumption, it could result in an underésiima
of the total mass of water (liquid and vapor) removed from the anode dpunges. The
tuned model parameters may compensate for this underestimation but the idesstities
were physically reasonable and within ranges reported in literature assdextin Section
2.9. It has been shown [33] that liquid water droplet instability and thdteedludetachment
from the GDL to the gas channel can be a significant liquid water removdianém at high
current density (high gas velocity). Therefore, if this model is to be ederno high current
density operation, this assumption should be revisited.

A5 All gases behave ideally. The range of system operating temperatutgsessures permits
the assumption of ideal gas behavior for the gas constituents of interest.

A6 Hydrogen, oxygen and nitrogen molecules do not crossover throeghémbrane. Although
these thin polymeric membranes permit the crossover of molecules when tlaecensen-
tration gradient across the membrane [31], only the water crossovieraglysstate has been
considered in this work for the sake of model simplicity.

A7 Due to the relatively small gas flux within the GDL at the current density raogsidered,
the convective transport of gas due to bulk flow was neglected.

2.5 Gas Diffusion Layer Model Details

The diffusion of gas species in the GDL is a function of the concentratiadignt, transferring gas
from regions of higher concentration to regions of lower concentrafisrthe GDL pore space fills
with liquid water, the capillary pressure increases, causing liquid watertadl@n adjacent pore
with less water. The models used to describe the interrelationship betwetrarggmort and liquid

water flow are presented in the following subsections.

2.5.1 Liquid Water Capillary Transport

In hydrophobic GDL material, as the GDL pore spaces fill with liquid waterctygllary pressure
increases, causing liquid water to flow to adjacent pores with less watsrpfdtess creates a flow
of liquid water through the GDL, resulting in an injection of liquid into the chanAglplying the
conservation of mass to the GDL volume, the liquid water dynamics, which adse dapillary
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liquid water mass flowyf, and the molar evaporation raty,p, can be calculated by

(2.1)

ds_< 1 >avw_Revava
dt peAic) oy o

where the mass of liquid water in the GDL is expressed in terms of liquid wateasiatys, which
represents the fraction of the liquid volume to the pore volusre i /Vp), Atc is the nominal fuel
cell active areap; is the liquid water densityy, is the molecular weight of water, agds the GDL

porosity.
The flow of liquid water through the GDL is a function of the capillary presgradient [28, 44]
described by
At KKy (P JS
— ZRe) (22 2.2
W o ( %) 2.2)

where p; is the liquid water capillary pressurk, is the absolute permeabilityy is the viscosity

of liquid water, andK,; = S® is the relative permeability of liquid water. The relative permeability
function suggests more pathways for capillary flow are available as liqui waturation increases,
and is a function of the reduced liquid water saturat@rshown by

1-Sm (2.3)

S—S
< Sm - for sm<s<1
0 for 0<s<sm,

where, s, is the value of the immobile saturation describing the point at which the liquid water
path becomes discontinuous and interrupts capillary flow. This capillaryifi@&ruption occurs
whens < sy The results of capillary flow experiments using glass beads as porola siexv
thats, = 0.1 [44].

Capillary pressure is the surface tension of the water droplet integragedh®e surface area.
The Leverett J-function describes the relationship between capillaggyme and the reduced water
saturationS,

0 C0oSs6,
= 1.4175—2.1208 + 1.2635 , 2.4
J(9)

whereo is the surface tension between water and air,@&ns the contact angle of the water droplet
[44].
Finally, the molar evaporation rate is

P —py 2.5)

Revap = Vg

wherey is the volumetric condensation coefficient [4R]is the ideal gas constarit,is temperature,
pv is the water vapor partial pressure, gité is the water vapor saturation pressure which itself is
a function of temperature,

p= = 6.85319%— 4 T4 — 0.74324595T3 + 3041375T2 — 5561363 T + 3831801  (2.6)
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Data from steam tables in [64] were used to approximate the water vapoatgaiypressure re-
lation. When the partial pressure of water vapor is greater than the tsatupaessureRevap iS
negative, representing the condensation of water. A logical consimaist be included such that

if no liquid water is presents(< 0)) and the saturation pressure is greater than the water vapor
pressure, then water can not be evaporaRag{ = 0).

2.5.2 Gas Species Diffusion

The diffusion of gas species in the GDL is a function of the concentratiadignt, transferring gas
from regions of higher concentration to regions of lower concentrafibe.molar concentration of
gas specieg is denotedt; and is a function of the number of moles of gas within the pore volume,
Vp, Where

q:%% 2.7)

Diffusion of hydrogen and water vapor occurs in the anode GDL andliffesion of oxygen
and water vapor occurs in the cathode GDL. As a result, both the andd=a#irode gas diffusion
can be modeled assuming binary diffusion. It is important to note that nitrggens present in
the cathode. As a result, the nitrogen concentration in the channel is ¢ettatad assumed to the
constant through the GDL since it is not involved in the reduction reactitimeatatalyst. Ternary
diffusion must be assumed at both the anode and the cathode if nitrogesiouer were to be
considered. The total molar flux is related to the concentration gradientsesgied by

N; = —(Dj) 52 (2.8)

where(D;) is the effective diffusivity of the gas constituents in the GDL,

0.785
D)) =Dy (H"”) 1-92, 2.9)

1-0.11

for two dimensional bulk diffusion with flow perpendicular to the GDL carlfibers, whereDj is
the gas diffusion coefficient. Porosity, effective diffusivity and liquidter saturation for carbon
Toray® paper GDL, are modeled from [44].

Finally, the general temporal derivative of gas concentration as didunaf the local molar
flux gradient and the local reaction rak, of the particular gas species forms a partial differential
equation (PDE),

de o %

@ =y TR (2.10)

where Equations 2.8-2.10 are combined to yield a second order PDE.
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2.6 Discretization of the Spatial Gradients

Each gas diffusion layer is separated into (L=3) discrete volumes, showigure 2.5, to ap-
proximate the solution of Equations 2.1 and 2.10 for each of the constituents BDRh. Spatial

discretization of the GDL yields eighteen coupled ordinary differentiabéqons (ODES), describ-
ing the gas constituent concentrations and liquid water saturation, thaxappie the solution of

the original PDEs.

¢Wan,in ¢Wca,in
Cyp,an(ch) Co,ad ch)
cH;O,an( Ch) CH;O,ca( Ch)

Ny a3)

NHz,anB)

Wl,an(3)

1

: i

yWan,o‘ut | | | Wea,out
\ \ \

Anode Anode Membrane Cathode Cathode
Channel GDL GDL Channel

Figure 2.5: Spatial discretization of the gas diffusion layers. The directidghe assumed mass
flow rate is indicated with a solid arrow. The dashed arrow is used to indiesiedic mass flow
rates.

In the discretized GDL model, spatial gradients are approximated by differequations. Gas
concentration and reduced water saturation gradients are calculatgdausinvard difference ap-
proximation,

0‘~l’an _ wan(k)_wan(k+1)

3y (k) = 5 , (2.11a)
OPca,,  Wea(K+1) — ea(k)

dy (k) = 3y : (2.11b)

where Yan € {CHy.an, Cvan, San}, and Yea € {Co, ca; Cuca; Sa} denote the variables of interest and
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k € [1,L] is the spatial discretization index. Note, the different indices used heted@node and
cathode arise from the numbering system chosen for the discrete GD&,lafiewn in Figure 2.5.

The molar flux between GDL sub-volumes is calculated from the gas coatientgradients
by applying Equation 2.8 for each gas constituent, shown generally by

aCLe
ay

Nj.e(k) = —(Dj(k)) —==(K) , (2.12)
where the subscript has been introduced to refer generally to an electrode (either the anode o
cathode), and the effective diffusivity is calculated using the liquid wattration of theth sec-

tion from Equation 2.9. The following backward difference equationsiaesl to calculate the gas
molar flux spatial gradients:

3y (k) 5y : (2.13a)
de,ca o Nj,ca(k) — Nj,ca(k_ 1)
3y (k) = 5y . (2.13b)

The temporal ODEs describing the dependence of the gas concentratiche molar flux
gradients in each electrode are,

de"e . de’e .
deve, . ONye
dt (k) =— dy (K) + Revap.e(K) , (2.14b)

where the water evaporation rafyap.e(k), is calculated from Equation 2.5 with the water vapor
partial pressurepye of the kih section.

The spatial gradient of liquid water flow described in Equation 2.1 is disecktiz express the
temporal derivative of the liquid water saturation,

dsan . —VvaRevap,an(k) _W7an(k_ 1) ‘HM,an(k)

dt (k) o Vppl ’ (215&)
dsca _ _VvaRevappa(k) +\M7ca(k— 1) —\Mca(k)

where the mass flow rate of liquid water from Equation 2.2 is a function of thecex water
saturation gradient and the capillary pressipewritten generally for the electrode as

EAtcp KK e(K) Opce ,,  0S
K)=— ’ =(k)——(k 2.1
We(k) " 25 (05, ). (2.16)
whereagge(k) is calculated analytically from Equation 2.4.
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2.7 Boundary Conditions

The membrane and gas channels serve as time-varying boundary canébtiahe GDL model.
This section presents the application of mass conservation in the chanmell as the model for
the water vapor exchange between the anode and cathode through theamenfifis important to
remember that the spatial gradients within the GDL are approximated with finiezaliffe equa-
tions. A variable taken from a GDL section that is adjacent to the boundanterest will be

denoted byy (1) or (L), where(L = 3) indicates the section next to the gas channel @rnd
indicates the section next to the membrane.

2.7.1 Membrane Boundary Conditions

The reaction at the catalyst surface of the membrane results in a lossrogeyndand oxygen at the
anode and cathode, respectively. These fluXes(0), are used in the calculation of the molar flux
spatial gradients, described by

E=1 forj=H;

Ni(0) = —— with 247
190 = oA 2eF {fzz forj =0z, .

wherel is the total current drawn from the stack dnds the Faraday constant. The molar flux of
water vapor at the GDL-membrane bound&y,(0), is influenced by the generation of water vapor
at the cathode membrane surface as well as the flow of water vapor thiteeighembrane,

1

Nyan(0) = ng,mb : (2.18a)
1/ |

Nyca(0) = : <2FAfC + Nv.,mb) : (2.18b)

Note, a scaling factor of /& is used here to ensure that the water vapor mass flow rate through the
membrane is equal to the mass flow rate entering the GDL at the membrane tyounda

The water content of the membrane influences the membrane vapor ttambjotr establishes
a time-varying boundary condition for both the anode and the cathodee Thembrane properties,
described in [65], are assumed to be invariant across the membraaeesufhe spatial variation
of water vapor throughout the membrane is neglected due to the signififentice in thickness
between the GDL (432Zm) and the membrane (38m). It is important to note that the membrane
transport properties presented in this section are taken from experimwentaconducted at steady-
state. Non steady-state phenomena, such as membrane swelling andsisystetdd be added in
the future to improve model fidelity.

As with the other volumes, the membrane is considered to be homogeneousrget Ipa-
rameter. The flux of water vapor through the membra¥gs,, accounts for the effects of both
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back-diffusion and electro-osmotic drag, suggested by [65],

[ -
Nymb =Nd= — (J{\,\,D\,\,(CV’CE‘=mb Cuan,mb)

2.19
L o (2.19)

wherei is the nominal fuel cell current density/@sc), ng is the electro-osmotic drag coefficient,
Dy is the membrane water vapor diffusion coefficient, agds the membrane thickness. The pa-
rametera,y is a tunable parameter that will be identified using experimental data. Thectom
water transport mechanisms suggested in [15, 77, 12] are neglecteanlttegelatively small water
pressure gradients at these operating conditions. For a detailed revpmyblshed literature on
membrane water vapor transport models refer to Appendix B.

The electro-osmotic drag coefficient, described by [65], is calculatedus

2.5\
ng = 22mb

(2.20)

where the membrane water conteky, is defined as the ratio of water molecules to the number of
charge sites.
The water vapor concentration in the electrode at the membrane surface is

Cuem = DAY ) 2.21)
mb,dry

wherepm,ary IS the membrane dry densityln ary iS the membrane dry equivalent weight, ahd
is the membrane water content at the surface of the membrane next to eitheotteeor cathode
GDL.

The water vapor diffusion coefficient for a perflourinated ionomeric nramd, Nafio® 117,
was determined at 28 by [19] by applying a mass balance to determine the water vapor flux
through the membrane, resulting in

Dw=35x10° (’E*:) exp [_2T436]. (2.22)

Two different cubic polynomials were presented by [65] and [24] toteelgater activity to
membrane water content at3D and 80C, shown as

A2C =0.043+ 17.81a; — 39.854¢ + 36.0a° , (2.23a)
A$C =0.300+ 10.8a; — 16.0a% + 14.1a , (2.23b)

wherea is the water activity and the subscripis used here to distinguish between the anode or
cathode membrane surface and within the membrane itself{an, ca, mb}. To estimate the
water content at intermediate temperatures and sub-saturated conditiBhsudgested a linear
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interpolation between the two uptake isotherms shown in Equation 2.23, stich tha

A= (Af7C - 277°) (3;;_325’3) +A30C (2.24)
Itis important to note that these two uptake isotherms are applicable only wdtenig/in the vapor
phased; <1).

In [65] it was shown that a membrane equilibrated with liquid water has a watgeit of
A=16.8 at 80C, which differs from the water content when the membrane is equilibratedawith
saturated vapor. It was further indicated that the water content is sentiemperature when
equilibrated with liquid water, but assumed to be a linear relationship betweeldp=1] and
[A=16.8a=3] regardless of temperature, due to a lack of data regarding the mesreaaitibration
for water in both the liquid and vapor phase. Similarly, we assume a linear redaijpbetween the
membrane water content when equilibrated with water vapor, shown in Eq2a#ié fora;=1, and
the value ofA = 16.8 ata=3 published by [65], such that

_pa=l
A= (BB gy ae (2.25)
: 3-1 : J

for 1 < a; < 3. Further experimental results from [81] and [24] provided datardiga the tem-
perature sensitivity of the membrane water content equilibrated with liquid wdadsvever, fitting
this data points to a non-monotonic behavioneff(a), at some temperatures within the operating
range of the PEMFC, during the transition between water in the vapor ard fipasesd = 1),
hence this relationship is not considered in this work.

Finally, the membrane water activity is assumed to be the average betweendecsaudl cath-
ode water activities (defined by the GDL sections closest to the membrdaeejuidescribed by

Ban(1) +2eal1) eraca(l) and ag(1) = p‘g;(ﬁl), (2.26)
wherepye(1) is the water vapor pressure in the GDL layer next to the membrane, calcukited
the water vapor concentrations.

Note: it is assumed that reactant molecules do not transfer through the arenii®tween the
anode and the cathode. Additionally, only water vapor can penetrate therar@mhbot liquid water,
implying W ¢(0) = 0.

The calculation algorithm for the membrane boundary condition used to reteste @DL water
vapor partial pressures to the membrane vapor flux is shown in Figuren2@nmary, the water va-
por partial pressures in the GDL section closest to the membrane suafeagsed to determine the
water activity in the first GDL section, which is assumed to be equal to the membrater activity
at the membrane-GDL interface. These two membrane water activities aagesi¢o calculate the
lumped membrane water activity, which influence diffusion and electro-osmi@g: Finally, the
net water vapor flux is calculated, given diffusion, drag and the watpowconcentrations at the

b =
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membrane surfaces.

Pv,ca(l) »| aca (1) » hea > Cv,ca,mb —>
ng »
a
:: mb > 7"mb Nv,mb
Dy >
>

Aan | Cv,an,mb [

Pran(1) > 2an (1)

Figure 2.6: Summary of the calculation procedure to determine the membranevajpbe flux
given GDL section (1) water vapor partial pressures.

2.7.2 Boundary conditions at the cathode channel

The concentration of oxygen and water vapor in the cathode chasgelsiL + 1) andcyca(L+1),
are used for the calculation of the gas concentration gradient for theggEtion next to the chan-
nels,‘?‘;")',ca (L). Mass conservation for the gas species in the cathode is applied usirghbdeinlet

conditions as inputs, requiring measurements of the dry air mass flowNate,in, temperature,

Teain, total gas pressureain, and humidity,gain, along with the cathode outlet pressupgs out -
After completing several experiments under a range mass flow rates aneréunps, it was found
that the cathode inlet total gas flow was fully humidified and the cathode outépressure was
approximately atmospheric, motivating the assumptionsghat=1 andpca out=Patm-

The mass flow rate of the individual gas species supplied to the cathodeeaitzee calculated
as follows:

Woz,ca,in = on,ca,iana,caJn;
WNZ,ca,in = XNz,caJana,ca,in, (2.27)
Wicain = WeainWdacaiin,

where the humidity ratiop, is generally defined by

sat
w— My @p _
Mag P— @Pp

(2.28)

for a gas-water vapor mixture, with the mass fraction of oxygen and nitrogéhe dry air {a)
defined asx,, = y,,M,, /Mda andx,, = (1 -V, )M, /Mda, WhereMga = Yo, M, + (1 —Y,,)M,,
andy02 is the oxygen mole fraction in dry air.

The gas species mass in the cathode channel are balanced by applysngpntasuity:

dnbz,ca(L+l)

Ot = WOz,caJn - W027C370Ut +W027ca(L),
d ca(L+1
%TM = WNZ,Ca,in - WNZ,ca,out, (2.29)

IMucalltD) — Wgg i — Wm0t -+ Wica(L)-
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The cathode channel pressure is calculated applying Dalton’s law saich th

L+1 L+1
RT (Mo, call+1) My call+ )>+min[p’m RiMua(L+ D)1 5 50

Li1) =
Pea(L+1) vca< M M T MV

7] Np

~~

Pogea(Lt) Puall+1)

Although in the physical system the cathode air mass flow rate may be rédpdios removing
some liquid water from the cathode channel, for modeling purposes it isnasisthat all water
exiting the cathode is in the form of vapor.

The mass flow rate of gases exiting the cathode are calculated as:

Wca,out = kca( pca(l— + 1) - pcaput);
Wda7ca,out = mwca,ouh
Woz,caput = on,ca,ctha,ca,out, (2.31)

V\(/,ca,out = Wca,out - Wa,ca,ouu
WNZ,caput =(1- on,ca)Wda,ca,out;

wherek, is an orifice constant found experimentally. For a detailed description @irtwess used
to identify the orifice constants with experimental data, refer to Appendix lthafigh the mole
fraction of oxygen at the cathode inlet is assumed to be constankin = 0.21, the mole fraction
of oxygen in the channel (driving the outlet mass flow rates) is depéngem the oxygen mass
(pressure) state in the channel, such ﬂgg@a = p027ca/ Pca-

Finally, the oxygen and total water mass flow rates between the GDL andahealiWo, ca(L)
andWyca(L), must be calculated to solve the mass conservation equations shown in Bqu2¢io
The oxygen mass flow through the GDL-channel interface is a functidineobxygen molar flux,
No,(L). The total water mass flow raté{yca(L), exchanged between the GDL and channel is a
function of the liquid water mass floW\ ca(L), and the water vapor flut\,ca. Both the oxygen
and total water mass flow rates are described by

WOQ,Ca(L) — NOz(L>M02£AanC9”57

(2.32)
Wica(L) = (W ca(L) 4+ Nyca(L)MvEAtc) Nealls

where the assumptid®,(L + 1) = 0 is employed in the calculation of the reduced water saturation
gradient to determine the liquid water mass flow rate between the GDL-chateréhce W ca(L).
Within the channel, the volume of liquid water is assumed to be negligible compéttethe total
channel volume, motivating this assumption t&a(L + 1) =0.

2.7.3 Boundary conditions at the anode channel

Similarly to the cathode, the inputs for the anode calculations are the measwidsl ialet condi-
tions including the dry hydrogen mass flow ratéy, anin, the supply manifold temperatur@n in,
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the total pressurean,in, and the relative humiditypnjn. Dry hydrogen is supplied to the anode, as
a resultgsnin= 0. The resulting mass balances for hydrogen and water are:

dez‘a_n(L+1)

dt = V\4—|2,an,in - \M—Iz,an,out —V\4—|2,an(|—),

(2.33)
el — Wy in — Whan, out — Whan(L)-

The dry hydrogen inlet mass flow raWy, anin = Kan,in(Panin — Pan(L + 1)), is controlled with
a pressure regulator to maintain a constant anode inlet total presserproidess used to determine
the anode orifice constants is provided in Appendix A. Because the gwaisupplied to the anode
is dry, the vapor mass flow rate is assumed to be 2A8@,({r= 0). In calculating the anode total
channel pressure, both the partial pressures of hydrogen andwaata must be estimated such
that,

at RTMyan(L+1)

Pan(L+1) = M Vo

m,, (L+1)+min|p (2.34)

M,,,Van

Pryan(L+D) Puan(L+1)

The total mass flow rate leaving the anode chagl,o, exists only during an anode gas
purge to remove both water, and unfortunately, hydrogen. The eqsafiantifying the hydrogen
and water vapor mass flow rates leaving the anode channel are edeasss

Wan,out = kanput ( pan(l— + 1) - panput)a
WHZ.,an,out = mwan,outa (2-35)

V\A/,anput = Wan,out - WHZ,anput-

Similarly to the cathode, the gas and liquid water mass flow rates between ther@hannel
are calculated by
Wh,an(L) = Ni, (L)Mh, €At cNealls,
Wian(L) = (W an(L) + Nyan(L)MvEAtc) Neals,

where the assumpticd®,(L + 1) = 0 is employed in the calculation of the reduced water saturation
gradient to determine the liquid water mass flow rate between the GDL-chateréhce W an(L).

The calculation of the mass flow rates leaving the anode channel depetius measurement
of the anode outlet total pressum@y o, Shown in Equation 2.35. The anode outlet pressure can
also be estimated using a similar approach as presented for the anodel@mhdocumented in
[52], whereWan rm = Kan,rm(Pan.out — Pamb), resulting in the addition of two states (hydrogen and
water mass in the return manifold).

(2.36)

2.8 Output Voltage Equation

In this section, the voltage equation is presented as a mapping from theappairent density,
reactant concentrations, temperature and membrane humidity conditionsitdifar current den-
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sity used throughout the presentation of the voltage model are given irfAécroonsistency with
other published models.

Once anode flooding occurs, we associate the resulting voltage degnadih the accumula-
tion of liquid water mass in the anode channel,

P MyVan

2.37
/| (2.37)

M an(L+ 1) = mex {o,mm,an<L+1> -
where the mass of water in the anode chanmghs(L + 1), is taken from Equation 2.33. The ac-
cumulated liquid water mass is assumed to form a thin film of thickngsslocking part of the
active fuel cell areai¢c, and consequently increasing the apparent current density [40],

. AN I(A)
0 (o) = 10000057 e

where the apparent fuel cell ar@gyp is approximated as

2mM an(L+1)

Aapp = Afc —
PP ¢ Neells P1 twi

(2.39)
The scaling factor of 2 in Equation 2.39 was used to account for the faiootte half of the surface
area at the GDL-channel interface is occupied by channel ribs, whdtites the area available for
the formation of a liquid water film. This methodology for relating the accumulatichefiquid
water in the channel to a restricted active area was first proposed]iarfd@ similar methodology
was employed by [22]. Some models that deal with cathode flooding, hovpegpose an increased
current density due to the water accumulation in the catalyst layer at ther&hbrane interface
[74]. Ongoing experimental work from many researchers has focoiseuantifying this accumu-
lation of liquid water using direct visualization [37] or neutron imaging techesq@0, 10, 32].

The thickness of this water laydy, is a tunable parameter that impacts the rate at which the
active area is reduced and in turn the rate of voltage decay as the liquidagatenulates. Note
that the notion of apparent current density, influenced,byn the gas channel, is a simplification
of the flooding phenomena that nevertheless captures the experimentatyeth dynamic voltage
behavior of a multi-cell stack under a range of conditions including botldiit@pand non-flooding.
As shown in Section 2.9, this tuned parameter is similar to that experimentally dezermifiO0].

Once the apparent current density is calculated it is used, together wiplautti@ pressure of
the reactants in the anode and cathode GDL sections next to the membragteritame the average
cell voltage. The average cell voltage,is equal to the theoretical open circuit voltage,minus
the activationlUag, and ohmicUghmic, l0Sses such that

V= E — Uazt — Uohnic - (2.40)

We have assumed that the concentration voltage loss due to a mass trims{adicn at high cur-
rent density is negligible as a result of our operation at relatively lowectrdensitiesi(< 0.4
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Alcm?).

The theoretical open circuit voltage, if the chemical reaction was a iblegrocess, varies
with respect to reactant partial pressures and temperature accordimg ¢hange in Gibbs free
energy and the Nernst Equation [48],

E (AH TAS) RT | sz,an(l) poz,ca(l)

oF 2k ) TE " (Po) 5 ’ (2.41)

whereAS andAH are the differences in entropy and enthalpy from standard state cosdpipis
the standard pressure, and the oxygen and hydrogen partial rmzas',%lzj,ca(l) and szyan(l), are
located in GDL Section 1 next to the membrane.

The activation overvoltage accounts for the energy required to drezehibmical reaction (a
deviation from equilibrium), as well as the loss current density resulting the transport of molec-
ular hydrogen from the anode to the cathode through the membrane. Thactotation voltage
loss was parameterized according to [3], such that

RT  /iapp-+i
Uset = Ko I (W) , (2.42)
(0]

whereK; is a tunable parameter representing the reciprocal of the charge treosfiécient,ij s is

the loss current density due to hydrogen crossaygyis the apparent current density that is a func-
tion of the reduced active area due to the accumulation of liquid water at thecB&nnel interface
from Equation 2.38, ang is the exchange current density which is a function of the reactant partial
pressure and temperature [3], expressed as:

. Po, ca(1) “ Ec T
o =Ko T exp[—RT (1— To)]’ (2.43)

whereK, andK3z are tunable parametel; is the activation energy for oxygen reduction on Pt, and
T, is the reference temperature.

The ohmic voltage loss is dominated by the membrane conductivity as well asrteetcand
bulk electrical resistance of the conductive materials. This loss was séxpatimentally in [65]
to have the following functional form,

tmp Ty (RN
Uohmic = Ka ™ a 1268 353 1)

o0 | 244
(b11Amp — b12) app (2.44)

whereK, is a tunable parametetry, is the membrane thicknesls;; and b, are experimentally
identified parameters from [65], aidgy, is the membrane water content from Equations 2.23-2.25.
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2.9 Parameter Identification Approach

Lacking a practical experimental means to measure the spatial distributioatef mass in the
anode and cathode of a large multi-cell stack for the use of online conteoluthped-parameter
two-phase flow model developed here is indirectly calibrated and validatedlgih model predic-
tion of the effects of flooding on cell voltage. A reasonably wide variatiothan experimental
operating conditions have been examined, including both flooding andlowming conditions, to
ensure that the model adequately estimates the relationship between GDhdland cell voltage
degradation. The range of operating conditions examined is limited due topeuatmn with a
stack, not a single cell, and our desire to minimize cell to cell voltage variattfis [

There exists two sets of model parameters which must be either calibratetedr tihe cal-
ibrated parameters are based on the fuel cell hardware specificdtsded,in Table 2.1. These
parameters may require additional experiments to determine, such as the apifitants describ-
ing the back pressure flow characteristics for each gas channel. deinited description of the
process used to tune the orifice constants refer to Appendix A. Therkpavameter values taken
from published literature, are listed in Table 2.2.

Table 2.1: Parameters required based on PEMFC stack specifications.

Symbol Definition

A:=0.030 nt fuel cell nominal active area
K=2.55e-13 rA[44] absolute permeability
Mmmb,dry=1.0 kg/mol  membrane dry equivalent weight

Neal1s=24 number of cells in stack

tg=0.5 mm total GDL thickness

tmp=0.038 mm PEMFC membrane thickness (includes catalyst layer)
V2=380 cn? cathode channel volume

Van=430 cn¥ anode channel volume

Van,rm=345 cn? anode return manifold volume

€=0.5 [44] GDL material porosity

Prrb.dry=1900 kg/n?  membrane dry density
Keain=11.3e-7ms cathode orifice constant
Keaout=11.3e-7ms  cathode orifice constant
Kanin=9.34e-7ms anode orifice constant
Kanout=9.34e-7ms  anode orifice constant
Kanrm=11.3e-6 m's return manifold orifice constant

The two water related tunable parameters that require experimental ideiatifiaee the: scaled
“stack-level” membrane back diffusiom,,, of Equation 2.19, and thickness of liquid water layer
accumulating at the GDL-channel interfatg, of Equation 2.39. Additionally, there are four tun-
able parameterk;-K, associated with the output voltage in Equations 2.40-2.44. Although the
water related parameters do not appear linearly, the voltage equatiore cearbanged such that
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Table 2.2: PEMFC modeling parameters found from published literature.

Symbol Definition

b17=0.005139 m ﬁ?g)(Qcm)—l [65] membrane conductivity parameter
b1,=0.00326(Qcm) ~1[65] ohmic resistance parameter
Dy,=114 mnt/s [44] hydrogen diffusion coefficient
Do,=30.3 mnt/s [44] oxygen diffusion coefficient

E:=66 kJ/mol [3] activation energy

F=96485 C/mol e Faraday'’s constant

AH=-228,740 J/mol Enthalpy difference from STP (water in vapor phase)
ilos=1 MA/cn? [3] loss current density

L=3 number of GDL sections
Mn,=0.002 kg/mole hydrogen molecular weight
Mo,=0.032 kg/mole oxygen molecular weight
Mn,=0.028 kg/mole nitrogen molecular weight
Mh,0=0.018 kg/mole water molecular weight

Po=1 atm standard state pressure

R=8.314 J/mol K universal gas constant

Sm=0.1 [44] immobile saturation

AS=-44.43 J/mol K Entropy difference from STP (water in vapor phase)
To=298.15K standard state temperature
Vp=2.5 cn? GDL section pore volume
0y=0.167 mm GDL discretization width

y=900 s1 [44] volumetric condensation coeff.
6.=60 degrees [44] contact angle

u=0.405 g/m s [44] liquid water viscosity

p=997 kg/n? liquid water density

0=0.0644 N/m [44] surface tension

each of the tunablK’s is linear in the coefficient,

) RT (. Ec/1 1 BT R (bl
V:E—Kl? (In (lapp“‘llos)-i-ﬁc <T—TO>) +|n(K2) Kl?+K3 Kl? In (02p0>
tmb —1268(1_1)] . _
—Kq [e 337 T i +i ) 5 45
(b11Amy — b12) (iapp +iloss) (2.45)

The relationship of the voltage model to the GDL model and boundary conslisashown in the
block diagram of Figure 2.7. The resulting cell voltage output is first coethto the measured
value for parameter tuning and then for model validation.

Given a set of values fom,, andt,;, the voltage parameters were identified using linear least

squares to minimize the difference between the measured average celévaliagd the modeled
cell voltage v; using the cost function

3= [ W) 9" o)~ aojar, (2.46)
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Figure 2.7: Block diagram indicating the inputs and outputs from the GDL atlidge models. The
dashed rectangle encompasses the GDL model.

over the experimental testing timgyp. The statistics associated with the estimation error were
examined over a range &dny,t,] pairs to find the locally optimalay,tw] combination and the
resultingK values.

In the physical stack hardware, there are 24 individual cell voltagegjbmeasured. The aver-
age and median cell voltages exhibit similar dynamics with a relatively small eliféerin voltage
between them. However, there is a significant difference in the magnitutideatiation between
the minimum and maximum cell voltages. As a result, the use of either the minimum or nmaximu
cell voltages for parameter tuning results in an underestimation or overestinoétioe degree of
flooding. For these reasons, the average cell voltage is used for tnodwe.

2.10 Model Calibration Results

Experimental calibration data were collected for a range of nominal stackntudensities from
i=0-300 mA/cn, air stoichiometries of 250% and 300%, and coolant outlet temperatun@s fro
45-6FC, at an anode inlet total pressure of 1.2 bar, as shown in Figure 2.8lafization curve
(I-V) was conducted at approximately 70 minutes, at which time the purgeswere temporarily
disabled. The purge events were scheduled to occur every 180dsefoora duration of 1 second.
During purge events, the purge solenoid valve was momentarily opergakieg the anode outlet
manifold to ambient pressure. As a result of this decreased anode te$alipe, the manual pres-
sure regulator, which tries to maintain its downstream pressure, incréresagidrogen mass flow
rate through the system. Following the closure of the purge solenoid vahedl, spikes in pressure
occur as the pressure regulator readjusted its delivery pressure.

As shown in Figure 2.8, the initial coolant outlet temperature setpoint wa€ add then
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changed to 60C at approximately 185 minutes. Thermostatic controllers were used to control
the heat exchanger fans to regulate the coolant outlet temperature. gesféms were cycled,
oscillations in temperature were induced.

The standard deviation in the cell voltage measurements was greater atiigft density (300
mA/cn?) than at low current density [57]. This increased uncertainty at higreotidensity, seen
in Figure 2.8, was due to both the increased difference in the cell to celpeoli@riation as well
as the increased excursions in cell voltage between anode purgesowdgrat high current density
the cell with the minimum voltage exhibited greater voltage excursions betweele @urges than
the cell with the maximum voltage. However, the mean and median voltages had siymitamic
and steady-state responses.

For the purposes of model calibration, a portion of the calibration dataaestelected to in-
clude a range of both transient and "steady-state” operating conditibhis. portion of data is
indicated with a black in the voltage plot shown in Figure 2.8. Data at open-circuit were avoided
due to the high uncertainty associated with operation at open-circuit vdbdafe The identified
parameters resulting in the smallest mean, maximum and standard deviation itirttaies error
over the set of,, €[7,12] andt,; €[0.09mm,0.16mm], while still capturing the trend in the voltage
response during flooding conditions, are shown in Table 2.3.

Table 2.3: Experimentally identified parameter values

Parametell Tuned Value
K1y 1.00
Ko 1.24 uAlcm?
Ks 2.05
Ka 3.40
Ay 10.0
twi 0.14 mm

2.10.1 Model Predictions

Using the identified parameters, the model was simulated to produce voltagetiestinfar the
entire calibration data set. Figure 2.9 shows the model estimation at 300 rhBé&tween 180-200
minutes. The second subplot compares the nominal current densityA¢, to the apparent cur-
rent densityjapp from Equation 2.38, based on the apparent surface area that is okétlby the
liquid water film at the GDL-channel interface.

As liquid water accumulated in the anode gas channels, the apparentareasid, causing an
increase in the apparent current density. Following a purge, the liquir was removed and the
apparent current density returned to the nominal value. Following sorgeguot all of the water
was removed from the gas channels, causing the apparent cumaityyde remain greater than the
nominal current density. Since the apparent current density wastaisadculate the cell voltage,
the estimation of cell voltage is then sensitive to the degree of flooding in theeayas channels
and GDL. The values for the identified parameterg,andt,; influence the rate at which liquid
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water accumulates in the gas channels (impacting the rate of decay in voltagebegurges) as
well as how much liquid water mass accumulates in the gas channel (how muabitdge recov-

ers following a purge). When all of the liquid water was removed from tleaf@nnels, the cell
voltage returned to approximately the same value following each purge event.

Although the voltage prediction is an indirect means for evaluating the oyeedllictive ability
of our model, voltage is a stack variable that combines the internal statessiatikeand provides
an accessible, cheap, fast and accurate measurement. The modeatedg@aptured the trend of
the voltage decay and subsequent recovery after an anode puvgimg Blote here, for the entire
calibration data set, the average estimation error was 2.9 mV, the maximum estinairomss 42
mV and the standard deviation in the estimation error was 3.6 mV.

In addition to adequately capturing the temporal evolution in voltage durindifigpthe model
accurately estimated the reactant dynamics during load changes. Tebhamtsn cell voltage dur-
ing a step change up in current from 0.25 Afcto 0.3 A/cnt at approximately 183.4 minutes,
is shown in detail in Figure 2.10, along with subsequent purging eventsli®@a/ minutes. A
decrease in the partial pressure of oxygen at the cathode membréame saocurs due to volume
filling dynamics; however, there was very little deviation in the hydrogen parssure during the
load change. As a result, the reactant starvation occurred predomiparitig cathode and not the
anode under these operating conditions. Referring back to Figure .8yéhshoot in cell voltage
at approximately 198 minutes for a step change down in current from 018%Aw 0.25 Alcn?
is also well approximated. Note here, for simulations of reactant dynamigsgda load change
reported in [53] and [73], the model predictions were not compared wjikremental data.

Figure 2.11 displays the predicted water vapor partial pressures, tickWwater saturation, and
the mass of liquid water accumulating in the anode channel during the samenhkragkcand sub-
sequent purging events as described previously for Figure 2.10slderise in the water vapor
partial pressure was due to the increase in the cell operating temperature.

Immediately following the purge valve opening, the mass of liquid water in theeanbdn-
nel was evaporated into the bulk gas stream (due to the increased éydrass flow rate during
the purge). The volumetric condensation coefficigntin Equation 2.5, influenced the non-
instantaneous rate of evaporation of water vapor in the GDL section allahéngater vapor partial
pressure to decrease before all of the liquid water was removed fro@DRQhesections.

The liquid water saturation in the GDL section closest to the chasggB), decreased most
significantly during a purge. Liquid water flowed from the GDL towards tiremel until the immo-
bile saturation limit was reachesh,(3) < s, at which point only water vapor entered the channel
from the GDL. Liquid water does not flow from the GDL to the anode chharfiokkowing the purge,
until the liquid water saturation in the GDL exceeded the immobile saturation limit. If tingep
event were to have occurred over a longer time interval, more water iraff@ anode GDL would
have been removed, causing a more significant impact on the cathode liateidsaturation due to
the water vapor transport through the membrane.
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Figure 2.10: Reactant dynamics during a load change and anode pavging The first two sub-
plots show the cell voltages along with the nominal and apparent curnesitiés. The 24 individual
cell voltages have thin faint colored lines with the measurement averaggeoita thick solid blue

line and the estimated voltage in a thick dotted red line. The third and fourth ssisplow the oxy-

gen and hydrogen partial pressures in each GDL section (1-3) aasvellthe channel (4). A load
change and anode purging event occurs at approximately 183.4 ar@imiutes, respecitvely.

2.10.2 Estimation Sensitivity to Tunable Parameters

The sensitivity of the voltage parametekg:-Ky, to the water related tunable parameters is shown
in Figure 2.12. The first voltage parametks, which scales the total activation overvoltage and
effectively shifts the polarization curve at low current density, is massisge to the thickness of

37



0.17
© = 0.15
o [
> N
(X Qo
A3 0.13
183 184 185 183 184 185
Time (min) Time (min)
0.16 0.14
o_15__ .................. 043w B — ---------
I E § ——n
* o 0.12 ! L
0.14 0.11 ! /./
"""""""""" 1 -
0.13 0.1 !
183 184 185 183 184 185
Time (min) Time (min)
4
g 1 E
8 £3
(7] —
0 0.5 ¥ 2
> 5
& g 1
0 0
183 184 185 183 184 185

Time (min) Time (min)

Figure 2.11: Water dynamics during a load change and anode purging @V first row of sub-
plots shows the water vapor partial pressures in the GDL and chanmelsh&nnel is indicated by
a solid line and the three GDL sections are represented by dashed lireseddnd row of subplots
displays the liquid water saturation in the GDL. Finally, the third row of subplaiates first the
state of the purge solenoid valve (0 indicates the valve is closed and 1 meavel\é is open),
followed by the mass of liquid water accumulating in the anode channel.

the anode channel water layer@gincreases. The second and third tunable voltage paramiéters,
andKs, influence the exchange current density and tend to increasgiasreases ok, decreases.
The fourth tunable voltage parametis, which scales the ohmic overvoltage and shifts the linear
portion of the polarization curve, decreasesigsncreases of, decreases.

As expected for all four voltage parameters, a greater change K tleue occurs as in-
creases. If less water is transported to the anode from the cathode d¢g/natien less liquid water
accumulates in the anode gas channel, the apparent current densitgic®gs the nominal current
density, and a single set &f parameter values results. In addition, for a giegyy ast,, increases,
the voltage parameters will approach the value seen atapw Physically, a smalb, or large
tw results in less voltage sensitivity to anode flooding. Interestingly, for laygehe K, voltage
parameter, which scales the exchange current density and influeecastitration overvoltage, is
most sensitive t, . The influence ot andt,, on the temporal voltage evolution will be discussed
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further.

Of course, the resultant tuned value of the voltage parameters is nohiicgigce as compared
to the resulting voltage estimation. As a result, the estimation error statistics ovedili&tion
data set were compared at varioas, t.] pairs. The mean and standard deviation in the voltage
estimation errory(t) — V(t), as a function of the tunable water-related parameteysandt,,, are
shown in Figure 2.13. In general, over the range of parameter valusgleoed, an increase i,
results in an increased estimation error mean and standard deviation anceasénin the thickness
of the water layer accumulating in the anode gas chafpeftesults in a decrease in the estimation
error statistics.

Interestingly, a decreased estimation error does not imply that the estimationres/edp For
example, for smaldr, the net water vapor mass transport from the cathode to the anode iaskatre
implying less liquid water accumulates in the anode gas channel, resulting in gevelkimation
which does not appreciably vary between purges. Of course, tcasethe sensitivity of voltage
on the accumulation of water mass in the anode channel for a giyetmet,, parameter could be
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Figure 2.13: Voltage estimation error mean and standard deviation as a fuotctiee water related
tunable parameters.

decreased to increase the temporal voltage degradation between fAsgen in Figure 2.13, as
ay, increases, the change in the estimation error for varyjnalso becomes more prominent.
Physically, as the net membrane water mass transport from the cathodeatmtteeincreases,
by increasingay, an increased mass of liquid water accumulates in the anode gas chanmel. At
given liquid water layer thicknesty, this increased water mass results in a faster voltage degrada-
tion between purges. However, each new value for these tunable whted parameters results in
a different set of optimal set of voltage paramet&rsK,4. Figure 2.14 compares the influence of
the tunable water-related parameters on the voltage estimation betweenwhegesew optimal
voltage parameter&;-K4, are generated for each pair of water-related parametggsy]. In this
case, an increasen), shifts the voltage estimation however maintains a similar voltage degradation,
wheread,y has a more significant impact on the voltage decay rate.
However, if the voltage parameters are not recalculated for eachamgty;| pair and instead
are kept at the identified values shown in Table 2.3, the influence of thetse related parameters
is more obvious, as shown in Figure 2.15. The sensitivity of the voltage estimatitow much
more pronounced. Additionally, the impact of the increased membrane watsptrt on the volt-
age decay rate between purges is clear. Note, the mass of liquid watemdating in the anode
channel is a function of, and nott,; or the voltage parameters.
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Figure 2.14: Influence of the water related tunable parameters on thealetion of liquid water
in the anode channel and the resultant voltage estimation. The first sghples anode channel
liquid water mass. The second and third subplots show the voltage estimatidaragian of a,,
andty,.

2.11 Model Validation Results

For the purposes of model validation, the calibrated model was simulated vehiesental inputs
that were not considered in the calibration process. The resulting mostitpons are shown in
Figure 2.16 and compared with the actual cell voltage measurements at ferentifioad levels.
The data shown demonstrates the model predicting capability over a rangeerit densities and
air stoichiometries. At approximately 162 minutes, the air stoichiometry was sexldeom 200%
to 300%, causing a more significant increase in the voltage estimation (thttoeiglartial pressure
of oxygen at the membrane boundary) than was experimentally obsebDespite the increased
error associated with the oxygen partial pressure, the model corrsttlyated the degree of anode
flooding at various current densities, correctly predicting no signifitanding at low loads. As
the load level was reduced, the degree of flooding decreased, wtieknsfrom inspection of the
difference between the apparent and nominal current densitiestatczatlevel. As a result, the
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Figure 2.15: For fixed voltage parameters, the influence of the waterdelatable parameters on
the voltage estimation.

deviation in voltage decreased between purges, which was experimewotailyred.

For the entire validation data set, the average estimation error was 8.7 mV, thaumagsti-
mation error was 105 mV and the standard deviation in the estimation error vias1¥1Although
these validation error statistics are approximately two times greater than thestatistics asso-
ciated with the calibration data, at all times throughout the experiment the estimateje cell
voltage was bounded between the measured minimum and maximum cell voltdgks areasured
cell to cell variation was larger than the average estimation error.

Although the model of the reactant and water dynamics results in an acestatmtion of the
voltage degradation between purges, we have made the assumption thagthtadion was solely
due to the accumulation of liquid water in the gas channels. However, it ien@tde that some of
this degradation could be due to the accumulation of nitrogen on the anodessdtaf operation
with air, rather than pure oxygen, or catalyst flooding. Our model hasbtarparameters that can
compensate for these model assumptions and simplifications, but it is verytémiptar check the
tuned parameter values against other published values. As Table 2.8, shevtunedr,, andt,,
are reasonable and within the range of published results [56, 10].
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Figure 2.16: GDL model validation results. The first subplot shows the @idual cell voltages
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nominal and apparent current densities. The third subplot containadide and cathode inlet total
pressures. The fourth subplot is the temperature of the water coolaingehe stack.
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Chapter 3

Membrane Based Humidification System Model

To actively manage the amount of water entrained in the reactant gas stwgaptisd to the fuel cell
stack, a membrane based external humidification system is proposed likéuitte fuel cell model
presented in Chapter 2, the humidification system leverages input/outputnem@asts for cheap,
accurate and fast control. To design adequate controllers for thdioation of this humidification
system, a low order, control-oriented model was devised based onrfirsiptes and is calibrated
and experimentally validated, as shown in this chapter. Although we hausdd®n humidifying
the cathode reactant stream, the same techniques could be applied to theeawbant stream as
well. The subsequent control objectives, controller development, lasddloop implementation
are later discussed in Chapter 4.

3.1 Humidification System Operation

This section provides an overview of the humidifier system operation aigrderiteria. The exper-

imental hardware associated with the humidification system is then detailed,imckehsor and

actuator specifications, placement and functionality. While this humidificatisteisyis capable of

regulating either the anode (hydrogen) or cathode (air) gas streansydieen was designed for
pre-treatment of the reactants supplied to the fuel cell cathode.

3.1.1 System Description

The external, membrane-based, humidification system is used to contrélbbdell cathode inlet
relative humidity and temperature. The purpose of the external humidifierdsliicer moist air
to the cathode inlet of the PEMFC stack betweef-6% C and 50%-100% relative humidity at
dry air mass flow rates between 0-45 slm. These specifications are batdexlexpected operating
temperature and current density range of an 8-cell PEMFC stack witttiae area of 300cfh

To control the temperature and the amount of water vapor entrained withrteepgplied to
the fuel cell, a membrane-based humidifier, water heater, water resaivtiypass, and gas mixer
are used. The path of the air and water are shown in Figure 3.1 along wittotipding of the
humidification system and the fuel cell stack.
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Figure 3.1: External humidifier system overview, detailing the reserveitemheater, humidifier,
bypass, and gas mixer as well as the relationship of the humidification systamfteel cell stack.
The small thin arrows indicate flow directions and the large thick arrows italloaations where
heat is added to the system.

The humidifier is designed to produce a saturated air-vapor mixture at araomeethat is con-
trolled by the water heater. The humidifier utilizes specially design polymeric nagrabito permit
vapor transport through the membrane without transferring liquid waterisAntroduced to the
surface of one side of the membrane, while liquid water passes acrosthéesorface. Due to
the water concentration gradient across the membrane, liquid water ategpand is transported
through the membrane to be injected into the air stream. This polymeric membraretieatsally
conductive, allowing the hot liquid water to heat the relatively cold incoming Eie membrane
surface area and the number of humidification cells are designed to ehatitke air leaving the
humidifier is saturated for the entire range of expected operating tempesatess flow rates, and
membrane pressure gradients.

The total air mass flow rate (through the humidifier and bypass) is dictatecttiyehcell load
demand and desired stoichiometric ratio of air delivered to the fuel cell dathichus, the total dry
air mass flow rate through the humidification system can be thought of as ediste. By control-
ling the amount of this total air flow demand supplied to the humidifier and thassggeaaround the
humidifier, to be joined in the gas mixer, the relative humidity of the mixer exhasstan be reg-
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ulated. The dry air is supplied to the humidification system at approximately atibraperature
and is delivered to mass flow controllers (MFCs). These MFCs are usadapendently control
the mass flow rate of air supplied to the humidifier and the bypass.

A critical aspect of operating the air-vapor circulation system, is prevgriimdensate from
forming. Remember, the flow of air leaving the humidifier is a saturated airrvapture at some
temperature dependent upon the operating conditions of the humidifiere Hithbypassing the
humidifier is colder than the air leaving the humidifier, the mixture of the two gaarstewill
create condensation. As a result, the bypass temperature must be witeddoy the bypass
heater. To further avoid condensation during gas mixing, the mixer is heategintain the desired
temperature prior to being supplied to the cathode of the PEMFC stack.

Liquid water is delivered to the humidifier system from the water reservair @rculated
through the water heater and humidifier before returning to the resecemnprising the humid-
ifier water circulation system. To minimize hardware complexity, this water resasvphysically
shared with the PEMFC stack such that two streams of the liquid water arkesligpthe reservoir
at different temperatures and leave the reservoir at the same tempgdraplyéng that the reservoir
is well mixed. A desired amount of heat is added to the humidifier water circaolayistem in the
water heater. This controlled liquid water temperature is used to regulate thersgorp of the air
leaving the humidifier.

3.1.2 Experimental Hardware

The external humidifier system experimental hardware, shown in Fig@ren@s installed at the
Fuel Cell Control Laboratory at the University of Michigan. The desigml installation of the
humidifier equipment was completed in collaboration with the Schatz EnergyaR&s€enter at
Humboldt State University.

Figure 3.2: External gas humidification system installed at the Fuel Cell @drgboratory, Uni-
versity of Michigan.

A detailed schematic of the humidifier system hardware is provided in Figuréli8s3rating
the location of the sensors and actuators used to control and monitor thergakfication system.
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Note, the air, water, data acquisition, and signal conditioning test bebslystiems used to regulate
the air and liquid water supply to and from the humidification system were prglyichown in
Figure 1.5.

Air
pressure
regulated

Humidification Hardware

=8 ' A0
p— =~ f- -7
PR
]
T ' —1
I EEEEEEEH:|
!
v
o1
Vi
vt MFC - mass flow controller
- - [ H : VEM e volumetric flow meter
Humidifier T v,
ceceqeee]--t! HT o heat tape
--------------------------------- ! IH e inline heater
® < < T !
®_ - ! WP s water pump
! ! !
C)__~~....._.L...._..__m__**____,______N;_______~JX (P -------------- measurement probe
X' aa -------------- manual valve
from to t
reservoir reservoir ven
A 4

Figure 3.3: Schematic of the gas humidification system hardware, detailisgrsand actuator
placement.

The humidifier water circulation system contains a water pump, manual thrditkearad water
flow meter for controlling and monitoring the liquid water mass flow rate. A 1000Ndrwater
heater is used to heat the liquid water as it enters the humidifier. A manual\@dbed not de-
picted in Figure 3.3, is located between the liquid water humidifier outlet manifaldtentop of
the reservoir to prevent air from accumulating on the water side of the huenidi@mbranés

The air system utilizes two separate mass flow controllers directing air thtbedsypass and
the humidifier. The bypass air is heated with a 50W inline resistive heatet.tajsg containing a
resistive heating element embedded in silicon rubber, is wrapped arozoditdide surface of the
gas mixer stainless steel tubing to provide 52W of heat. All air plumbing is insliaith fiber-
glass cloth; however, this cloth does not provide enough insulation to jukgfassumption that
the plumbing systems can be treated as adiabatic (this claim will be substantiagegdmynental
parameter identification).

The membrane based humidifier employs solid expanded teflon (ePTFE) GOREECT M
ionomer composite membranes for water vapor transport from the liquid teatiee air. Air and

1Due to the air concentration gradient across the humidifier membrainésfransported from the air to the water
side of the membranes, creating an air pocket unless properly remove
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liquid water are transported to opposite sides of the humidifier membranesagingels milled
into sheets of polypropylene. The humidifier membranes also contain bamaéeds of polyte-
trafluoroethylene (PTFE) gaskets for sealing purposes. Finally, thienelts and membranes are
held together with phenolic endplates used to maintain cell compression.

Temperature is measured as the air enters the humidifier system, and exitsnibdi@y by-
pass and mixer. The liquid water temperature is measured as the water exéseheir, enters
the humidifier and exits the humidifier. The liquid water volumetric flow rate is medduetween
the reservoir and the water heater, prior to entering the humidifier. Tojatessure is measured at
the exit of the humidifier and the exit of the mixer. Relative humidity is measurdaxit of the
mixer, prior to entering the fuel cell cathode. The dry air mass flow ratemaasured upstream of
the humidifier and bypass.

The instruments used to monitor relative humidity, pressure, flow and tempeeatulisted in
Table 3.1. Included in this table are technical specifications detailing searsge, accuracy, and
response time. Additionally, the measurement bin size associated with theqraxfishe data
acquisition system is tabulated. Note, the sensor resolution and respornsaitémpgovided by the
component manufacturers and have not been verified.

Table 3.1: Sensor and Controller Specifications.

Description Range and DAQ Response
Accuracy Precision | Time
MKS Bypass MFC 4.1-410t4.1 mg/s 0.01 mg/s| 0.5s
MKS Humidifier MFC 0.02-2+0.02 g/s 0.07mg/s| 0.5s
McMillan Water MFM 3-83t3g/s 3 mg/s not avail.
Rotronic RH sensor SPOB0— 100%+ 1.5% 0.003% | not avail.

probe (C94 capacitive —40—-60°C +0.3°C 0.003C
sensor) M2 series
transducer, Pt RTD

Omega pressure 0-34.4#-0.083 kPa 1Pa 10 ms
transducer

PX4202-005G5V

Omegatype T —100—400C £1.0°C | 0.02°C 0.3s

thermocouple

To control the bypass or mixer heater, a continuous signal is commandaegythsoftware to
a phase-fired solid state relay. The user/controller specifies the anfqumwer to be provided to
the heater. This software command is then converted to a continuous sgaralrgout to the relay
unit. The relay unit then provides a controllable fraction of a 60Hz sineew@the heater which
corresponds to the desired heater power. For example, if the heatedsatd0W, a 2.5 VDC sig-
nal (half of the total possible analog output signal) would result in half@BtbHz sine wave being
provided to the heater, in turn supplying 25W of heat. The water heatenisotled by providing
a digital pulse width modulated signal from the computer to the optically isolated Idigiiégs on
the digital backplane. This relay switches 120VAC which is provided dirgotipe water heater.
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With these hardware control configurations, the controller update drexigs are dependent on the
software scan rates.

To account for signal bias using the phase-fired solid state relayse#iertelectrical control
system was calibrated by relating the software command to the actual heatar quat. A cali-
bration curve was incorporated to remove this bias, assuming the bias tarortsowever, noise
in the commanded signal may not be constant and can never be eliminatestiute the number
or measurements required to control and monitor the humidification systemritielsgnals are
not directly measured. Instead, the "measured” input signal is in fasidfieare command which
contains no noise.

3.2 Model Development

The humidifier system was divided into five control volumes, namely theveisewater heater,
humidifier, bypass, and mixer, physically depicted in Figure 3.4 in plan vigyplydng the conser-
vation of mass and energy, the humidifier system thermal dynamics aredleFirst, the general
modeling assumptions are stated and the nomenclature is detailed, then the meopledsented for
the individual control volumes. Finally, a summary of the derivation resuftsdsented in Section
3.3 for quick reference.

Water Heater

Figure 3.4: Plan view of the external humidifier with the individual contrdlwees labeled.

3.2.1 Modeling Assumptions Employed

Several assumptions were made in developing the humidifier model pregei@edtion 3.2. As-

sumptions that apply to all of the control volumes considered will be statedustified here.

However, additional assumptions have been applied to conditions thagpesiicsto a particular
control volume. In such a case, the assumption will be clearly stated withirpiieable model

development section. Note, extensions of these models to higher tempergbuessure operation
should be made with caution.

Al There is no radiative heat loss from the control volumes. The heafardnsem the control
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volume surfaces to the surroundings occurs through free surfaseaheonvection and radi-
ation. Due to the relatively small thermal gradients (0&)) the heat losses from the control
volume to the surroundings are assumed to be a linear function of theirediferin tem-
perature. This assumption is made for model simplicity, to reduce the numbekobwn
parameters requiring experimental identification, and will result in an etieration of the
convective heat losses by effectively lumping both convection andtiawieffects.

A2 There is no change in mass stored within the control volumes. For the gases|atively
narrow range of operating temperatures (40@5and pressures (near atm) indicate that the
change in the gas mass is negligible. Additionally, the physical gas restridiie®s the sys-
tem design, and the relatively fast response of the air mass flow corgrotierpared with the
thermal dynamics, also indicate that mass dynamics can be neglected. Finaitywater
can be treated as incompressible.

A3 All constituents have constant specific heat. The specific heat of a ¢jgsid is a function
of temperature. However, the range of system operating temperatQré8§°@) is relatively
narrow, indicating that the constituent specific heats can be treatedws konastant param-
eters.

A4 The gases behave ideally. The range of operating temperatures asdrpgeof the system
permits the assumption of ideal gas behavior.

A5 Each control volume is homogenous and lumped parameter with no spatialuistribrhis
assumption is made for simplicity since the model is intended for controller deSagition
should be used if extending this work to elucidate design implications.

3.2.2 Humidifier Nomenclature

The nomenclature used throughout this section aims to clearly describe th@ahtatestituent, the
control volume considered and the location within the control volume wheresttigble is being
estimated or measured. This information is provided in the subscripts, sEpagacommas. The
English letterA in (m?) is used to denote surface ar€ain (J/kg K) for constant volume specific
heat,Cp, in (J/kg K) for constant pressure specific héwaity (W/m? K) for heat transfer coefficients,
min (kg) for mass,p in (Pa) for pressureQ in (W) for heat added to a control volumefor the
fraction of the total mass flow ratd, in (K) for temperature, anV in (kg/s) for mass flow rate.
Subscripts are used to indicate first the substance of interest, wigefer air, b for bulk materials,
g for gas (often indicating a mixture such as air and water vapdo), liquid water andv for water
vapor; secondly the control volume suchbgsfor bypassga for cathodegv generically for control
volume,r for reservoir,fc for fuel cell, wh for water heaterhm for humidifier, andmx for mixer;
finally the location is specified by aror o indicating the control volume inlet or outlet, amb for
ambient. For a full list of the nomenclature used, refer to the Symbols sedttbe &ont of this
thesis.

3.2.3 Generic Two Volume Thermal Model

Each control volume is comprised of the material flowing through it, consistirgases and/or
liquid water, and the bulk materials that contain it, such as stainless steelytic.ag general
description of the heat transfer mechanisms and constituent flows awa &déigure 3.5. Note,
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this same schematic is used to represent the volumes containing liquid water thy crapging
the subscript frong to |. Following the presentation of the generic model, each control volume will
be detailed individually as an extension of this simple case.

Q cv Q b2amb,cv
W, i o W
g.cvi _} g,cv,0
Tg,cv,i Tg,cv Tg,cv,o
: I : Q b2g,cv
Ld
Tb,cv

Figure 3.5: General description of the heat transfer mechanisms fwoteslumes containing bulk
and gas states.

The temperature statd@ o, represents the lumped temperature of the bulk materials which
make up the control volume and the gas temperature Sigég,represents the temperature of the
gases inside the control volume (between the bulk materials). Gas is suppttezl dontrol vol-
ume at a specified mass flow ravi, i, and temperatur€y . Gas leaves the control volume at
Wa.cvo = Wy,cvi, at the temperatur, o, 0. Heat is transferred to the bulk materials through a resis-
tive heater, denoted b@.,, which then transfers by forced convection from the bulk materials to
the gases b®n2g.cv = Nbzg cvAb2g.cv(To,ov — Tgov)- Heat transfer from the bulk materials to the ambi-
ent occurs via natural convection and is representeQdymo, cv = Nb2amb, cvAb2amb,cv(To,cv — Tamb) -

The heat transfer coefficients associated with forced convection farection of mass flow rate,
Pbog.cv = Bbzwlwéf o2, where as the heat transfer coefficients associated with naturalatiomve
are constanfinzam,cv = Bozamb,cv-

Applying the conservation of energy separately to the gas and the bulkiatgtsithin the

control volume, the change in energy stored in these two volumes is dekbgibe

AI;:g,cv =Wy.eviNg.evi —Wa.ev,oNg.ovo + Qb2g.ov
AEp ov =Qov — Qozamb.ov — Qozg.ov » (3.1)

whereAEg,C\, andAEb@, are the rates of change in internal energy of the gas and the bulk materials
in the control volume, respectively (W cvi andWyeyo are the gas mass flow rates to and from
the control volume, respectively (kg/$}y i andhgcvo are the specific enthalpies of the gas flows
supplied to and exiting from the control volume, respectively (J/&Qg)q ey iS the convective heat
transfer from the bulk to the gas materials (\@)eamb cv IS the heat transfer from the bulk materials
to the ambient (W), an@,, is the heat added to the control volume by the resistive heater (W).

As the gas travels through the control volume, its internal energy chaluget® heat exchange
with the bulk materials. For laminar pipe flow with a uniform pipe inner surface ¢zatpre, the
heat transfer between the surface and the gas at the pipe wall ot@wenduction since the ve-
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locity at the liquid solid interface is zero [29]. In thermal equilibrium, the cartive heat transfer
through the wall will be equal to the convective heat transfer from tHetwéhe gas. As a result,
the heat transfer from the bulk materials to the gas will be described bgcgucbnvection in the
form

Qx2y,cv = ﬁx2y,cvi0\x2y,cv(-|—x,cv - Ty,cv) ) (3-2)

whereQyycv IS the convective heat transfer from mateneb materialy (W), Ty ov and Ty, are
the temperatures of material@indy, respectively (K)hyoy ey is the convective heat transfer coeffi-
cient (W/n?K), andAyy . is the surface area in contact with both matenagdy (m?). For the
general two volume case presented in Equation 3.1, constitueptesents the bulk materials and
constituenty represents the gas.

From Newton’s Law of Cooling, the free surface convective heastearfrom a control volume
is a function of the difference in temperature between the control volumgsaswrroundings. This
relationship can be expressed in the form:

Qb2amb,cov = Nb2amb, cvAbzamb,ev(To.ov — Tamb) (3.3)

whereQpamb,cv IS the convective heat transfer from the control volume to the ambierdisu
ings (W), hy2ams cv IS the convective heat transfer coefficient from the bulk to the ambiemfw),
An2amb.cv 1S the heat transfer surface area between the bulk materials and thenslimgs (M), Thov
is the lumped temperature of the bulk materials (K), &g is the temperature of the surroundings
(K).

Assuming no change in mass stored in the control volume, constant speeificand lumped
volumes (no spatial distribution), the change in internal energy stored émtaot volume can be
expressed as a function of the time rate of change of temperature andrthaltbapacitance of the

control volume, shown by
dTX,CV

AI;:x,cv = mx,chv,x,ch ) (3.4)
wheremy ¢ is the mass of materialwithin the control volume (kg), an@y ¢, is the constant volume
specific heat of materiadin the control volume (J/kg K). Note, for control volumes which contain
multiple materials, the lumped constant volume specific heat is calculated as theegtged sum
of the constant volume specific heats of each material in the control volume.

Applying the assumptions made in 3.2.1 and the conservation of mass, the massté® of
gas through the control volume are constant, implWg.i = Wy cvo. Equations 3.2-3.4, describ-
ing the heat transfer rates and the time rate of change of the internayemergubstituted into the

conservation of energy equation (3.1). Thus, the temperature stateoeguar the bulk and gas
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(or liquid water) can be expressed by

dTg7cv o 1

= W eviCo.g(Tgevi — T +hy Thov — T , 3.5a
dt %7CVCQ7CV [ g7CV,| p~g( g,CV,| g,CV,O) bZQ@VAng:CV( bﬂcv g7CV):| ( )
dT 1
bov = [_ﬁbZQ,chbZQ,cv(Tb.cv - Tg,cv) - ﬁb2amb,chbZamb,cv(Tb,cv - Tanb) + ch} )
dt My, ovCo,cv

(3.5b)

whereC,, is the constant pressure specific heat of the constituent (J/kg K).

Unfortunately, the internal gas temperature state can not be directly rmdagsra result, some
approximation of the control volume temperature distribution must be made in tordempare
the model estimates to measured values, either for model calibration or fioolcdhis therefore
generally assumed that the gas temperaflyg,, is a linear average between the inlet and outlet
temperatures, such that

Tgovo = 2Tgov — Tgcvi - (3.6)

In detailing the model for each system control volume, this assumption will pkedpand dis-
cussed. It is important to keep in mind that the subsystem outlet temperateiregalated, not the
internal states, and thus a good approximation of these outlet conditionseissagy.

For the control volumes which contain bulk temperatures that can not betlgireeasured
(reservoir, water heater, and mixer), the states within these systems mmash reoupled during
simulation. This coupling implies that the state estimations serve as inputs to eactottexam-
ple, the estimation of the gas temperature st&jg, is an input to the model estimate of the bulk
temperatureTy, o, and vice versa, as shown in Figure 3.6.

2 3| BulkState Th,ev
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1

Equation :
) .
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1
Wa,cvi Gas State Tgcv > Outlet _:ﬂ»
T 1 > Equation Estimation
gcevi !

Figure 3.6: Simulation schematic of the general two volume system.

3.2.4 \Water Reservoir Model

The liquid water reservoir materials are comprised of phenolic endplateacaylit walls, along
with stainless steel tubing. Although there are cartridge heaters placed thiéhiaservoir, which
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are utilized to increase the warm-up time of the PEMFC water circulation systese, thetridge
heaters were turned off and thus will not be considered as an additieagsource to the reservoir
system. The outside walls of the reservoir are not insulated. Water is suipplend from the
reservoir from both the humidifier and the PEMFC stack. The inputs anditsutp the reservoir
are shown in Figure 3.7. Note, no heat is added to the reservoir; amsdg the heat transfer
between materials occurs from the liquid to the bulk.

TQ b2amb,r

WI,wh i Tl,hm,O
¢ Qb W hmo
Tl,r,o T,
Tl,fc,o
WI,fC| 5 lfc,o

Figure 3.7: Inputs and outputs of the water reservoir.

Applying the assumptions made in 3.2.1, the mass flow rates of liquid water thtibegbser-
voir are constantif tco =W tci andW nmo = W wh,). Further, the water leaving the reservoir is
assumed to be fully mixed and at a uniform temperafirg,. Applying the conservation of energy
separately to the liquid water and the bulk materials within the reservoir comtiwie, following
the analysis provided in section 3.2.3, the reservoir thermal dynamics suelsl by

dT, 1

L= (W t¢iCpi (Ti fe.0 = Tiro) W wniCpit (Ti imo — Ti o) = PizbrAzbr (Tir — Thr)]
dt m G
dTbr l

T A Tir —Tor) — P Tor — T : 3.7
o mo,er.r[ 126,r A26r (Tir — Tor ) — Po2ambr Ar (To,r — Tamb) | (3.7)

The reservoir combines two supplied liquid water streams and thereforesshenption of a
linear temperature distribution from the inlet to the outlet does not apply. Dteetoelatively
large mass of liquid water in the reservaoir, it is therefore assumed thatsbevodr is thermally
well mixed. This assumption also implies that the temperature of the water leavimgsta@oir
(supplied to either the fuel cell or the humidification systems) is equal to thagiregervoir, such
that

Tiro=Tr. (3.8)

3.2.5 Water Heater Model

The inline water heater consists of a stainless steel heater element alontpwiiiss steel tubing.
Unlike the air bypass, the outside walls of the pipe are not insulated. Watgupied to the water
heater by a pump which pumps water from a reservoir to the humidifier. Thésiamd outputs to
the water heater are shown in Figure 3.8.

Applying the assumptions made in 3.2.1, the mass flow rate of liquid water throagatier

54



Qwh Qb2amb,wh

Wi whi l "
Tiwh; ) .T. Qpaiwh =P lwh,o

l,wh Tl,wh,o

Thwh
Figure 3.8: Inputs and outputs of the water heater.
heater is constant{{ whi = W who =W nmi). Applying the conservation of energy separately to

the liquid water and the bulk materials within the water heater, following the angly®igded in
section 3.2.3, the water heater thermal dynamics are described by

dTi wh 1
wh_ Cot (Tiro— Tinmi) + Town — Trwn)]
gt MG W hmiCpyt (Ti ro — Tihmi) + Pozt whAv2t wh (Towh — Tiwh) |
dT, 1
bwh [Quh — P2t whAb21 wh (Towh — Ti wh) — PbzambwhAb2amb.wh (Towh — Tamb)] -
dt Mb,whCo.wh

(3.9)

As with the general two volume model presented, itis assumed that the tempe@fahe liquid
water in the water heater is a linear average between the inlet and outlet &¢umegrsuch that

Tiwho =2Tiwh—Tiro- (3.10)

3.2.6 Membrane Based Humidifier Model

The conservation of energy can be applied to a combination of the humidifiérot volumes de-
fined by the water, air/vapor mixture, and the bulk materials. The thin polymenchrane, of
similar composition as the membranes employed in the fuel cell stack, are astutmaee no
appreciable mass compared to the other control volumes, implying they dtom®tssignificant
amount of thermal energy. As a result, the membrane thermal dynamicsgeetad in this work.

The humidifier can be considered as a three volume system comprised ofute &g and
bulk materials. Analysis on this three volume system has indicated that there isdatiéransfer
between the bulk materials and the air, and a relatively large heat tramtiezdn the liquid and
the bulk materials, indicating that the liquid and bulk are in thermal equilibrium. ,thessystem
can be adequately characterized by a two volume system. The inputs antsdatfhe humidifier
volumes are physically depicted in Figure 3.9.

Employing the assumption of liquid and bulk thermal equilibrium, which will be reféto as
simply the humidifier liquid water volume, the thermal dynamics of the liquid water asagn be
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Figure 3.9: Two volume humidifier system.

modeled by applying the conservation of energy, such that

A} pm =W pmi i hmi — W amohi imo — Wonm.ohvimo — Qi2g.m — Qi 2amb.hm »
AIég,hm :QI 2g,hm +Wa7hm7i ha,hm,i _Wg,hm,ohg,hm,o 3 (3-11)

WhereAELhm andAEg,hm are the rates of change of energy stored in the liquid water and gas within
the humidifier (W);Q|zg7hm is the heat transfer from the liquid water to the air through the membrane
(W), Q| 2amb,hm 1S the heat transfer from the liquid water to the ambient W)mi andW pmo are

the liquid water mass flow rates into and out of of the humidifier (k§&)imi andWx hmo are the
humidifier air inlet and outlet air mass flow rates, respectively (ki¥spim o is the water vapor mass
flow leaving the humidifier entrained in the air exhaust stream (kg/s)haqd andh hmo are the
liquid water specific enthalpies at the humidifier inlet and outlet (J/kg). Not®stbeen assumed
that the water vapor is transported to the air from the liquid water at the humigifieutlet tem-
perature and that the mass flow rate of water vapor entering and exitingithidifier air volume

are equal, implying that the water vapor does not appear in the consargdgoergy equation for

the air volume.

The mass flow rate of vapor lost to the air is negligible compared to the massafiewfriquid
water through the humidifier. Additionally, the liquid water is treated as incorsjinleswith con-
stant specific heat. As a result, the mass flow rate of liquid water enteringithielifier is assumed
to be equal to the mass flow rate of liquid water leaving the humidfieg i =W nm,o)-

Applying the assumptions made in 3.2.1, along with Equations 3.2-3.4 to desaiberibec-
tive heat transfers and the time rate of change of the internal enengstigig 3.11 can be rewritten

56



as

dTi 1
diﬁ LU m,thI,hm [W,hm,iCp,I (Tl,hm,i - Tl,hm,o) _\M/,hm,onNTg,hm,o
- IZg,hmAI Zg,hm(TI,hm - Tg,hm) - ﬁI2amb,hmA| 2amb,hm(TI ,hm — Tamb)] )
dTyn 1
3": m_ n‘g’hmcgmm [Wa7hm’iCp,a(Ta_hm7i — Tthm’o) + ﬁIZg,hmAI Zg,hm(TI.,hm - Tg.,hm)] ; (312)

whereT, pm and Ty ym are the humidifier liquid water and air-vapor mixture temperatures, respec-
tively (K); m ym andmg nm are the humidifier liquid water and air-vapor mixtures masses, respec-
tively (kg); G nm andCqy nm are the constant volume specific heats of the liquid water and air-vapor
mixtures, respectively (J/kg KJi hmi and T nmo are the liquid water temperatures entering and
leaving the humidifier, respectively (KY¥anmi and Tqhmo are the air temperatures entering and
leaving the humidifier, respectively (KW nmi andWanm; are the liquid water and air mass flow
rates entering the humidifier, respectively (kgk8)mo is the water vapor mass flow rate leaving
the humidifier (kg/s);hiognm andhi2amp are the convective heat transfer coefficients between the
liquid water and gas and between the liquid water and the ambient, respe¢iivenfK); Aj2g.hm
andAzamp,hm are the surface areas between the liquid water and gas and between ithevétgr
and the ambient, respectively finand, finally,A 2g,hm @andAy sy, are the surface areas between the
liquid water and gas and between the liquid water and the ambient, respetigely

As with the general two volume model presented, it is assumed that the temperathe
liquid water and air in the humidifier are linear averages between their téspedet and outlet
temperatures, such that,

TI ,hmo :2T|,hm - TI ,hmjis
Tahmo =2Tahm— Tami - (3.13)

Because the water vapor mass flow leaving the humid¥figg: o, can not be directly measured,
an estimation must be made. For experimental implementation, the equation qugritifgiwater
vapor mass flow was developed as a function of variables that can bem@@asamely tempera-
ture, total pressure, relative humidity and dry air mass flow rate. Neglewtimgdity dynamics and
applying the definition for the humidity ratioy = #ﬁ’%, the mass flow rate of water vapor can
be described by

My @y.hm,o pﬁmo
Ma(Pghmo — @ hmo pgﬁ\m,o)

whereM, andM, are the molar masses of air and water vapor, respectively (kg/mol);e molar mas
of vapor (kg/mol),pgfﬁm0 is the saturation pressure at the humidifier air outlet temperature (Pa),
@hmo IS the relative humidity of the air-vapor mixture leaving the humidifier, @ggh,o is the

total pressure of the air-vapor mixture leaving the humidifier. A fourth mage@roximation for the
water vapor saturation pressure as a function of temperatfte<( f (T)), is shown in Equation 2.6.

\M/,hm,o = Wa,hm,i ) (3-14)
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3.2.7 Air Bypass Model

The air bypass consists of a stainless steel inline resistive heater elameatted to stainless steel
tubing. The outside walls of the pipe are insulated with fiberglass cloth. Aipisligd to the bypass
by a mass flow controller. The inputs and outputs to the air bypass are shdéiwgure 3.10. Dry
air enters the bypass from the ambient and leaves the bypass to the mixer.

Wa,bp,i
Ta,bp,i

°
Ta,bp

lwa,bp,o
Ta,bp,o

Figure 3.10: Inputs and outputs of the air bypass.
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Rather than the generic two volume model presented, the bypass can be athgdifa single
volume system. The bypass inline resistive heater is in intimate contact with thessy imalying
heat does not transfer through all of the intermediate bulk materials befacking the air, as is
the case for the mixer heat tape. As compared with the liquid water in the inline heseer, the
mass of air inside the bypass is relatively small. As a result, the bypass dwufnchaterials are
assumed to be in thermal equilibrium.

Similar to the analysis provided in section 3.2.3 for describing the heat trarzs#icients and
the change in internal energy, the bypass thermal dynamics can bé&dddzy

dTa’bp . 1

= [pr +Wa,bp,iCp,a(Ta7bp7i - Ta,bp,o) - ﬁbZamb,prbZamb,bp(Ta,bp - Tamb)] . (3-15)

As with the general two volume model presented, it is assumed that the temperitie air
in the bypass is the linear average between the inlet and outlet temperatioteshat

Tabp.o =2Tbp — Tapii - (3.16)

3.2.8 Mixer Model

The mixer consists of resistive heat tape wrapped on the outside soffatanless steel tubing.
Similar to the air bypass, the outside walls of the pipe are insulated with fibegitahs An air-

vapor mixture is supplied to the mixer from the humidifier and dry air is suppl@d the bypass.
The inputs and outputs to the mixer are shown in Figure 3.11. Unlike the hythasseat added
to the mixer must first transfer through the stainless steel tubing befarkingathe air-vapor gas
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mixture. As a result, the mixer is modeled as a two volume system, comprised ofstaadj@ulk
materials.

Wa,bp,o Wa,hm,o Wv,hm,o
a,bp,o ghmo 'ghm,o

Qb29,mx ( me
Tb,mx. -T- !
g,mx
QbZamb,mx
l Tg,mx,o
Wa,mx,o Vvv,mx,o

Figure 3.11: Inputs and outputs of the gas mixer.

Applying the assumptions made in 3.2.1, the mass flow rate of water vapor gritezimixer
is equal to that exiting the mixe¥,nmo = W,mx0). Additionally, the dry air mass flow rate leav-
ing the mixer is assumed to be equal to that entering the mixer from the humidifidrygass,
such that\a mxo = Wanmi +Wapmi, where in the humidifiei\a hmi = Wanmo and in the bypass
Wa,bp,i = Wa,bp,o-

Applying the general two volume model from Equation 3.1 to the mixer, accayfinthree
supplied gas streams and two exhaust gas streams, along with Equati@né t®.2lescribe the con-
vective heat transfers and the time rate of change of the internal etteggyixer thermal dynamics
are expressed by

dT, 1
jtmx = mg,mxcg,mx [(Wa,hm,icp,a +V\(/,hm7ocp,v) (Tg,hm,o - Tg,mx,o)
+Wa bp,iCp.a(Tabp,o — Tgmx.0) + Nb2g mxPozg,mx(Th,mx — Tg,mx)} )

= —h Tomx — Tq.me) — P Tomc— T
dt mo,mxcb,mx [me ng,mxAbZQ,mx( b,mx g,mx) b2arrb,mxAb2amb,mx( b,mx amb)] s

(3.17)

whereTg mx andTy my are the mixer gas and bulk material temperatures T o iS the mixer outlet
gas temperature (Kjngmx andm, my are the gas (air and water vapor) and humidifier bulk masses
within the mixer (kg),Cqmx @andCy, my are the constant volume specific heat of the mixer gases and
the bulk materials (J/kg Kfnogmx is the convective heat transfer coefficient from the bulk materials
to the gases (J/kgKhnoamb,mx is the convective heat transfer coefficient from the bulk materials to
the ambient (J/kgK)An2amb,mx i the outside surface area of the mixer buII@XnandAbzgm is the
surface area between the mixer bulk and gasé3. (m

As with the reservoir, the mixer combines two supplied streams and theregoasshmption of
a linear temperature distribution from the inlet to the outlet does not applymnler was designed
such that the two gas streams, from the bypass and humidifier, are well beke leaving the
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mixer. Itis therefore assumed that the mixer gas temperature is equal tdlgteemperature, such
that

Tgmx =Tgmxo - (3.18)

3.2.9 Relative Humidity Estimation

The relative humidity of the air supplied to the PEMFC from the mixer must be knoen-
sure adequate controller performance. As a result, an accurate mietpotlr estimating relative
humidity is desired. This estimation will be compared to a relative humidity measutehran
has an accuracy of.3%. Although the humidity sensor is responsive and accurate for lalpprato
measurements, it is too expensive and bulky for commercial applications.

To estimate the relative humidity in the mixer outlet, mass conservation is applied to tee mix
water vapor. First, it is assumed that the mass flow of water vapor leavirtguthalifier, W nm,o
from Equation 3.14, is equal to the mass flow of water vapor leaving the miikeyo. Applying
the definition for the humidity ratiow = h&%&?’ﬁ)’ evaluated at the humidifier and mixer outlet
temperatures results in

sat sat
@,hm.0Pg hm,o . @y,mx,0 Pgmx,0

Wa hmii =
hm, sat a )
Pg.hmo — @,hm.0Pg hm o Pgmx.0 — ymx0PEinco

(3.19)

where @ nmo and @ mxo are the air-vapor mixture relative humidities at the humidifier and mixer
outlets, respectivelypg hm,o and pgmx o are the humidifier and mixer outlet total pressures (Pa), and
pgf’ﬁmo and pgj‘tmo are the water vapor saturation pressures evaluated at the temperathezeof
vapor mixture leaving the humidifier and mixer (Pa). Note, the water vaporasiato pressure is

a function of temperature, as shown in Equation 2.6. The humidifier and naseowlet temper-
atures,Tgnmo and Tgmxo €nter the equation through this functional relationship of the saturation
pressure on temperature.

Applying the conservation of air mass to the mixer, assuming the air mass floantaténg the
mixer from the humidifie', ym;, and the bypas$\ia by, is equal to that leaving the mixer, results
IN Wa=Wa hmi+Wa bp,i, WhereWa=W; mx 0. By substituting this expression for the total air mass flow
rate into Equation 3.19, then defining the bypass and humidifier air mass flog; ra

Wa,bp,i N _Wa7hm,i
W, W,

Mop = (3.20)

as the fraction of the total air mass flow through the bypass and humidifigzatagely, Equation
3.19 can be rearranged to solve for the relative humidity of the mixer ouietgsulting in

Peh P
g.hm,o 9.Mx.0
) r _ 3.21
(ﬂg,mx,o %7hm?o hm pa?rtm(,o ( pg,hm,o - rbp %7hm70 p;%m,o) ( )

Note, the membrane gas humidifier was designed specifically to ensure tlaat-Wagor mixture
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leaving the humidifier is saturated, further motivating the assumptionghai,=1.

This model of the mixer outlet relative humidity, in Equation 3.21, is physicsdhatepends
only on measured variables, and does not contain parameters requeirdi¢ation. The mea-
surement inputs to the model are the dry air mass flow rates supplied to the hemnaddibypass
and the gas temperatures and total pressures at the humidifier and mixes. dutkeestimated and
measured mixer outlet relative humidities were compared under a ranges@itiog conditions,
shown in Figure 3.12.

0.5
__ 0.4}
2 h

m,l

2 0.3} 2
s a,bp,i

02f ™=

04— : : :

0 20 40 60 80 100 120

Time (min)
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20 40 60 80 100 120
Time (min)

Figure 3.12: Experimental inputs to the mixer outlet relative humidity estimator.fildtesubplot

shows the air mass flow rates supplied to the bypass and humidifier. Thedsaduplot shows the
humidifier and mixer gas outlet temperatures. Finally, the third subplot shensutimidifier and

mixer gas outlet total pressures.

To examine the estimation error, the measured and estimated mixer outlet relatiidities
are compared, as shown in Figure 3.13. The average estimation errfoumago be 3.8% relative
humidity with a standard deviation of 1.6% relative humidity, approximately two timestgr than
the accuracy of the relative humidity sensor. This estimation error is not syarakout the mea-
sured value. Instead, the estimation is, on average, consistently 3.8%erélatnidity less than the
measurement. Although not significant, this error is predominantly due to #re/m@nstant bias
in the measurement. This bias could result from the inaccessible temperaibheegmbedded in
the relative humidity transducer being calibrated against a different tatupereference than that
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used to calibrate the mixer and humidifier outlet temperatures. Of critical impertagardless of
the bias, the relative estimator accurately captures the dynamic respansghibuit the experiment.

0.9
0.851

0.81

0.75F MX o %

(0] estimate
g,mx,0
o
o o
a1 ~
¥
X

e
(<2
T
X

0.55}

0'5 1 1 1 1 1 1 1 1
05 055 06 065 0.7 075 08 085 09 0.9

(0] measured
g,mx,0

Figure 3.13: Experimental validation of the mixer outlet relative humidity estimatiaromparing
the measured to estimated relative humidity under the range of operating cosiéhiamwn in Figure
3.12.

Removing this bias in the measurement, by adding the 3.8% relative humidity biaskiitha-
tion over the range of testing conditions, results in an improved estimationoas s Figure 3.14
for the same experiment. The average estimation error for the bias cdrreldgve humidity es-
timation was then found to be 1.2% relative humidity with a standard deviation of, IM%h is
less than sensor accuracy.
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Figure 3.14: Temporal variation in the mixer outlet relative humidity estimation coedpa the
measurement. The solid black line indicates the measurement, the solid grey ltetdeadhe
original estimation, and the dotted blue line indicates the estimation after corrémtisgnsor bias.
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33 M

odeling Summary

Nine ordinary differential equations, describing the thermal dynamicsedftimidifier system, have
been developed and are reproduced here to summarize the modelingledfady presented.

dT 1
L= [\M,fc,icp,l (Ti.fco = Tiro) +WwhiCp, (Tihmo — Tiro) — Mo, Ao (Tir — Tb,r)] ’
d  m,G,
dT 1
d:’r :mO./erJ (P26, Ao, (Tir = Tor) — Pbzamb, A (Tor — Tamb)]
dT, 1
éivm e (W, Cpa (o = Ti.mi) + Plozt w2t wn (Town — Tiwh)]
dT, 1
bwh _ [Qun — b2t whAv2t wh (Towh — Tiwh) — Pb2amb.whAb2amb.wh (Towh — Tamb)]
dt  mMpwhCohuh
dT 1
(;ihm ~ M Cim W miCp.t (Tihmi — Ti hmo) —Wyhm oCp.v Tghmo
—Py2g hmAr2g,0m(Tihm — Tg.im) — Pi2amb, hmA 2amp,om(Tihm — Tamb) | 5
dT, 1
§£hm ~ Mg hmCq hm [WarmiCp.a (Tanmi — Tghmo) + Piag hmArzg m(Tihm — Tgm)]
dr, 1
20p _ [Qbp +Wapp.iCpa(Tabpi — Tabp.o) — Pbzamb.bpAbzamb.bp(Tabp — Tamb) |
dt mypCop
dT, 1
(;J'[mx - Mg, mxCg,mx [(Wa,hm_,icpya +Whm oCp,v) (Tghmo — Tgmxo)
+Wa,bp,icp,a(Ta,bp,0 — Tg,W,O) + ﬁng,mxAbZQ.I’TD((TQW - Tgvmx>] ’
dT 1
bmx _ [me — ﬁb291,m><'A\b297m><(Tb,mx - Tg,mx) - ﬁb2m7w%2mb,m(Tb,W a Tamb)] ’
dt My, mxCo,mx

(3.22)

Again, due to the inability to measure the internal temperature states, approxismatgoused to re-
late the internal states to the measurable outlet temperatures. After apply8egih@oximations,
the measured control volume outlet conditions can be compared to the modtitedtes. These
approximations are summarized by

Tabp,o =2Tbp — Tapp,i
Tiwho =2Tiwh — Ti 10,
T hmo =2Ti hm — Ti hmii
Tiro=Tr,
Tahmo =2Tahm — Tami,
Tgmx =Tgmx.o- (3.23)
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The relative humidity of the mixer outlet gas is estimated by

Pgn Pg.mx
g,hm,0 g,mx,0
B i , 3.24
@m0 =Phmo Thm Pgco < Pg.hmo — Fbp @ hmo pg-,hm@) oo

The locations of the measurements and disturbances are shown in FigorélBelinputs to
the system are heater pow&)(and the mass fraction of air diverted through the bypags;(the
states are the respective temperatufgsthe disturbances are the total dry air mass flow fatg,(
the air temperature supplied to the syst@iang; and T pp), and the ambient temperaturBp);

and the system output is the air relative humidity leaving the miggho).
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Figure 3.15: Humidifier system indicating states, disturbances and measiseme

A list of the known physical model parameter values is shown in Table 3.2sd parame-
ters were determined either from established published literature [643rorrfreasurements taken
on the physical hardware. The constant volume specific heats werdatatt as mass weighted
sums of the material components within the respective control volumes. Alleopdnameters
in the system of equations found in (3.22) are known except the heafdragzoefficients, which
must be identified experimentally. Section 3.4 will present the methodologytossgerimentally
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determine these unknown parameter values.

Table 3.2: Calibrated model parameters based on material properties.

Mass(g) | Specific Heat(J/kg K) | Area (m?)
mp=80 | Cpp=460 App=0.012
m wh=50 | G wh=4180 A2l wh=0.020
Mpwh=780 | Cpwh=460 Ayn=0.028
m mm=240 | G h1m=4180 A 2amb,im=0.202
Mahm=18 | Capm=983 A2ahm=0.03
Mgmx=10 | Cgm=863 Ap2gmx=0.009
My mx=745 | Cp m=460 Amnx=0.012
m =2800 | G ,=4180 Ai2p,r=0.075
Mp,y=1540 | Cp, =957 Avzamby =0.087
Cpa=1004
Cov=1872
Cp =4180

3.4 Parameter Identification

Prior to analyzing the system dynamics and designing controllers, the wnkmeat transfer coeffi-
cients must be experimentally determined. This section details the parameterddegatifprocess
and results.

3.4.1 Identification Methodology

There are two distinct methodologies which can be employed to identify theowmkheat trans-
fer coefficients. First, the system could be held at steady-state (no tehtmoivatives) and the
heat transfer coefficients could be solved directly. However, thetreafer coefficients, in some
cases, are functions of mass flow rates. As a result, numerous steéelgata would be required
to identify the coefficients under a wide range of operating conditions. mdteely, a single dy-
namic experiment could be completed to provide a rich data set for identificagiguiring model
simulation.

Because the control volumes are cascaded, the control volume outletédunpeneasurement
is used for parameter identification of that control volume, and then casdukas a measured input
for the subsequent control volume. To illustrate this more clearly, the mixétbgpass thermal
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dynamics from Equation 3.22 are re-written to estimate the lumped control volunpetatures as

dTab 1 _ _ . . -
& — @bp +Wa,bp,iCp,a(Ta,bp,i - Ta7bp7o) - ﬁb2amb,prb2amb,bp(Ta,bp - Tamb)] )
dt MypChop
dT, 1 _ _ - .
é]'ém = mg,mxcg,mx [(Wa,hm,icp,a +Wv.hm,ocp,v) (Tg,hm,o - Tg7mx70)
+Wa,bp,icp,a(Ta,bp,o - -lcg,mx,o) + ﬁngm(Ang,nu(-lA—me - fg,mx)] )
dTp, 1 . . .
T — @mx - ﬁb29.,mxAng,mx(-l—b,mx - Tg,mx) - ﬁb2amb,mxAb2amb,mx(Tbmx - Tanb)] )
dt Mb, mxCho,mx

(3.25)

where an overbarx] is used to denote measured values, and axX)as (ised for estimated quan-
tities. For example, the mixer utilizes measured temperatures of the air suppledhe bypass,

rather than model estimates. However, in tuning the bypass model, the lypasdet temperature

is an estimate that can be compared to the measured value for parameter tuning.

The reservoir, water heater, and humidifier, make up a closed watelatiocusystem. As a
result, if the estimation of temperature anywhere in this loop is inaccurate,rtirenglt propagate
through the subsequent control volumes. For control purposes,sumneeaent of the water temper-
ature in this circulation system is not necessary. As a result, it is imperasivehthmodels of these
three control volumes approximate the response to inputs and disturbaamgesell, otherwise a
measurement of temperature somewhere in this loop would be requiredripeosation. To ensure
that estimation errors do not propagate, first, the water circulation sysésniwed by identifying
the parameters associated with the humidifier and water heater indepehdeatother control
volumes. Then, the parameters associated with the reservoir control velareedetermined by
including the identified humidifier and water heater model estimates. This gricestailed by
indicating the measurements and estimates in the following state equations:

dTi 1 _ _ . . .
(;l[Wh = G (Wi hmiCp.t (Thr.0 — Tihmi) + Pozt wiAv2t wi (Towh — Trwn) |
d-’lzb‘ h 1 ~ ~ ~ =
dtw = Mo Coh [Qui — b2t whAs2t wh (To.wn — Tiwh) — PozambwhAbzambwh (Towh — T amb) | »
dTin 1 - - . -
d}: AU m,thI,hm Wl,hm,icp,l (Tl,hm,i - Tl,hm,o) _V\(/,hm,ocp,ng,hm,o
- I29.,hmA| Zg,hm(fl,hm - -lcg,hm) - ﬁI2amb,hmA| Zamb7hm(-|cl ,hm — Tanb)] 5
dTgn 1 _ _ . . .
C?t m— rrb,hmcg,hm [Wa,hm,icp,a (Ta,hm,i - Tg,hm,o) + I’TIZQ,hmAl Zg,hm(TI ,hm — Tg,hm)] ’
dTi 1 _ . o . . A
L = [Wl,fc,icp,l (TI.,fc.,o - Tl,r,o) ‘|‘WI ,wh,iCp,I (Tl,hm,o - Tl,r7o) - ﬁI2b,rA|2b,r(TI,r - Tb.,r)] s
dt m G
dTp 1 . .
d'[’r = n\o.rcb,r [HIZb,rAl 2b,r (TI,r - TbJ) - ﬁbZarYb,r'A\r (Tb7r - Tamb)] . (3-26)
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The unknown parameters are tuned by comparing the measured and esbuitetemper-
atures. For the bypass, mixer, water heater, and reservoir, theuoesioh,J = %zi”:l T-TP
wheren is the number of data points in the experiment, is minimized by adjusting the unknown
parameter values using unconstrained nonlinear minimization. Note, thewnkmat transfer co-
efficients are either constant or a function of the gas or liquid mass flog:. i&tdl parameters were
constant, linear minimization could be employed.

In tuning the humidifier as a combined two volume system, the cost function,

12 _ - - -
J= ﬁ zl‘Tg,hm,o _Tg,hm,o’2+ ’Tl7hm,o - Tl,hm,o‘z )
i=

was employed, modified from the single volume cost functions describeg atwosimultaneously
penalize the error of both the air and the water temperature estimations. Weagldse used to
place more importance on the air or water temperature estimations if desired.aMloteigh the
mixer, water heater and reservoir control volumes are also two volumearsysteeasurements of
the bulk stainless steel temperatures are not available. As a result, thesesare tuned using
only the air/liquid water temperature estimation errors.

3.4.2 Experimental Identification Results

Two sets of experiments were conducted to identify the unknown heaftdrarmefficients in the
humidification system model. All experiments include multiple steps in the resistaterhgower,
along with steps in the total dry air mass flow supplied to the humidification system to fienic
air mass flow demand due to changes in the PEMFC electrical load. Thratulese experiments,
the fuel cell system is not connected to the humidification system. Insteadn@amalve was
placed downstream of the mixer to simulate the effect of the fuel cell badspre. A summary of
the identified heat transfer coefficients is presented in Table 3.3 along withxfiected parameter
ranges. All of the identified parameters fall within these expected ranges.

Table 3.3: Tuned humidification system model parameters based on expatiidentification.

Expected Rangé | Identified Value (W /mPK)

50— 20000 hb21 wh=139.8 andj2, ,=167.5

50-1000 Pb2ambwh=0 andhjzamp m=22.5
ﬁbZamb,r=80-0

5250 Fop=10.8-2182%V; b,

5-25 ﬁmeb7W=25.8

25— 250 Rb2g mc=281N2>%

25— 20000 P2 nm=41020\0%5

*Expected ranges taken from [64] for natural and forced convedfdiquids and gases.

The linear model for the bypass heat transfer coefficient was iderdifig¢fbund to béy,,=10.8-
21822N,p,p; W/m?K. The experimental inputs to the bypass, along with the comparison of the

67



modeled and measured bypass air outlet temperatures, are shown in EitireOver this ex-
periment, the maximum and average estimation errors wef€l1afd 0.8C, respectively, with

a standard deviation of ®@. Throughout the experiment, both the dynamic and steady-state re-
sponses are well captured. Interestingly, the dynamic response timertgeshin the air mass
flow rate or the bypass heater exhibit similar time constants. These time consiiabts further
examined in Chapter 4.
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Figure 3.16: Bypass experimental parameter identification results. Théossietail the air mass
flow rate through the bypass, the bypass resistive heater powerpanmhre the modeled and mea-
sured air outlet temperatures.

The identified natural convection heat transfer coefficient from the miixtk to the ambient
wasNp2amb mx=25.8 W/ntK and the forced convection heat transfer coefficient from the mixir bu
to the air-vapor mixture Wal§(,29m=2819712‘54 W/m?K. The experimental inputs to the mixer are
shown, along with the modeled and measured mixer air outlet temperaturesume Bid7. Over
this experiment, the maximum and average estimation errors were found t&¢6eaB&0.5C with
a standard deviation of 6. It is important to note that the dynamics that occur between 3000 to
4000 seconds are not due to changes in the inputs or disturbances to #neamixare not repro-
ducible. These dynamics are thought to be due to localized condensadiporation dynamics.
However, the model provides an accurate average estimation during tiod.pe

For the reservoir, water heater and humidifier control volumes, a sepagaeriment was con-

ducted without operating the mixer or the bypass. Upon identifying the tegefer coefficients for
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Figure 3.17: Mixer experimental parameter identification results. The sishgdaail the total air
mass flow rate through the mixer, the mixer resistive heater power, and pathpaneasured and
estimated gas outlet temperatures.

the individual water heater and the humidifier control volumes using mehtemgerature inputs,
the entire closed water circulation system model was simulated to tune theoieparameters, as
described in Section 3.4.1. As expected, the estimations for each cortroleszdegrade when the
estimation errors are allowed to propagate through the closed water cirnudgitem. As a result,
these closed circulation system estimations will be presented here, rathéndéHzetter estimations
found for the individual control volumes.

The identified natural convection heat transfer coefficient from tberveir bulk to the ambient
washpoamp,r =80 W/n?K and the forced convection heat transfer coefficient from the vesdsulk
to the liquid water wa8y (=167 W/n?K. The maximum and average estimation errors were found
to be 1.7C and 0.8C, with a standard deviation of #@. Throughout the experiment, the dynamic
response of the liquid water temperature leaving the reservoir is well eabag shown in Fig-
ure 3.18. Although the steady-state temperature is reasonably predigted]lyythe temperature
estimate is too high when the system is warming up and too low when the systenfirg ctmvn.

For the water heater, the identified heat transfer coefficients for hammaection between the
control volume bulk and the ambient was found tdBgmo wh=0 W/?K and for forced convection
between the bulk and the liquid water was found tdge.n=139.8 W/ntK. It is important to note
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Figure 3.18: Reservoir experimental parameter identification results comgpghe measured and
estimated liquid water outlet temperatures.

that the identified heat transfer to the ambient indicates that the water hgstansould be treated
as adiabatic. Figure 3.19 compares the estimated and measured liquid wateaterapdeaving
the water heater for the closed water circulation system model, implying estinfdtesreservoir
influence the water heater estimations and then subsequently the humidifietiestiniae maxi-
mum and average estimation errors wer@@.and 0.6C, with a standard deviation of #@. Both
steady-state and dynamic response of the liquid water in the water heateelaspproximated
throughout the experiment.
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Figure 3.19: Experimental parameter identification results for the waterrheatéol volume.
The first subplot shows the amount of heat supplied by the water heatséldond subplot com-

pares the modeled and measured liquid water temperature leaving the wagerneaentering the
humidifier.

The identified constant heat transfer coefficient from the humidifier ligugiter to the ambient
was found to bé2ampnm=22.5 W/nfK. The variable convective heat transfer coefficient from the
liquid water to the air through the membrane was found tdybgm=4102W225. W/m?K. Fig-

a,hm,i
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ure 3.20 compares the estimated and actual air and liquid water outlet temg®ifatuthis closed
water circulation system model. The maximum and average humidifier estimatws &or this
experiment were 2°C and 0.8C for the liquid water and 2% and 1.2C for the air. The standard
deviation in the estimation error for the liquid and air were botR0.5
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Figure 3.20: Experimental parameter identification results for the humidifigralovolume includ-
ing both the air and liquid water states. The first subplot indicates the air nomssatie through
the humidifier. The second and third subplots compare the modeled and ewhsaridifier liquid
water and air outlet temperatures, respectively.

Of greatest concern for controller development, the dynamic responsegh the humidifier
air and liquid water are well captured throughout the experiment. Howthexe is an increased
offset in the humidifier air outlet temperature estimation when the system is c@sdingmpared
to when the system is warming up. What is interesting to note, an increase in thass flow rate
typically causes a decrease in the air outlet temperature, requiring mogy émbeat the added air
demand, in turn lowering the liquid water temperature. These relationshigeanein the model
and confirmed by the experiment.
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3.5 Model Validation Results

For validating the model, all of the control volumes were combined such thatstireation of the
temperature leaving one control volume is treated as an input to subsequerdl volumes, as
shown in Figure 3.21. An experiment, different than that used for paeanaentification, was
conducted for validating the model. This experiment included steps in the asrfloasrate as well
as the heaters.
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Figure 3.21: Model structure for open loop simulation of the gas humidificagietem.

The estimated bypass air outlet temperature is compared with the measuremgaotén3=22.
For changes in the air mass flow rate and the bypass heater, the modetsadipéuresponse time.
However, there is an offset in the steady-state temperature estimationtibrungost of the exper-
iment, due to an overestimation of the heat loss from the control volume to therdmaithough
the estimation error appears to be increasing throughout the experimenteiiyisensitive to the
selection of heat transfer coefficients. Linearization of the bypassesjatgion, which will be dis-
cussed in more detailed in Chapter 4, has shown that the bypass pole ligati@st sensitive to air
flow, and not the heat transfer coefficient. As a result, this steadyestatewill have little impact
on the resulting controller design. Additionally, this estimation offset has little itnpat¢he gas
mixer temperature estimation due to the relatively small fraction of air flowing tfirdlie bypass
as compared to the humidifier. The average estimation error w&s @igh a standard deviation of
1.4°C.

The estimated water reservoir outlet temperature is compared with the measuiriFigure
3.23. The reservoir system is driven by the estimate of the liquid water tetapeteaving the hu-
midifier and represents a significant thermal lag in the water circulation syBierto the relatively
large stored water mass. The reservoir model captures both the slamsedpllowing the humid-
ifier dynamics as well as the steady-state temperature. The average estenatiomas 0.3C with
a standard deviation of #G.
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Figure 3.22: Bypass experimental validation results. Given the measuretiss flow rate and
temperature of the air supplied to the bypass, the air outlet temperature is edtamdteompared
with measurements.
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Figure 3.23: Reservoir experimental validation results. Given the mahkguéd water mass flow

rate and the estimated liquid water temperature supplied to the reservoir, thevigigd outlet
temperature is estimated.
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The estimated water heater outlet temperature is compared with the measurerRguirén
3.24. The water heater model captures the slow response due to clvatigeseater as well as
the steady-state temperature. The average estimation error W&sv@ith a standard deviation of
0.4°C.
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Figure 3.24: Water heater experimental validation results. Given the neeblégumid water mass
flow rate supplied and the estimated inlet temperature, the liquid water outlet tenomeeis esti-
mated.

The estimated air and liquid water temperatures leaving the humidifier are catpiinethe
measurements in Figure 3.25. The humidifier air outlet temperature estimatiorsteslg-state
offset when the system is cooling down (from approximately 1000-18@80r&ls and 2300-3000
seconds). This offset is thought to be the result of neglecting the nsatlen or evaporation of
water on the air side of the humidifier. A more complex model of the humidifier mangciothis.
However, the steady-state air temperature is well approximated during waiand captures the
correct dynamics response through the experiment. Both the steadwisthty/namic response
of the liquid water is well approximated. Considering the complexity of the physiemidifier
system, and the modeling assumptions made, this model adequately capturasittiBdr thermal
response. The average estimation errors wergClahd 0.?C with standard deviations of PC
and 0.8C, for the air and liquid water respectively.

The estimated mixer air outlet temperature is compared with the measurement ie Bigoir
Although the model does not predict the exact steady-state temperaturesgfonse to changes in
air mass flow rate or mixer heat are well captured. An improvement on the Higmaktimation
during the cool down portion of the experiment may improve these resulte, Bibapproximately
1000 seconds, the measured mixer outlet temperature momentarily deatemsasically. The
cause of this rapid decrease and then increase in temperature is unlkubwsthought to be re-
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Figure 3.25: Humidifier experimental validation results. Given the measuresa liquid water

mass flow rates supplied, the estimated liquid water inlet temperature and theredeaistinlet
temperature, the air and liquid water outlet temperatures are estimated.

lated to unmodeled condensation and evaporation dynamics on the walls w@iithess steel tubing.
The average estimation error was@8with a standard deviation of 6.
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Figure 3.26: Mixer experimental validation results. Given the measured a@s flav rate and

estimated bypass and humidifier air outlet temperatures supplied to the mixer, greamizutlet
temperature is estimated.
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Chapter 4

Humidification System Control

With the model of the external humidifier system thermal dynamics, summarizegletign 3.22
and experimentally validated in Section 3.5, controllers were designed aedl toicoordinate the
three resistive heaters as well as the mass fractional split of air flow éetive humidifier and the
air bypass. These controllers must regulate the temperature of the drpaingehe bypass and
joining the saturated air leaving the humidifier. Should the temperatures oftthegms streams
not be well regulated, condensation or dehydration will occur. Asdtréle three heaters must be
well coordinated to regulate the system temperatures and mitigate the eftistunbances.

Figure 4.1 provides an overview of the control architecture employeceréar signal is calcu-
lated (difference between the reference and actual temperaturesinasieto the heater controllers.
The heaters are then controlled by determining a desired heater povles fesspective control vol-
umes given the error signal. The fractional split of dry air mass flow betwiee humidifier and the
bypass is commanded using a static nonlinear feedforward map giverreddedative humidity
and temperature at the cathode inlet (mixer outlet).

This chapter introduces the feedforward mapping for controlling air floereference tempera-
tures used to regulate the system; the system linearization in preparatiomfiailer development;
the controller selection and tuning; the hardware implementation of the clospchiouidifica-
tion system; and finally, the closed loop performance of the humidifier systel@r @ variety of
operating conditions.

4.1 Nonlinear Feedforward for Air Mass Flow Control

A nonlinear, physics based, feedforward mapping is used to contr@ntteeint of air supplied to
the bypass and the humidifier to achieve the desired relatively humidity of ges deaving the
mixer and supplied to the cathode inlet of the PEMFC stack. Direct feedimtkol of the mixer
outlet relative humidity would require either a water vapor mass flow ratdative humidity mea-
surement at the mixer outlet. In practice, both such measurements areitprelyitlexpensive,
motivating the rationale for selecting only feedforward and neglectingosedfor relative humid-
ity control. The nonlinear feedforward mapping used for air mass flowrcbis a function of
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Figure 4.1: Schematic of the humidification system control architecture indijctténlocations of
the temperature references with respect to the states. The dashed lioateitite reference and
feedback temperatures that are treated as controller inputs. The coatanedenoted here with a
C and a subscript indicating the applicable control volume.

both the measured and desired temperature states, relative humidity estinzetiwet,as total gas
pressure measurements.

To calculate the desired split of dry air mass flow between the humidifier aruy/pgaess, mass
conservation is applied. Assuming that in steady-state the mass flow ratéeofsapor leaving the
humidifier,\W{,nm, is equal to the mass flow rate of vapor leaving the m¥¢k. o, and applying
the definition for the humidity ratiap = #ﬁ;), the required mass flow fraction of air through
the humidifierr, = Wa nmi/Wa, can be rewritten as

sat sat
. Cpgﬁnb(,o pg,nTx,o( Pg,hmo — @,hmo pg,hm,o)

= ~ P 4.1
@.hmo pzﬁt)m,o( Pg.mx.0 — @ mx,0 p&“mx,o)

Mim
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where a superscripthas been used to denote desired reference values. Note, this analylsge
the same assumptions and a similar methodology as that used to estimate the mixeelatitiet
humidity in Section 3.2.8.

As stated previously, it is assumed that there is no change in air mass stémectcontrol vol-
umes and that the air mass flow rate is controlled instantaneously. Theltt®m@mmanded air
mass flow rates through the humidifier and the bypass are:

Wa hm,i =FmWa,
W&pr,i :Wa - Wa,hm,i . (4-2)

4.2 Reference Temperatures

To properly coordinate the heaters using feedback control, refer@esired) temperatures must
be established for the mixer, bypass and humidifier air outlets. The erdifference between the
reference and actual temperatures,

de=o5T* — 4T, (4.3)

whered indicates a deviation from nominal conditions and the asteriskused to denote a refer-
ence value, can then be formulated into control objectives for each dfeiers. It is important
to note that these actual temperatures must be measured, or accuratelteestisiveg an observer
and other measurements, in order to implement feedback control.

A number of possible reference temperature choices exist for thermaat®n of the humid-
ification system, depending upon the response time of each closed loomsySteould the air
supplied to the mixer through the air bypass be colder than the air leaving nfielifier, conden-
sation will result. On the other hand, if the air leaving the bypass is hotter teaartieaving the
humidifier, the desired relative humidity can not be achieved. Additionallyeifdiasired cathode
inlet temperature can be achieved by the mixer relatively quickly comparecdetwaker circu-
lation system, the feedforward control of air flow supplied to the humidifier fuither impact
temperature regulation.

These reference temperature selections have drastically different itigpigavith respect to
controller performance. For example, if the water circulation system, bygoad mixer had simi-
lar response times, they could be independently coordinated which wouldateatie selection of
the desired cathode inlet temperature as the reference temperaturetfioeellHowever, to regu-
late the humidifier air outlet temperature, the inline water heater supplies heat liguld water
prior to entering the humidifier. It will be shown later, in Section 4.3, that thigiméeliate step of
heating liquid water to raise the humidifier gas temperature results in the slowasgiiresponse
of the three closed loop control systems. If the mixer and bypass aréleapfaachieving this
reference temperature much sooner than the water circulation systemsjrahiecondensation or
evaporation dynamics will result depending upon whether temperaturg@jsestep or down.
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Based on this difference in closed loop time constants, different refetemperatures were se-
lected to control each heater based on an understanding of the systamidy (further motivating
the need for the accurate model presented in Chapter 3). Becausedootixéi and bypass systems
are faster than the water circulation system, condensation or evaporatidie @voided if both the
mixer and the bypass track the temperature dynamics of the water circulasiemsyChoosing the
reference values such that the water circulation system tracks theddesin®ode inlet temperature
and the mixer and bypass track the water circulation system,

Tgmeo =Tghmo » (4.4a)
g*,hm,o = CZ,i ) (4.4b)
T;bp,o =Tghmo ; (4.4¢)

results in a decreased system thermal time constant but will maintain the desate humid-
ity. Figure 4.1 shows the location of these reference temperatures with treimeastates and
respective control volumes clearly indicated. An important distinction is mads khe reference
temperature for the water circulation system will be either constant or \eudgpending upon the
water management demands of the PEMFC stack. Both the mixer and byfeasace tempera-
tures are also variable, but depend on the dynamics in the water circulpsiems

If the desired cathode inlet temperature were deemed to be more critical toimthatarelative
humidity, the mixer reference temperature could be selected as the deiiredecimlet temperature,
implying that the mixer heater is controlled irrespective of the bypass and eiatelation system
conditions. This control strategy relies on the significant bandwidth agparobserved between
the slow closed loop water circulation system and the fast bypass and ystems and should be
reconsidered if the volumes were designed to be significantly differenttkise presented in this
work.

4.3 Plant Linearization

Due to the cascaded nature of the humidification system, the mixer and bypdss golumes
can be analyzed separately from the water circulation system, allowingdep@mdent controller
design. The system of ordinary differential equations, shown in Eque8@®2-3.23, was expressed
analytically in state space where the control volume outlet temperatureseaped the states, the
heater actuators represented the system inputs, the air mass flow ratendgd the system distur-
bance, and the liquid water mass flow rate and ambient temperature waredgssLbe constant.
Using this state space representation, the system was linearized abaéuwifaxeminal con-
ditions, listed in Table 4.1. It is important to note that for the mixer control volutime bypass
and humidifier air outlet temperatures are assumed to be perfectly controtliestgnt). For the
selection of the total air mass flow rate, the PEMFC stack operating conditiosish@aiwconsid-
ered. As previously discussed, the humidification system was designeguiate the cathode gas
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stream supplied to an 8-cell PEMFC stack with an active area of 300&mplying a 0.3A/cm
electric load to this PEMFC stack, slightly more than half the expected maximuentutensity,
requires 0.6 g/s of air at an air stoichiometry of 250%. These nominal conslitvere selected to
approximate the midpoint of the expected operation range.

Table 4.1: Nominal conditions used for system linearization.

Variable Nominal Value

W 0.6 g/s

rn 0.7

Tatmi=Tabpi | 20°C

Wi 309/s

20 27°C

Pg.hmo 102.57 kPa abs
ff,bpp: g?hmp 55°C

Transfer functions from the resistive heater inputs to the system outleetatapes were then
derived and the sensitivity of the pole locations to disturbances in the totalasis flow rate was
examined. Table 4.2 provides a summary of the open loop time constants agdixCat different
total air mass flow rates for each of the three systems. The total air massftorange considered,
W,=0.3-0.9 g/s, represents the disturbance to the humidification system foF@EMck electrical
loads varying from 0.15-0.45A/ctn The linear and nonlinear systems were then compared, both
to steps in heater inputs and air mass flow rates, indicating that the linear sgspamse well
approximates the nonlinear system for small deviations from these nomimgitions.

Table 4.2: Open loop response time and DC-gain for the bypass, mixeraeadaivculation systems
as total air mass flow rate is varied from 0.3-0.9 g/s.

System DC-gain (°C/W) | Time Constant (sec)
6;-9'0/'0 |s:0
Qv
Water Circulation| 0.10-0.08 123-59
Bypass 6.93-3.32 1490-1195
Mixer 1.01-0.52 714-498

Transfer functions can also be expressed from the air flow distueb@anthe outlet tempera-
tures. However, the DC gains of these transfer functions indicate thratitha very small change
in the steady-state heat required for a change in air mass flow rate. Asilg the use of static
feedforward to reject air flow disturbances does not significantly ingtemperature regulation.
Therefore, only transfer functions from the heater inputs to the tempe@iitputs will be presented
here.
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4.3.1 Bypass Linearization

The first order analytical transfer function from the bypass heatert itgpthe bypass air outlet
temperature, assuming the dry air mass flow rate is constant, is expressed as

5Ta,bp,0 _ bo,bp
0Qop S+ Pop’

(4.5)

where the numerator coefficient and bypass pole location are defined by

2
Bop = ——— .
07 p rrprbp
b 2W2 b iCp.a + Mgzamb, ppPb2amb bp
bp = .

MppCop

Note, the experimentally identified bypass heat transfer coeffid@gs,y, p, from Table 3.3, is
evaluated at the nominal bypass air mass flow rate.

The bypass pole location (denoted py,) is a function of the air mass flow rate through the
bypass which will influence the system response time. For the nominal bgramass flow rate
of W, pp,i=0.18 g/s (equivalent to the conditionsrgf,=0.7 atW,=0.6 g/s), the bypass pole location
was found to b, ~0.013, which results in an open loop time constant of approximately 80 sec-
onds. By varying the nominal air mass flow rate through the bypassWggp;=0.09-0.27 g/s, the
bypass pole location varies frop, ~0.008-0.017 which corresponds to a range of open loop time
constants between 123-59 seconds, respectively. In summary, as th@sa flow rate increases,
the bypass system response time increases.

The DC-gain, found by evaluatin‘ggg%;’ |s—0, is also influenced by the air mass flow rate through
the bypass. As air flow increases, the bypass pole location increasssg the DC gain to de-
crease. Qualitatively, a step in heat added to the bypass will increasgsteengemperature by a
smaller amount at high air flow as compared to low air flow; or alternativelyeraoergy is required
to maintain the system temperature as air flow increases.

4.3.2 Water Circulation System Linearization

With the state space representation of the humidifier water circulation systemattgynamics, a
transfer function can be expressed from the water heater actuatortanine humidifier air outlet
temperature. This transfer function is expressed as

8Qun  (S+ Prwn) (S+ P ) (S+ Papm) (S+ Pr.r) (S+ Pos ) (S+ Pown) (4.9

where the coefficient in the numeratbg, and the pole and zero locations can be analytically rep-
resented as functions of the heat transfer coefficients and the cooluohe masses and specific
heats. At the nominal conditionb,=3.38x10° and the poles and zero are locatepatm=1.23,
p|7hm=0.292,p|’r=0.090,pb7r=8.2X1(T4, P wh=0.014, pp wh=0.016,2,=0.016, and»=0.0094. With
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the assumption that the constituent temperature distribution from the inlet tottbeislinear and
the inlet temperature is not constant (as is the case for the humidifier andh&ater but not the
air bypass), a zero results that is associated with that control volumgtaens For these nominal
conditions there is a pole-zero cancelation betwaepy, w,=0.016, resulting in a fifth order closed
loop transfer function with a relative degree of four. The fastest cbmtdume response time (pole
location furthest from the origin on the complex s-plane) is the humidifieraioved by the liquid
water volumes, with the bulk volumes having the slowest response time.

By varying the nominal air mass flow rate through the humidifier fignm;=0.21-0.63 g/s,
the open loop time constant decreases from 1490-1195 secondsctiesly. Thus, as with the
bypass, the water circulation system response time increases for ingrasmsnass flow rates. This
change in the time constants is most influenced by the slowest pole, which frare a location
on the real axis of the complex s-plane at s=-0.0007 to s=-0.0009 dhi®sange of humidifier air
mass flow rates. Note, although the pole locations are significantly infludrycta liquid water
mass flow rate, this variable is not a disturbance to the system and carutsedat a fixed value
throughout the experiments. As a result, the sensitivity of the pole locatidiguio water flow is
not considered here.

4.3.3 Mixer Linearization

The mixer thermal dynamics are described by a two state system including -tegpair mixture
and the bulk materials. With the state space representation of the mixer themaatidg, the time
constants of these two states were compared. At the nominal conditiongl¢hlegation associ-
ated with the gas state is located at s=-0.132 while the pole associated with thedielkals is
located at s=-0.0017, indicating a significant bandwidth separation betivese two states. As a
result, assuming thaﬁ%m, a first order analytical transfer function from the mixer heater input
to the gas outlet temperature, is expressed by

T
OTgmxo _ Pomx 4.7)
00Qm S+ Pmx
where,
b . I’_IEZQ.r‘r\xAbZQamx
o,mx = )
Mb, mxCb,mx ((,Y omx 1 ﬁngmxAng:mX)
o (Pb2amb, mxAb2amb,mx + ﬁgzgmxAbzg,mx) Oo,mx + ﬁbZanb,rm(AbZamb,m(ﬁgzgnuAng,rnx
mx — 3

Mp, mxCo,mx (ao,mx + ﬁgzg7WAb29,rr»<)
domx = (WECp.a+WihmoCpy) -

Comparing the nonlinear full order model to this linear reduced order mufdigle mixer ther-
mal dynamics during step changes in mixer heat shows an insignificameditie between the two
dynamic models.
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Clearly, the mixer pole location is a function of the air mass flow rate, eithertljirec indi-
rectly through the heat transfer coefficient (between the bulk materidlghangases) or the water
vapor mass flow rate. By varying the air mass flow rate fidgr0.3-0.9 g/s, the pole location
moves from s=-0.0014 to s=-0.0020, the time constant to a step in heaaslesifeom 714 to 498
seconds, and the DC gain decreases from 1.01 to%CAR. These results indicate that increasing
the air mass flow rate results in a faster response but smaller relativesaéremperature for a
given step in the mixer heater.

4.4 Thermostatic Control

A simple and cheap control strategy for temperature regulation of a theystahsinvolves cycling
a heater on or off at specified thresholds, as commonly implemented with thatsadhermostatic
(two position or on-off) control is widely used for industrial automatic tesck systems due to its
simplicity and cost effectiveness. A commonly recognized disadvantagenmaistatic control is
the cycling of the actuator due to the repeated on-off action resulting femsos noise. To reduce
this cycling, hysteresis is often incorporated to construct a region dheuatesired value for which
no control action takes place. This region is known as the differentia]4dp Figure 4.2 relates
the error signalg, to the control inputQ, for this thermostatic controller with hysteresis. Refer
back to Figure 4.1 for an illustration of the signal paths detailing the contraledlants for the
humidification feedback control system.

Q

Qmax

Differential Gap

t t t error
- € 0 [SH

Figure 4.2: Thermostatic differential gap indicating the relationship betweetethperature error
and the control signal.

Temperature error dead bands establish the boundaries of the ditiegayp. When the temper-
ature errore=T* —T, is less than the lower error bourek: e;, the heater is 0rQ = Qmax. When
the temperature error is greater than the higher error beunds, the heater is off@ = 0). For
errors within the error bounds, there is hysteresis such that the heatdreson or off depending
upon the previous state of the heater. In this application, the resistiver haatbeen modeled as
a non-ideal relay where the actuator "off” positionQs= 0. For an ideal relay, the actuator "off”
position would be-Quax. This is an important distinction which will be discussed in more detail
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later. In summary, the discrete time thermostatic control law is represented by

Qrmex; for e(k) < —es
uk)=1< 0, for es < e(k) . (4.8)
ukk—1), for—es<elk)<es

The specific temperatures selected for the error bousgdwill influence the amplitude of the
oscillations in the system thermal response. After the heater turns sf&;, some degree of tem-
perature overshoot beyond the reference temperaktirés expected. Conversely, when the heater
turns on and the actual temperature has been decreasinggs, the temperature will continue de-
creasing for some period of time before responding to the heater. Tleustethdy-state temperature
response is oscillatory. The frequency and magnitude of these inducedyutatoscillations will
depend on the system thermal dynamics and the error bounds at whioketiee Is switched on or
off. The error boundes, will be selected to keep the errewithin a specified limit cycle amplitude
(or output error ranged.

Selecting this error bound, is not trivial. Both a describing function methodology as well
as a simulation based strategy were employed to tune the thermostatic contoollies fesistive
heaters in the humidification system. Table 4.3 summarizes the calculated amplitljoehane
applicable, the temperature limit cycle period for each of the three regulgtéehss evaluated at
the nominal conditions. The specific methodologies employed for each thatinaontroller to
produce these results are detailed in the following subsections.

Table 4.3: Necessary error bounds to achieve desired amplitude fordsiatic regulation.

System Error Bound, es | Amplitude, a* | Period
Bypass 0.38C 0.5°C 2 sec
Mixer 0.38C 1.C°C n/a
Water Circulation| 0.21°C 0.5°C 58 sec

4.4.1 Water Circulation System Tuning with Describing Fundion Method

The behavior of a system nonlinearity, such as a relay, can be analyggallyated by constructing
a describing function that approximates the nonlinear response of tlye Bacribing functions
have been used to quantify the amplitude and frequency of limit cycles iddncelay feedback
systems [30, 63], and subsequently used in the tuning of processltanstf21].

The describing function that approximates the behavior of a hysteretic melainearity was
derived for a relay which produces either a positive or negative tgpah asi = +Quax, depend-
ing upon the state of the relay [69]. The on-off thermostatic control lawifpd in Equation 4.8,
however, does not allow negative heat to be added to the control voAsreeresult, the describing
function in [69] was shifted and scaled (as shown in Figure 4.3) to démelescribing function
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for a shifted relay with hysteresis,

mex | 4 I
e = O | (Vo ()12 )

wherea* is the desired temperature limit cycle amplitude.
Unshifted Shifted

Q Q
1
e—> -------1-e‘—> e_» --------e—-;o—>’L>
-1 : -1 T T+

Figure 4.3: Schematic comparing an unshifted versus a shifted relay witrégis.

, (4.9)

In a relay feedback system, the output temperature of the thermal prédess = G(s)dQ(s)
whereG(s) denotes the plant transfer function (shown in Section 4.3), oscillates withgetature
amplitude ofa and frequencyw. Assuming there is no change in the reference temperature and no
disturbances to the system, the error boumdand the resulting frequency of oscillatio, can
be determined for a given desired amplitudg, by satisfying both the real and imaginary parts of
G(jw)N(a*,es) = —140j. Alternatively, a range ofs values could be selected and the intersection
of G(jw)N(a*,es) with the point -1+0j could be found graphically. In general, as the diffeal
gap expands, implyings increases, the resulting limit cycle oscillation amplitude increases and the
frequency decreases. If it is desired to specify the limit cycle oscillatiequiency and amplitude,
not just the amplitude, then an iterative process must be used since thergusnantee that the

selected amplitude and frequency pair will result in a feasible error bound

This methodology depends on the specification of the desired limit cycle oscillétibis value
is not known, the desired amplitude can be calculated by a combination of tilesiraghievable
output amplitudeg;geq, Which occurs for an ideal relay with no hysteresis, and the standard de
ation in the temperature signal at steady-state (temperature measuremejtapoidhe process
used to select a desired amplitude involved the following steps.

1) A describing function for a shifted ideal relay is formulated by setégg in Equation 4.9.
1) The resulting output amplitude which corresponds to the smallest achievapli¢Lale,ajgeq ,
is calculated by solvin@G(jw)N(a* = @jgea,&s = 0) = —1+0j.
2) The standard deviation in the measurement output nojses quantified.
3) A combination of the smallest achievable output amplitude and the measurenigamtiso
constructed, such @8 = Qjgea + 30n.

For the Type T thermocouples used to measure the system temperaturenttaedsteviation
in the measurement noise is approximatejy~0.08C. Using the ideal relay with no hysteresis,
and the plant transfer function given in Equation 4.6 for the water circulaystem, the small-
est achievable humidifier air outlet temperature oscillationsageg wh ~0.2°C. As a result, the
smallest output amplitude for the water circulation system, that makes the thetimostdroller
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least sensitive to noise, &, ~0.5°C. From evaluation ofﬁ%ﬁ(jw)N(a@c,es,wc) =—1+0j, the
resulting error bound for the water heateeig, ~0.2°C which induces a limit cycle of frequency
wwe ~0.11 rad/s (corresponding to an oscillation period of 58 seconds) to math&idesired
output amplitude.

The ability of the describing function methodology to accurately estimate the tatopefimit
cycles was then evaluated by simulating the relay feedback system appliedriortlnear water
circulation system model, as shown in Figure 4.4. The nonlinear model whsésd at the nominal
conditions, from Table 4.1, with no changes in the reference temper&arerally, the describing
function methodology resulted in the selection of error bounds which indueasonably expected

humidifier air outlet temperature limit cycle period at the desired amplitude.
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Figure 4.4: Simulation of the temperature oscillations induced in the water circulatgiem with
relay feedback along with the heater control input. The water circulatistesyplant was simulated
using the nonlinear model evaluated at the nominal conditions.

The induced humidifier air outlet temperature limit cycle oscillates with a period@ eE¢onds,
which is larger than the 58 seconds expected. However, the nonlingansyesponse oscillates
between the forced)j = dQmax, and the free responses0, when the actuator is turned on and
off, resulting in different dynamic response times. Starting at the minimum hueridiiii outlet
temperature, it takes approximately 31 seconds to reach the maximum tenmgeratioating an
oscillation period of 62 seconds if the free response time were equal tortfelfresponse time. Due
to system nonlinearities and the difference between the free and foyoeanit plant responses,
the temperature limit cycles are not symmetric about the reference valhig*eD; however, the
desired limit cycle amplitude is achieved.

Varying the air mass flow rate supplied to the humidifier betwégr,;=0.21-0.63 g/s (a total
air mass flow rate range of 0.3-0.9 g/s@=0.7), the required error bounds range fregm=0.14-
0.26°C to maintain the desired output amplitudeadb£0.5°C. This change in air mass flow rate also
changes the period of oscillation ranging between 52-74 secondsmimaty, the air mass flow
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rate does not significantly impact the necessary error bounds aritimg$tequency of oscillation,
to motivate the use of variable error bounds for the water circulation system.

4.4.2 Bypass and Mixer Tuning by Simulation

For first order plants, the describing function methodology can not béogegbto analytically cal-
culate the thermostatic error bounds. The Nyquist plot of a first ordett péamains in the right
hand plane. Thus, no intersection exists between the describing funetiach) accounts for the
fundamental component of the nonlinear relay element, and the plant Nyipsigad, simulations
of the non-ideal relay feedback system are used to examine the resuttipgregure limit cycles

for the bypass and mixer systems.

To tune the thermostatic error bounds using a simulation based approsictidierror bound,
es, is set equal to the desired amplitude of the output temperature oscillaion®f course, the
system response will experience overshoot outside of this desired aseplitbus, the error bound
is incrementally reduced until the simulated temperature error is less than iheddasplitude.
This process is summarized as follows.

1) The desired output amplitude’, is selected.

2) The initial temperature error bounds, are chosen to be equal to the desired temperature
output amplitude, such that=a*.

3) The closed loop non-ideal relay feedback system response is simutatedtiie nonlinear
plant model evaluated at the nominal operating conditions.

4) The simulated temperature error signal is compared to the desired amplitude.

5) If the simulated temperature error remains smaller than the desired amplitudghbubu
the simulation, then the search is terminated. Otherwise, the temperature @maiskare
reduced and steps 3-5 are repeated.

To illustrate the iterative error bound tuning process and the relationstweée the temper-
ature limit cycle amplitude and period as a function of the error bound, cantid mixer system
assuming constant gas temperatures supplied from the humidifier and l§iyppkes constant ref-
erence temperature), as shown in Figure 4.5. As expected, as thbaurat is decreased, both the
period and amplitude of the temperature limit cycle decrease. When the etnod ks reduced suf-
ficiently that the induced temperature limit cycle amplituag,, is less than or equal to the desired
amplitude a;,, the iteration process is terminated and the necessary error boundehaddmetified.

Of course, in the physical system, the thermostatically controlled water heilltarduce hu-
midifier gas outlet temperature oscillations that impact both the bypass and the asxaputs
and/or dynamic reference temperatures. Because the mixer receivesraiooth the humidifier
and the bypass, the temperature oscillations in these systems induce teregdretwations in the
mixer in practice causing the mixer oscillation frequency to be smaller (period targer) than
the water circulation system. For low desired cathode inlet relative humiditiehwdsult in more
air supplied to the bypass than the humidifier, the bypass oscillations wouldtithpanixer more
than the humidifier, resulting in a faster mixer outlet temperature oscillationdregu

Due to the coupled nature of the humidification system volumes, it is therefooenmended
that the bypass and mixer thermostatic controllers be tuned in a manner thahi&cfor the wa-
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Figure 4.5: Influence of the mixer error bound on the simulated mixer outlettietyse limit cycle
for a relay feedback system.

ter circulation system performance. By first selecting the water heatarl®yunds, as discussed
in Section 4.4.1, the error bounds for the bypass relay feedback sgsiefine determined using
the simulation based iterative approach described above. Then giverréndounds for the by-

pass and water heater, the error bounds for the mixer relay feedystekrscan be determined via
simulation. This process of sequential controller tuning is described sticatiyain Figure 4.6.

Select Water
Find Error Bound

Circulation System

»| Using Describing

»| Temperature Response

Check if Humidifier

Limit Cycle e ;
Amplitude Function Anlaysis is Within Bounds T
_______ if not within bounds, reduce error bound . ________
1
Select Initial 9 Simulate Bypass and Is Bypass Temperature |- Mo
Bypass Error | > Water Circulation > Error Less Than
Bound System Response Desired Amplitude?
“ Yes
___ _ifnotwithin bounds reduce errorbound _ _______
. i i No
Select Initial > Simulate Full Is Mixer Temperature |- -
Mixer Error |— 3|  Humidification [ Error Less Than
Bound System Response Desired Amplitude?

Figure 4.6: Sequential process used to tune the bypass and mixer theicversta bounds.

In selecting the desired amplitudes for the bypass and mixer, consideratiom ®ystem dy-
namics must be made. The water circulation system (humidifier) responsnicglsiboth the mixer
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and bypass by establishing an oscillating reference temperature. As witlatéeheater, to reduce
heater relay cycling due to measurement noise the desired bypass temgoarateycle amplitude
was selected to bej;p:O.5°C. However, the water circulation system, does not only influence the
mixer through the reference temperature. The mixer also receives awated vapor from the
humidifier. As a result, oscillations in the humidifier will cause oscillations in the naxen when

the mixer heater is off. As a result, the mixer amplitude was selected & 5d..(°C to account

for the 0.5C amplitude fluctuations due to the water circulation system.

Applying this iterative and sequential simulation based tuning approacte abthinal operat-
ing conditions shown in Table 4.1, the bypass error bound was foundeg,pe0.38C to achieve
a temperature limit cycle amplitude agp:O.SOC and the mixer error bound wag,,=0.38C to
achieve a temperature limit cycle ampIitudeaQFl.O’C. Although the error bounds for the bypass
and mixer are the same, the two systems achieve very different temperatureytitaibmplitudes
due to the relatively slow thermal response of the mixer, as compared topihedy

The simulated humidification system thermal response, employing these thdiendstd
bands at nominal conditions, is shown in Figure 4.7. The difference inltsed loop thermal
response time of the bypass, mixer and water circulation systems are evidigtet. at approxi-
mately 340 seconds, the increase in the temperature of the air leaving the remudifses the
mixer temperature to increase although the mixer heater had been turnddditionally, there is
a relatively small amount of noise in the mixer temperature due to the fast osodlatithe bypass
temperature, but has less impact on the mixer temperature due to the largeanassdl split of
air flow directed to the humidifier§,, = 0.7). When the fraction of the air mass flow rate directed
to the bypass is increased, these oscillations are more pronounced.

The influence of the total air mass flow rate on the mixer and bypass ewadbavas consid-
ered by identifying the respective error bounds at different flonsrats with the water circulation
system, a range of total air mass flow rates between 0.3-0.9 g/s was cedsadsuming 70% of
the air is delivered to the humidifier,=0.7). The bypass error bounds show little sensitivity to the
air mass flow rate, ranging fromy,=0.36-0.42C. Of course, if low relative humidity operation
is desired, more air would be supplied to the bypass resulting in a greaginsgnin the bypass
error bounds. The mixer error bounds, however, exhibit a greatmed of sensitivity to the total
air mass flow rate, ranging from ,x=0.14-0.68C to achieve the desired temperature limit cycle
amplitude ofa},,. As the total air mass flow rate increases, the necessary mixer errodoun
crease. Such sensitivity to the total air mass flow rate could motivate the uagaiile mixer error
bounds. However, constant error bounds could still be used with therstanding that the desired
amplitude will only be achieved at the total air mass flow rate that the controlketuaad for.

The thermostatic controllers, designed and shown in simulation here in Seetj@relcheap to
implement, have a relatively easy tuning methodology, and are capableutdtieg the humidifier
temperature to within®C of the desired cathode inlet temperature. However, if zero steady-state
temperature error ir required or the limit cycle temperature oscillations arsuatlle, a more so-
phisticated controller can be used. In the following section, a proportiatetdral controller will
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Figure 4.7: Thermostatic controller simulation with tuned deadbands under alocoinditions.
The left column of plots shows the actuator control signals and the righincobf plots displays
the thermal response of the control volume temperature being regulated.

be developed to further improve the system response.

4.5 PI Controller Tuning with Integral Anti-windup

By adding integrator states to the controllers, zero steady-state errotdp emsnmand in the ref-
erence temperature can be achieved. As a result, proportional integrabntrol was considered
due to the simplicity of tuning with time domain constraints and guarantee of zedy stede error.
The PI controller can be expressed in the frequency domain as

5Qo = (chv+ k'g“) e, (4.10)

where the proportional and integral controller gains are denotdg&yandk; ¢y, respectively, for
each control volume. By substitution into Equations 4.5-4.7, the closed lawgfeérdunctions from
the reference to the actual temperature can be found. In contrastdff tihrermostatic control,
PI control requires the heater actuators to produce a variable hestetraate. Thus, there is a
fundamental tradeoff between regulation capability and hardware diwcase complexity.
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A summary of the final controller gains and resulting settling times assuming alsiagein
the reference temperatur&] *=1°C, is shown in Table 4.4 along with the gain and phase margins.
The following subsections will detail the methodology used in designing theseotlers and the
inclusion of integrator anti-windup to address actuator saturation.

Table 4.4: Proportional Integral Controller Gains

Heater Keev | Kiev | tsatie | GM | PM
(s) | (dB)| (deg)
Bypass 15 | 325/94 | 142
Mixer 25 | 0.22| 256 | « 145
Water Heatern 263 | 1.60| 176 | 20 138

For the mixer, bypass and water circulations systems, the input distusbanedghe same,
namely the ambient temperature and the total air mass flow rate. It can be ddbathe ambi-
ent temperature remains relatively constant throughout an experimewevidg the total air mass
flow rate varies significantly. To reduce the impact of this disturbance omytfiem temperature
responses, precompensation could be used [17]. Note, this precsatipanvould increase or de-
crease the amount of heat that is added to the system as a result ofrige @héotal air mass flow
rate, which is distinctly different than the static nonlinear feedforward nmgpjpom Section 4.1
used to control the mass fractional split of air supplied to the bypass artuthigifier to regu-
late relative humidity. Interestingly, the steady-state incremental heat eeldoyr the system due
to a change in air mass flow rate is relatively small, rendering constantrppeetsation relatively
ineffective.

4.5.1 Mixer and Bypass PI Gain Tuning

The open loop transfer function from the heater input to either the bypasscer gas outlet tem-
perature, shown in Equations 4.5 and 4.7, are first order. The appfiatl control then results
in a second order closed loop transfer function, from the temperatieenee to the gas outlet
temperatures, described generally by

0Tg.cvo _ Po.cvkpov(S+ Ki cv/Kpev)
5Tgfcv,o s?+ (bo,cvkpev + Pev) S+ Do cvki v

, (4.11)

wherepgy is the open loop pole location for the bypass or mixer system previouslyrsimoiaqua-
tion 4.5 and 4.7.

Upon inspection of the characteristic polynomial of this closed loop tramsfetion, the Pl
controller gains can be tuned to achieve specific time domain constraints.niifg the controller
gains, two of the following three constraints must be selected, from theoppgronal controller
gain, 2) response time, or 3) damping coefficient which influences theeed overshoot experi-
enced to a step in the temperature reference. The proportional congeihercan be easily selected
based on the desired heater response for a specific temperaturé\atesision must then be made
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as to the specification of the desired response time or the overshoot. sBet@uavoidance of
condensation and dehydration is of critical importance in controlling the hun@addin system, the
damping coefficient is chosen as the second time domain design constrargfgedified. By min-
imizing overshoot, at the expense of a slower closed loop response tinefeitis of condensation
and dehydration can be directly addressed.

The proportional gains are selected based on the expected maximal abemiter power at
steady-state over the range of operating conditiQagsgn cv» Supplied for a specified temperature
€IT0r, Egesign,cv» SUCH that

Kpov = Quesgnor (4.12)
€design,cv

This selection of the proportional controller gains implies that energy wilLippléed to the heater
at the rateQqgesign.cv» When the temperature error changes fréi@ @ egegign ov. Using simulations,
the maximum amount of heat required, across the range of operatingicogsdcan be determined
to motivate the selection @Qqesgn.cv. Given an expected error @fiesign,=1.0°C and the maxi-
mum steady-state heater poweQ@fsign bp=15W andQgesign mx=25W, the proportional gains were
found to bekppp=15W/K andkpm=25WI/K.

Theoretically, to achieve no overshoot in the response to a step chatiye rieference tem-
perature, the desired damping coefficient for a critically damped resgenshosen to b&=1.
Examining the characteristic equation of the closed loop transfer functioguat®n 4.11, with
the specified proportional gain given in Equation 4.12, the integral gaitheaxpressed as

B bo,cvkp.ev + Pov

Kiov = Zoss (4.13)

Given the mixer and bypass open loop transfer function coefficieptp,(Do,mx, Pop, andpmx from
Equations 4.5 and 4.7, the resulting controller integral gainsagg=3.25 andk; m=0.22. With
the selection of these PI controller gains for the mixer and bypass, theldmge settling times
to a 1°C step in the reference temperature are 9 and 256 seconds, redped&expected, the
response time of the bypass is considerably faster than the response titagroker system.

To examine the relative stability of the closed loop systems, the most frequeatlymetrics are
the gain and phase margins which for a stable system indicate the amouim ahdgure delay that
can be added to the loop before the closed-loop system becomes un3tdbkdure 4.8 provides
a Bode plot of the magnitude and phase of the closed loop bypass and ysit@ans. The resulting
gain and phase margins are presented in Table 4.4. The high frequ=amsxy gngle asymptote for
both systems is -90 degrees, rather than the -180 degrees expectedaning order system due
to the addition of the zero from the controller. Clearly, the mixer and bypasged loop transfer
functions have a relative degree of 1 which results in an infinite gain mamgpiying the closed
loop system will be stable for all loop gains. Additionally, the large phaseimsiigdicate adequate
robustness to system delays due to parameter variation. Note, the peakiitut@gear the corner
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frequency indicates there will be an overshoot in the step responseugthhe controllers were
designed for a critically damped response, implying no overshoot, in actoaétghoot will result
due to the zero added by the controller.
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Figure 4.8: Bode plots of the mixer and bypass closed loop systems indicatimgagd phase
margins.

4.5.2 Water Heater Pl Gain Tuning

The closed loop transfer function from the reference humidifier air oigiieperature to the actual
temperature is of high order and therefore, time domain design constraiatsltfoot, settling time,
etc.) can not be used analytically to specify the Pl controller gains as weaes fdo the bypass
and mixer. Instead, pole placement was used iteratively to achieve addelsised loop response.
From inspection of the open loop water circulation system poles and zer,Equation 4.6, it
is seen that a stable slow pole is located on the real axis of the complex saplapproximately
s$=-0.00082. This pole could be either shifted or canceled by a carefulgdtérh controller. In the
work by [41], it was shown that a tradeoff exists between input disho®aejection and robustness
to modeling errors when considering whether to cancel or shift a slowegtake which lies on the
real axis. The humidifier water circulation system has an air mass flow ratedrgiurbance and
the model parameters were considered to be well identified. As a resulie ahpfting controller
was employed for improved input disturbance rejection.

Using the full order linearized model of the water circulation system, shoviagiration 4.6, a
pole shifting PI controller of the form given in Equation 4.10, was tuned hiexe a fast response
with less than 20% overshoot. The resulting closed loop system, with the bentyains listed in
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Table 4.4, is stable with all poles located in the open left half complex s-plane.

To examine the relative stability of the closed loop water circulation closedsyat8ode plot
of the magnitude and phase, shown in Figure 4.9 was used to calculate tlEmdaihase margins,
found in Table 4.4. A sufficient gain and phase margin are achievedbustness to parameter
variation. The high frequency phase angle asymptote for this systemsOisiegees due to the
transfer function having a relative degree of 4. As with the bypass anerntiive peak in magnitude
near the corner frequency indicates there will be an overshoot in fheesponse.
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Figure 4.9: Bode plots of the water circulation system closed loop systematingigain and phase
margins.

4.5.3 Integral Anti-windup Strategies

If an actuator has saturation limits, as is the case for the resistive heaesterator will con-
tinue to integrate the error signal while the actuator is saturated, causingraasimg discrepancy
between the desired control signal and the saturated control signaln ivaerror begins to de-
crease in magnitude, a time lag will occur before the actuator will no longeatieased due to
the previously growing integrator state. This delay can result in an uedes¥ershoot (or under-
shoot), referred to as integrator windup. Two strategies for employingratta anti-windup will
be considered, and their relative merits addressed.
The difference between the actua).,, and saturatedQg, control signals can be scaled and

removed from the error signal prior to integration [2], as shown in Figui®. In this manner,
the scaling factorgr, controls the rate of convergence of the integrator anti-windup. Unfatély,
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the rate of convergence parameter has a significant influence on teensgsponse time and de-
gree of overshoot following a step change in the reference signalPTT@entroller with integrator
anti-windup can then be clearly expressed in the time domain as

5Qut) = kel + [ [k () +(3Qn(1) - 5QF (1) (4.14)

where the deviation in the control signal from nominal conditions upstrezsndawnstream of
the actuator model are denoted &9, and dQX, respectively. This anti-windup strategy will be
referred to as "convergence based”.
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Figure 4.10: Proportional integral control schematic with convergeasedintegral anti-windup.

Alternatively, the integral anti-windup can be replaced by a logic basse s@ucture which
enables or disables the integrator while the actuator is saturated. If theleigtral upstream of
the actuator saturation model is not equal to the control signal downstetiva actuator satura-
tion model, implying the actuator is saturated, then the integrator is turned af.Idgic can be
implemented as shown in Figure 4.11, and will be referred to as "logic based”
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Figure 4.11: Proportional integral control schematic using logic to stopriieg the error signal
when the actuator saturates.

With the logic based formulation for employing integrator anti-windup, there someergence
rate,a, which requires tuning as was the case for the convergence basedrathip strategy. The
control law with logic based anti-windup is then described by the followin@ggn:

keove(t) + fokio€(T)dT if 6Qu(t) = QA (1)

0Quy(t) = { Ko ovEm(t), if 5Quy(t) # 0QF (t)

The rate of convergence parametey,has a significant influence on the system response time
and the degree of overshoot experienced following a step changerefénence signal. Figure 4.12
compares the logic and convergence based anti-windup strategies appiiedP| controller for the
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mixer system response to a step in the reference temperature. For tleegemoe rate based anti-
windup, the range of responses are shown for vargingach row of subplots shows the response
to a different reference step size, with the temperature response in lthelag and the actuator
signal in the left plot. Each reference step change is taken from the nlocoimditions.
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Figure 4.12: Comparison of the reduced order mixer closed loop stepnasgmploying the PI
controller using different anti-windup strategies. The dotted line indicatpdiformance of the
logic based anti-windup strategy. The dashed lines indicate the bounds msfionse time using
the convergence rate based anti-windup where the response forgrariies within these bounds.

For a step size 0dTg o = 1°C, the actuator does not saturate, resulting in the same temper-
ature response for the two anti-windup strategies. However, for latgprsizes, the actuator does
saturate and the performance of the anti-windup strategies can be cdmpaeerise time of the
logic based anti-windup strategies is approximately equal to the rise time ofsthense if no anti-
windup is used (upper bound of convergence based anti-windupiveo there is significantly less
overshoot.

A rate of convergencey, does exist such that the control signal response following actudtor sa
uration is the same for both the logic and convergence based strategiestéprsize of a particular
magnitude. Although, for a given rate of convergence, the controbkigiti not be the same for
these two anti-windup strategies for all magnitudes of reference step f&izesvalue ofa=0.032
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the response of the two anti-windup strategies is similar for the range oénefesteps considered
here. For simplification due to the need to tune the convergence rate toatitealesired tempera-
ture response across a range of reference step changes, thealeggicamti-windup strategy will be
used.

4.6 Hardware Implementation of Controllers

This section describes the process used to implement the controllers irdnaravd then compares
the performance of the controllers. First, the modeling required to emulatattedre implemen-
tation of the controllers, for example accounting for the effects of samplidgreeasurement noise,
are discussed. Then, the closed loop humidification system performasiceulsted to examine
the influence of the physical hardware constraints. Finally, the expetamearformance of the
thermostatic and PI controllers are compared.

4.6.1 Models for Emulation of Hardware Constraints

The data acquisition system forces implementation of the control and monitgstensin discrete
time, as previously discussed in Section 1.2. As a result, the continuous timéndooné&ollers
must be expressed in discrete time for the control signals to be executgddigital electronics.
For implementation of the on-off thermostatic controllers, no conversion neustaole since a relay
can be simply opened or closed. The PI controllers, however, aressqit as a difference equation

by

KTs
0Qcy[KTs| = kpcove[KTs] + Ki oy Ts Zr e(j), (4.15)
i=Ts
where the symbd{Ts is used to denote a discrete instant of time wikasaa time index ands ~0.05
is the data acquisition system sample time (s).

The details of the humidification system hardware were provided in Sectior@& hll analog
inputs (sensor measurements) and outputs (actuator signals), zerdioldls were used to model
the effect of sensor sampling in hardware. Both the bypass and the mixgokers utilize analog
output signals. However, the water heater actuator is controlled with a dsgital that is pulse
width modulated (in software) using a pulse period of 0.5 seconds. Asuli,r@$.5 second zero
order hold is used to model the updating of the water heater control signal.

The analog input temperature measurements do in fact contain measuraisent Type T
thermocouples were employed for sensing temperature throughout teensylheoretically, these
thermocouples should all exhibit similar noise characteristics. They wébgatad, using a con-
tinuously stirred hot water bath, against a thermometer with a precision di@.@&lthough there
could be a bias in the temperature measurement if this reference temperasunetvaccurate, the
thermocouples will all contain the same bias as they were calibrated undemtieecenditions.
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To characterize the output temperature measurement noise, a set ofdtmgdata were de-
trended. The de-trending technique performed a local linear leastesquegression by fitting a
straight line through a moving window of 19 data points. The results did rastgansignificantly as
the number of data points included in the moving window changed. Figure Holasshe temper-
ature measurement and the de-trended result as a function of time under sandédions as those
used in the humidifier experimental data presented throughout this docuntenhoise was then
guantified as the difference between the actual and the de-trended &mpeshown in the second
subplot. The noise range remains constant throughout the entire expedespite the fact that the
measured temperature is changing.
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Figure 4.13: Thermocouple temperature measurement and noise.

Based on the noise statistics, the temperature measurement noise was mmoadeladbdbrmal
distribution with a mean of @ and standard deviation of 082 Note, the data acquisition system
has an expected precision of 0.0C5with a 16 bit analog input data acquisition board. This mea-

surement noise is added to the modeled temperature outputs and influentsegkeature error
and control signals.

4.6.2 Simulated Closed Loop Performance

The closed loop humidification system, employing thermostatic and PI contrallesssimulated
to compare the controller performances following steps in the referencetetage, total air mass
flow rate, and desired mixer outlet relative humidity. The implementation of digitatrallers and

the model of temperature measurement noise, previously discussed im3e6tig were accounted
for in the model simulations.
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Figures 4.14-4.17 provide a comparison of the humidification system resp@mploying the
Pl and thermostatic controllers initialized at the nominal conditions. As expebtiethermostatic
controllers produce temperature limit cycle oscillations at the designed amglanderequencies.
For all three temperature responses, the thermostatic controllers restdsieraresponse time to a
step in the reference temperature, due to the initial saturation of the contierP| controllers
regulate temperature with zero steady-state error and result in a 2-b&tioedn total heater energy
consumption. Finally, the temperature measurement noise has little impact omtha smnals

or, ultimately, the ability to regulate temperature for either control architecture.
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Figure 4.14: Simulated humidifier air outlet closed loop temperature respoaseterence step,
comparing the use of Pl versus thermostatic control. The first subplatssthe power supplied to
the water heater and the second subplot shows the temperature response

The humidifier air outlet temperature response for both the thermostatic aconibllers,
following the step in the reference temperature shown in Figure 4.14 rpextbas designed. Im-
mediately following the change in the reference temperature, the air massaflwsupplied to the
humidifier, shown in Figure 4.17, is increased. This increase causesitidifier air outlet tem-
perature to initially decrease. It is important to note that this is not a non-mininmaseresponse,
rather it is due to the feedforward air flow regulation and the influenceeoaithmass flow rate on
the humidifier temperature.

As expected, due to the relatively fast closed loop response time of tlassygs compared to
the water circulation system, the bypass air outlet temperature is well regukitegi Pl control,
with little difference between the actual and reference temperature shokigure 4.15. In con-
trast, using thermostatic control the temperature limit cycle is amplified as a réthdtascillating
reference temperature. Note, the humidifier air outlet temperature is thienmeéefor the bypass,
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Figure 4.15: Simulated bypass air outlet closed loop temperature respanssfeoence step, com-
paring the use of PI versus thermostatic control. The first subplot stieysower supplied to the
bypass and the second subplot shows the temperature response.

resulting in two different temperature references using either PI or tteatocontrol.

As with the bypass, the mixer reference temperatures for the simulations withastatic
and PI control, shown in Figure 4.16, are different due to the humidifievugiet temperature re-
sponses. Using thermostatic control, the mixer gas outlet temperature expsraerepeatable but
non sinusoidal temperature limit cycle due to the influence of the air supplied toitker from
the humidifier. The PI controller, however, well regulates the mixer outlet ¢éeatpre with little
overshoot and a fast response.

The resulting mixer outlet relative humidity, using both Pl and thermostatic dooftrthe
heaters, during this step in the temperature reference is shown in Figire @darly, the non-
sinusoidal mixer outlet temperature limit cycle induces a relative humidity limit cyetetd the
coupling of relative humidity and temperature. The air mass flow rates supplieéé bypass and
humidifier are influenced by the difference in the actual and referemgea®atures, implying the
air mass flow rate changes during transients. With thermostatic control, the ssrfioa rates do
not achieve a constant final value due to the temperature limit cycle oscillatiortontrast, the
desired relative humidity can be maintained with PI control. It is anticipated tbatelative hu-
midity excursions will be more pronounced in hardware due to un-modelagidm the air mass

flow control response.
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Figure 4.16: Simulated mixer air outlet closed loop temperature responseftoence step, com-
paring the use of Pl versus thermostatic control. The first subplot sti@ygower supplied to the
mixer heater and the second subplot shows the temperature respotsethiBie are two different
temperature references for the two controllers.
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Figure 4.17: Simulated mixer gas outlet relative humidity response during anstiep reference
temperature, comparing the use of Pl versus thermostatic control. Theufigibt shows the total,

humidifier and bypass air mass flow rates and the second subplot shawsénegas outlet relative
humidity.
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4.6.3 Closed Loop Experimental Results

Using feedforward control of the fraction of the total air mass flow rapgpbed to the humidifier,

according to Equation 4.1, four closed loop experiments were conductaahtpare the thermo-
static and PI controller responses. First, the two controllers are comfoair@dtep in the reference
temperature from nominal conditions, shown in Figures 4.18-4.21, similar ®irthdation results

shown previously in Figures 4.14-4.17. Generally, the Pl and thermostaticotlers perform as

designed. Then, the two controller performances are examined durpgjistie total air mass flow
rate, desired relative humidity, and during a water reservoir fill evehefe/ cold water is injected
into the reservoir).

Closed loop experimental results for a step in reference temperate

The experimental response of the water circulation system to a step in ¢hened temperature is
shown in Figure 4.18 for both thermostatic and PI control. The desired tetopetimit cycle am-
plitude of 0.5C using thermostatic control is achieved. However, a larger oscillationgefid20
seconds occurred, mostly due to the free response of the water ciraudgtitem when the heater
is turned off. The time required to reach the maximum limit cycle temperature fremmhimum
limit cycle temperature is approximately 34 seconds, corresponding to ac68dséemperature
limit cycle period if the free and forced response times were the samejragweieh the simulation
results. Should the temperature limit cycle oscillation period need to be exaglilyated, a better
approximation of the heat transfer loss would be required.
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Figure 4.18: Experimental humidifier air outlet closed loop temperaturemesyio a reference step,

comparing the use of Pl versus thermostatic control. The first subplaissihe power supplied to
the water heater and the second subplot shows the temperature response
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Figure 4.19: Experimental bypass air outlet closed loop temperaturensspm a reference step,
comparing the use of Pl versus thermostatic control. The first subplotsstiie power supplied to
the bypass and the second subplot shows the temperature response.

For the water circulation system PI controller, the resulting overshoowwitpthe step in the
reference temperature is larger than predicted in simulation but still within tigroel 20%. The
response time was similar to that predicted in simulation. However, the initialaeie the hu-
midifier air outlet temperature following the reference step is more pronduhes was predicted
in simulation. This air mass flow rate sensitivity may have occurred as a réshé an-modeled
condensation or evaporation dynamics due to the increased humidifienaimtigs rate. Finally,
the water heater Pl controller is capable of tracking the reference tetagewdth zero steady-state
error.

The experimental response of the bypass to a step in the humidifier idaagnemperature is
shown in Figure 4.19 comparing thermostatic and Pl control. The closed kpapimental results
are quite similar to the simulation results presented in Figure 4.15. The resultingregame limit
cycle amplitude is approximately @G, as designed. Throughout the experiment, the Pl controller
is capable of tracking the dynamic reference humidifier air outlet tempenaitir@pproximately
zero steady-state error.

The experimental response of the mixer system to a step in the humidifiezrnmedeair tem-
perature is shown in Figure 4.20 comparing thermostatic and Pl control. Qéshtehe mixer
outlet temperature limit cycle, using thermostatic control, is approximately siralsaglcompared
to the non sinusoidal limit cycle shown in simulation. The limit cycle amplitude wasddarbe
slightly less than the designedd. The mixer Pl controller performed as expected throughout the
experiment.
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Figure 4.20: Experimental mixer air outlet closed loop temperature resporseeference step,
comparing the use of Pl versus thermostatic control. The first subplotsstiie power supplied to
the mixer heater and the second subplot shows the temperature response.

The experimental mixer air outlet relative humidity response during the stepeihumidi-
fier reference air temperature is shown in Figure 4.21 comparing thermacstati®| controller
implementation. The actual mixer relative humidity response is quite similar to the sichuéate
sults previously shown in Figure 4.17. Because the actual mixer outlet tatnpeexperiences an
approximately sinusoidal temperature limit cycle using thermostatic control, shiéting relative
humidity also exhibits an approximately sinusoidal response. Both in simulatbmahe exper-
iment, the maximum excursion in the mixer air outlet relative humidity is approximatéty fbd
both controllers. Note, the mixer gas outlet relative humidity presented haredistimation based
on physical measurements applying Equation 3.21.

Thermostatic closed loop experimental results during disturbance

Using feedforward control of the air mass flow rate and thermostatic daftifoe resistive heaters,
a closed loop experiment was conducted by changing the desired catleidemperature and rel-
ative humidity. Figure 4.22 shows the humidifier air outlet temperature resgwsisduring a step
change in the reference temperature. As expected, the heater initiallptufoltowing the increase
in the reference temperature which allows a fast initial response time. Thetature oscillations
induced by this relay feedback system then begin after the temperatoireszrches the differential
gap. Note, the temperature response time when the heater is turned ed,fesponse, is different
than when the heater is turned on, free response, also seen by therdiéfdetween the time the
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Figure 4.21: Estimated experimental mixer gas outlet relative humidity resplumsey a step in
the reference temperature, comparing the use of PI versus thermostatial.cd he first subplot
shows the total, humidifier and bypass air mass flow rates and the secqghot Sltows the mixer
gas outlet relative humidity.

heater is in the on versus the off state. A reservoir fill disturbance oonguat approximately 3900
seconds, requiring an injection of cold water into the water reservoiryislkthe step change in
the reference temperature and cause®Gexcursion in the humidifier air outlet temperature and
increases the length of time that the water heater is on. At approximately é600ds, the desired
mixer outlet relative humidity is increased frogg, ;=0.7 to 0.8, causing an increase in the fraction
of air supplied to the humidifier. The use of feedforward control of thenaiss flow rate supplied to
the humidifier results in a variable flow that oscillates at the same frequertlog ag temperature,
through the water vapor saturation pressure.

Remember, the intent of the bypass controller is to track the humidifier air outipetature,
which is oscillating due to the thermostatic regulation. As a result, it is expecteththaypass
air outlet temperature will oscillate about the humidifier air outlet temperaturéaater frequency.
Figure 4.23 displays the regulation capability of the bypass controller dtirengtep change in the
cathode inlet temperature. As expected, the bypass tracks the humidifitimge in an amplified
temperature oscillation about the humidifier temperature. Due to the significkmedce in the
closed loop response time of the bypass and the humidifier, the bypass tlnagkumidifier well
throughout the range of changes in reference and disturbancevalue

The oscillations in the humidifier and bypass temperatures being supplied to teeimpact
the resulting oscillations in the mixer outlet temperature. Although the closed loogr mabay
feedback system is capable of responding faster than the humidifieresigned to track the hu-
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Figure 4.22: Humidifier air outlet temperature thermostatic regulation duringcbi@pges in the
reference temperature and the desired cathode inlet humidity. The figbsshows the water
heater power, the second subplot shows the air mass flow rate suppliedniontiidifier using ref-
erence feedforward, and the third subplot shows the thermostaticaliiated humidifier air outlet
temperature.

midifier, and thus exhibits a similar frequency and amplitude in the limit cycle oscilkatieigure
4.24 shows the mixer response using thermostatic regulation for the samencefe and distur-
bances as that shown for the humidifier in Figure 4.22. The total air massdtevsupplied to the
humidifier and bypass is shown, with short transients during changes ae#ied cathode inlet
relative humidity and temperature. Although the mixer outlet relative humidity ossllat the
same frequency as the temperature, the amplitude is not significant anceisoctbe measurement
resolution of 0.025 or 2.5%.

Pl closed loop experimental results during disturbances

Using feedforward control of the air mass flow rate and proportionagiatecontrol of the resis-
tive heaters, another closed loop experiment was conducted by chahgindesired cathode inlet
temperature and relative humidity. Figure 4.25 shows the humidifier, bypassixer air outlet
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Figure 4.23: Bypass air outlet temperature thermostatic regulation during atsiage in the de-
sired cathode inlet temperature. The first subplot shows the bypass peaer, the second subplot
shows the air mass flow rate supplied to the bypass using referencerfgadf, and the third
subplot shows the thermostatically regulated bypass air outlet temperature.

temperature responses during these changes in reference valuew/iloa relatively large excur-
sion in the ambient temperature due to cycling the room heater, a step chahgdatal air mass
flow disturbance, and a reservoir fill event.

As expected the PI controller results in zero steady-state error. Thiehoeat and response
time following step changes in reference temperature is approximately eqtred tesponse the
controller was tuned to achieve. Interestingly, the step in the refereasedd cathode inlet) tem-
perature results in an increase in the air flow supplied to the humidifier, cpaisimitial decrease
in the humidifier air outlet temperature which resembles a non-minimum phasmsesput is ac-
tually due to the difference in response times between the mass and therteaisysollowing the
rapid 10C increase in ambient temperature, the humidifier air outlet temperature indreageir-
ing the humidifier heater power to decrease to regulate the humidifier air outipétature. The
decrease in the total air mass flow rate disturbance resulted in a decrehseinflow supplied
to the humidifier, in turn increasing the humidifier air outlet temperature by appately 1°C.
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Figure 4.24: Mixer air outlet temperature thermostatic regulation during stepgels in the refer-
ence temperature and the desired cathode inlet humidity. The first subpies she mixer heater
power, the second subplot shows the total air mass flow rate disturtthadkird subplot shows the
thermostatically regulated mixer air outlet temperature, and the fourth sulbplsghe reference
and estimated mixer outlet relative humidity.

The reservoir fill event, which injects cold water into the reservoir, caasgramatic decrease in
the humidifier air outlet temperature which saturates the water heater beémtdng steady-state.
Finally, the decrease in desired cathode inlet relative humidity results inraasgecin the air flow
through the humidifier which increases the humidifier air outlet temperature.

Again, the intent of the bypass controller is to track the humidifier air outlet teatyoe. With
the thermostatic regulation shown previously, the bypass temperature odeithatgt the humidifier
temperature. However, the bypass adequately tracks the humidifier air tentleerature excur-
sions well due to the difference in closed loop response times of these stens; There is an
insignificant difference between the bypass and humidifier air outlet teriypes throughout the
experiment.

109



When the humidifier air outlet temperature initially decreases following the iserigathe de-
sired cathode inlet temperature, the mixer heater turns off and then geotegack the humidifier
air outlet temperature. Because the closed loop mixer system response tioieasfast as the
bypass, the mixer does not exactly track the humidifier air outlet temperationgever, the tem-
perature tracking abilities are adequate. Additionally, the mixer outlet relativeidity is well
regulated throughout the experiment.

Although the relative humidity at the mixer outlet is relatively well regulated withnttuestatic
control, the temperature oscillations may not be desirable depending upopetsing conditions
of the PEMFC stack to which the air is supplied. To eliminate these oscillationsyapentional-
integral (PI) controller is recommended to guarantee zero steady-statersgop error. However
the added hardware complexity of a variable heater, in light of the potentialiiesresponse time
for small changes in the desired temperatures, may not justify use of Rbkdhvariable heaters

are available with no cost or reliability penalty with respect to control implementati@n the Pl
controllers are recommended.
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Figure 4.25: Humidification system response for Pl regulation during stepges in the reference
temperature, desired cathode inlet humidity, a reservoir fill event, agthgeambient temperature.
Each column of subplots details the heater power, air mass flow rate distartzand regulated air

outlet temperatures.
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Chapter 5

Conclusions and Future Work

To actively manage water within the fuel cell, the influence of reactant aternaynamics on cell
performance was quantified for a range of fuel cell operating condittmd a humidification ap-
paratus was devised and controlled to regulate the amount of water vapained in the gases
supplied to the fuel cell. The dynamics of this gas humidification system werifjad to develop
a control strategy capable of achieving the desired fuel cell inlet humiditgitons.

The application of first principles to these two different membrane-basteiras was presented.
Although the dynamics of interest are different for these two systems, atiotivthe application
of a different set of assumptions in model development, a similar model daibraxperimental
identification and validation process was employed. The models were calitusiteg published
properties, such as the specific heat of air; material properties, subtle amembrane dry density;
and geometric relations, such as the manifold volume. An appropriate cugici, where the
model output used in the cost function can be directly measured, was ¢hesed to identify the
remaining model parameters by minimizing the estimation error. Using a wide rdngpical
operating conditions, the models were experimentally validated by directly corgphe dynamic
response of modeled outputs to the measured variables.

5.1 Fuel Cell Reactant and Water Dynamics

A two-phase, one-dimensional (through the gas diffusion layer) maded fmulti-cell stack was
developed and validated using experimental transient data. The lumpadgiar model depends
on six tunable parameters that influence the voltage estimation. Two of thraseqtars, associated
with the water exchanged between the cathode and anode through the mentlahe sensitivity
of voltage to the liquid water accumulation in the anode channel, appear remhinghereas, the
remaining four voltage parameters appear linearly and can be explicithnadetstf for a given set
of water related parameters. As a result, an iterative tuning parameter funoicess involves the
repeated calculation of the voltage parameters for varying values of ttee vedated parameters
until an optimal solution is attained.

During step changes in load, a good voltage prediction is achieved bgdwepng both the
steady-state and dynamic voltage response due to the instantaneousericrearrent as well as
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the excursions in oxygen partial pressure resulting from the manifold filymamics, as demon-
strated. Finally the model predicted the dynamic effect of temperature ogea@sshown during
the temperature transient from%t 6(°C. Although simple, this model captures the voltage dy-
namics observed in a fuel cell stack at low and moderate current dergitieg) anode flooding
under the range of conditions tested. However, caution should be usatemding this model to
conditions not examined, as the intent of this model is for estimation and contiel cell water
and gas dynamics. The unique contributions of this work were in relatindeawater flooding to
the resultant dynamic voltage degradation; determining that a low-ordénersaeal, lumped pa-
rameter model suitable for control applications could approximate the dynaelicdll response
under a range of operating conditions; and developing a simple anditagilote stack-level tuning
methodology leveraging standard off-the-shelf sensors and actuators

5.2 Gas Humidification System

The elimination of a bulky and expensive humidity sensor was achieved bipgimgpan estimator
to predict the relative humidity dynamics of the air-vapor mixture leaving the hiieridystem
(supplied to the PEMFC). Experimental results showed that with accurateuneeaents of tem-
perature, the dynamic response of relative humidity was adequately estiorated a range of
operating conditions typical for this system. Moreover, these results tedithat the mixer outlet
gas relative humidity can be accurately controlled if temperature is well tegulés a result, the
thermal dynamics of the various control volumes, related time constants, aadtiofghe operat-
ing conditions on the thermal response were characterized to geneeatelaate estimation of gas
temperatures for the purpose of coordinating the system thermal inputhievexthe desired gas
humidity level.

To achieve an understanding of the humidification system thermal dynamicgheithtent of
controller development, a physics based, low-order, lumped parameted mas developed and
experimentally validated to regulate both PEMFC cathode inlet temperaturelatide humidity.
This model accurately estimated the thermal response of each of the systeot eolumes during
changes in the air mass flow rate and heat injection. As expected, ovtnshie bypass temper-
ature resulted in an undershoot in the cathode inlet relative humidity. @miyeovershoot in the
humidifier temperature, when not tracked by the bypass temperaturéedeisuovershoot in the
cathode inlet temperature, creating condensate.

Employing the experimentally validated model of the system thermal dynamictolers
were designed and tuned to coordinate the humidification system thermal ingeatid the frac-
tion of air supplied to the humidifier. Due to the cascaded nature of the humiidificgystem, the
dynamics of the mixer and bypass control volumes were analyzed sépéi@tethe water circula-
tion system control volumes (including the reservoir, water heater and Higr)idThe bandwidth
separation associated with the system responses results in a limitation onettemceftempera-
tures employed for thermal regulation. Requiring the mixer and bypass tothradwumidifier air

113



dynamics results in a slower thermal response but well regulated humiditjtioms.

The control architecture utilizes either thermostatic or proportional-intéBiatontrollers for
thermal regulation and a static nonlinear feedforward map to control thefraatienal split of air
between the humidifier and bypass. For constant disturbances, the hcatiolifisystem dynamics
are approximately linear and therefore, linear control theory was apigliesbntroller design. As
expected, thermostatic control of the humidifier system, tuned by employingcailsiag function
methodology, resulted in significant temperature and relative humidity limit cysd@élations. Pl
control, however, allowed for adequate control of both temperaturdamidity with zero steady-
state temperature error, while satisfactorily minimizing excursions in tempefation@ing changes
in the disturbances. Therefore a clear tradeoff exists between ss&stdythermal regulation and
hardware and controller simplicity, a critical consideration for automotiydieations.

The unique contributions of this gas humidification system effort includsigdimg an appara-
tus that enables independent control of temperature and humidity of tttamegases supplied to
the PEMFC stack; developing a physics based model of the gas humidifisgsitam for controller
tuning; composing a control strategy for simultaneously achieving therngahamidity regula-
tion; eliminating reliance on a humidity sensor by constructing an accurate humddityator; and
providing a tuning methodology and thorough comparison of the use offaisus variable gas
heaters in achieving thermal regulation.

5.3 Extensions of this Thesis

Based on the results of this work, there are several areas of futuhetbat warrant consideration,
as detailed below. Additionally, this work can be extended to examine systeanys with similar
time scales and sensor and actuator constraints.

5.3.1 Fuel Cell Modeling and Validation

Although the model of fuel cell reactant and water dynamics results in eurate estimation of
the voltage degradation between purges, we have made the assumption iorkhikat this degra-
dation was solely due to the accumulation of liquid water in the anode gas ¢haktmvever, it
is conceivable that some of this degradation could be due to the accumulatidrogen on the
anode as a result of operation with air, rather than pure oxygen. Ouglrhad tunable parameters
that can compensate for these unmodeled dynamics and simplifying assumgtiorss Table 2.3
shows, the tuned,, andt,,, are reasonable and within the range of published results [10, 56]. It
is thought that the impact of nitrogen on voltage degradation would be edjattonstant due to
the range of current densities (0-0.3A&)nand air stoichiometries (200-300%) considered. How-
ever, for extensions to a wider range of operating conditions, thesgealgradation mechanisms
should be clearly quantified.

Although the apparent current density calculation based on the watematation in the an-
ode channels approximates the cell voltage behavior well during a rdrgansient and steady
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conditions the stack typically operates in, more experimental evidence difid¢gti®n of this sim-

plification is needed if operation is expected to occur under a wider rangenuidity conditions.

The notion of apparent current density is a means for describing the trophguid water accu-
mulation on the dynamic voltage behavior of a PEMFC. Future work is focosezktending and
validating this simple GDL model at higher current density, and directly estatdjshe connection
between the liquid water mass accumulation and voltage using neutron imagingjtexh[62].

Although neutron imaging is not an applicable technique for rapid and ained! calibration, it
is appropriate for model validation on classes of material structures.

We have made the simplifying assumption that no liquid water leaves the electiogésng
water is only carried from the gas channels in the vapor phase. Othersid] have forced all
liquid water in the anode gas channel following a purge to be removed. \owheir requirement
does not allow for a non-complete voltage recovery between purgesewte voltage immediately
following subsequent purging events continually decreases due to ligié vemaining in the gas
channels and manifolds following purge events. If future work compaoc¢®nly modeled and
measured cell voltage, but also liquid water mass in the gas channels,gbtecéfflynamic liquid
water removal from the gas channels should be considered.

For model simplicity with respect to the number of modeled states, we have absaé¢he
cell materials are in thermal equilibrium with the coolant water leaving the stagk.t®the cou-
pling between water and thermal dynamics, through the water vapor satupatissure, future
work could consider the impact of a thermal gradient on the condensatibevaporation dynam-
ics. However, care should be taken when adding complexity to the modéhdumplications on
subsequent model order reduction, controllability and observability {&@%kas well as controller
development.

5.3.2 Humidification System

In this thesis, the mass flow rate of liquid water through the humidification watmirlation sys-
tem was assumed to be fixed, set by the position of a manual throttle valveevielgwo increase
the thermal response time of the water circulation system, the liquid water magaftoeould be
regulated either by an actuated throttle valve, or a pump motor controller. Thigication would
require an additional analog output signal and add controller complexity.

For regulating the relative humidity of the air-vapor mixture supplied to the PEMiIFstatic
nonlinear feedforward map was employed. During transients, when #ieedeelative humidity
was not achieved, no additional compensation was used. Relative hureiglitigefck control could
be considered; however, care should be taken in balancing the trbdeéséen humidity and ther-
mal regulation since varying the air mass flow rate through the humidifier @dsyipas a significant
impact on the system thermal response.
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5.3.3 Extensions to Other Applications

The methodology used here, employing input-output measurements to daweloplidate physics
based models of system dynamics for controller design and tuning, cowddpbed to a variety
of applications including membrane-based systems, such as electrolyziersare receiving in-
creased attention as viable hydrogen gas generators for fuel cétajmms and bio-reactors for
wastewater treatment; electrochemical processes, such as batterydygbeichs; humidity regula-
tion, common in a variety of applications including agricultural production;autde solar thermal
systems exhibiting similar operating conditions and bandwidth separation. Ahhthe simpli-
fying assumptions for these systems would be different than those empieyedespecially for
extensions to high pressure, these processes exhibit similar senswtaatbr constraints.
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Appendix A

Fuel Cell Orifice Constants

The fuel cell cathode orifice constant were identified using experimbatd-pressure flow data
gathered by varying the fuel cell load level at a given air stoichiometdyra@asuring the cathode
inlet and outlet total pressures. Note, this relationship could also be degsfmiropen circuit by
varying the air mass flow rate manually. Figure A.1 shows experimental daiiéirteboth the total
air mass flow rate and the pressure drop between the cathode inlet artthgasl. The fluctuations
in pressure at a given air mass flow rate are due to the fuel cell coohapétature cycling.

To estimate the cathode channel pressure, since no direct measurenaitaisle, it is first
assumed that the cathode channel pressuggl + 1), is a linear average between the inlet and
outlet total pressure®ca in andpea out, SUch that

Peajin 1 Pea,out

Pea(L+1) = >

(A1)

For an isothermal cell, this linear pressure distribution assumption implies thatithede inlet
and outlet orifice constants will be equal. For a linear orifice, the total gas ffaw rate Wea in,
supplied to the cathode is a function of the pressure drop by,

Weain = Kea(Peain — Pea(L+1)) , (A.2)

wherekg, is the orifice constant requiring experimental identification. By substitutioBgufa-
tion A.1, this back-pressure flow relationship can be expressed in tertins ofeasureable pressure
drop as:

Wca7in = O‘Skca(pca,in - pcaput) . (A-3)

Knowing the humidity conditions at the cathode inlet, the vapor mass flow rateeceaiculated
using psychrometric properties WhéhQcain = teainWaa cain. Additionally, assuming that half of
the total loss of oxygen, due to the chemical reaction under load, ocetwgén the inlet and the
middle of the cathode gas channel, the orifice constant is expressed as

_ 2VVda,cz—t.,in —Woz,ca(o) + 2V\(/,ca,in

Pea,in — Peca,out

Kea (A.4)
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Figure A.1: Experimental back-pressure flow data used to tune the eatndite constant. The
first subplot shows the difference in pressure between the cathotanaléhe cathode gas channel.
The second subplot shows the total dry air mass flow rate supplied to ttweleaghs channel.

For the experimental data shown in Figure A.1, the average cathode odfis&ant was found to
beke=1.13x10"° (m s). The estimated and measured back-pressure flow relationship ismezmp
in Figure A.2. The relationship between back-pressure and flow is sippately linear under this
range of operating conditions, resulting in a satisfactory estimate with aage/estimation error
of 0.035 g/s (3.9% of the dry air mass flow rate).

Due to the physical constraints associated with a pressure-regulatdd, dhe anode orifice
constants were not approximated using experimental data. Instead, dsa@®ed that the anode
and cathode channels resulted in similar restrictions. However, undercsondgions, this orifice
constant resulted in supersonic flow on the anode during purge e¥argsiesult, the anode orifice
constant was reduced until supersonic flow no longer occurredceBudting anode orifice constant
was found to bé&g,=9.34x10 (m s), a 20% reduction from the cathode orifice constant.
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Figure A.2: Comparison of the experimental and modeled back-pressuredlationship for the
cathode channel.
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Appendix B

A Review of Back Diffusion Models

The information in this appendix provides a literature review of the membrater wapor mass
transport models used to describe back diffusion.

Back Diffusion Flux

There are three commonly modeled mechanisms for back diffusion, namelparridkfusion
and combinations of Fickian and convective diffusion. The use of humidgases as well as
the production of water at the cathode results in a water vapor concentgatidient,[Cy,camo —
Cvanmb)/tmb, @cross the membrane thicknesg,. Additionally, a difference in the total or
water pressure in the electrodes results in a pressure gradient #teossembrane thickness
[(Pea(1) — Pan(1)] /tmp OF [Ruyca(1) — Ruan(1)]/tmo. The concentration and pressure gradients result
in a diffusion of water through the membrane, referred to as back diffusitie magnitude and
direction of the net vapor flow through the membrane (anode to cathodgtmde to anode) are a
function of the relative magnitudes of back diffusion and electroosmoti. dra

A model used extensively [16, 42, 49, 65, 77] for characterizing thedt water vapor through
the membrane due to back diffusion assumes Fickian diffusion with no watetabpressure gra-
dients in the electrodes, described by:

(Cv,ca,mb — Cv.,ammb)
tmb

Nymb.diff = — Diy (B.1)

whereD,, is used to denote the membrane water vapor Fickian diffusion coefficient.

When a significant water pressure gradient is present between the and the cathode, an
additional convective flow of water should be considered. As disduissEL5] and [77], assum-
ing Fickian diffusion to characterize the water concentration gradiergré@gously described for
Equation B.1), along with the application of Darcy’s Law, the back diffusiater vapor transport
across the membrane can be described by

(Cv,ca,mb - Cv.,ammb) n KpCumb (Pw,ca7mb - Pw,an7mb)

e —=—D
Ny,mb,di  f w = I e

(B.2)
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wherek,, is the permeability of water in the membrane anis the water viscosity.

An alternative description for the convective transport of water thiahg membrane was pre-
sented by [12]. This model, applying Darcy’s Law for flow through psranedia and accounts for
the total electrode pressure difference as the convective driviag father than the water pressure,
is characterized by

(Cv,ca,mb - Cv.,an,mb) n 3kp0v,rrb 7T9(Pca.,mb - I:)an.,mb)

e ——D
Ny, mb,di  f w e KTt

(B.3)

whereky, is the Boltzmann constant ardis the diameter of a water molecule.

Water Uptake Isotherms

Zawodzinski et al [80] equilibrated Nafion 117 membranes with ague@tissblutions of known
water activity at 30C. The membrane hydration state was controlled via isopiestic equilibration.
By varying water activity, an isopiestic sorption curve was measurecedBas these experimental
results, a model was then developed [65] as follows:

A =0.043+17.81a— 39.85a% + 36.0a°, (B.4)

whereA is defined as the membrane water content also referred to as the watert ganteharge
site H20/S0O3) anda is the water activity defined in [65] as:

_%wP

a_i
Pst '

(B.5)
wherex,, is the mole fraction of watér P is the total pressure, arit; is the water vapor saturation
pressure.

Hinatsu et al [24] then measured both liquid and vapor water uptake ires@ezfluorosulfonic
acid membranes of various thickness under a much wider range of tempsrtitan that used by
[80]. Hinatsu measured water uptake via displacement by placing the saragasket on a spring.
The sample was held at constant pressure with a vacuum system atahto@sperature using a
silicon oil circulation system in the housing of the apparatus. Water uptakehga carefully ex-
amined by controlling the relative humidity (vapor pressure) of air in contébtthe membrane.
Their work resulted in the following sorption curve at’°8)

A =0.300+ 10.8a— 16.082 + 14.1a3, (B.6)

which provided a good fit of the experimental data for several membanezious thicknesses,
including Nafion 117.
Because these works ([80] and [24]) resulted in different sorptiowes at two different tem-

1Experimental work was conducted with water in the vapor phase.
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Figure B.1: Comparison of water sorption curves for Nafion 117 a€&nhd 30C.

peratures, Dannenberg et al [13] performed a numerical interpolétidemperatures other than
those under which the experiments were conducted. Specifically, forea giater activity, the
water contents were calculated aP@0and 80C using the models presented in both [80] and [24],
and interpolated to a different temperature between these bounds. It igamipm note that this
methodology was not confirmed with experiments.

Water Vapor Diffusion Coefficient

Springer et al, [65], based on the experimental work by [80], pultdisheetailed model for the
water vapor diffusion flux through a perflourinated ionomeric membrate rmodel was experi-
mentally calibrated using a pulsed-field gradient spin-echo nuclear magesticance technique
at 3¢ C. The modeling and experimental work completed by Springer et al hasnheegified ex-
tensively to fit experimental data for cell assemblies of differing materialseiriwork presents
an isothermal, isobaric, one dimensional steady-state model of vapasidiffin a cell utilizing
Nafior® 117 membranes fox > 4:

1 1

D,, =10 10 2416( — — —
w=10 eXp{ 6(303 T

ﬂ (2.563—0.33A +-0.026412 —0.00067R3%) .  (B.7)
The definition for water activity and water content shown in Equations Bd3Ba#h were employed.
Due to the constant temperature and pressure testing conditions, theiracodehts for Fickian
diffusion and no convective diffusion. Although their model includes ties@nce of liquid water,
their experimental results concentrated on the modeling of diffusion with nial hgater formation
in the electrodes (sub-saturated conditions). To allow for an extensitremfmodel to account
for the accumulation of liquid water, they assume that any condensation forfingly dispersed
droplets that occupy no volume.

Dutta et al, [16], utilized Springer’s published experimental data of themdgncy of the dif-
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fusion coefficient on the membrane water content and presented a [@edmgar approximation
to the experimental data given by Springer in [65]. The resulting model is:

1 1
Dy = D exp (2416(303— TCE“)) (B.8)
(B.9)
1010 A <2

1071%(1+2(A — 2)) ,2<A <3
1070(3-1.67(A —3)) ,3<A <45
1.25-10° 10 A >45

Dy =

whereD, is the corrected diffusion coefficient &is). Although this model allows for the ac-
cumulation of liquid water in the electrodes, it should be used with caution, asxfreximental
data gathered by Springer to formulate the model was taken under sabsdtaonditions in the
electrodes.

Fuller, [19] determined the water vapor diffusion coefficient for Nafiahl7 membranes by
equilibrating a membrane with liquid, supplying a continuous flow of nitrogeosaahe surface of
the membrane, and performing a water vapor mass balance. Using the evaterscurve from
Zawodzinski et al [80] in Equation B.4, the following estimation of the diffusamefficient was
made,

Dw=35-10"° <’\> exp [_2436} . (B.10)

14 Trb

Rodatz [56] assumed both Fickian and convective diffusion of vapougir the membrane
based on the work presented by Yi and Nguyen [77] (shown in EquBLt®) used the description
for the relationship between water content and water activity posed byddaerg et al [13] produc-
ing different sorption curves at different temperatures, and theadaddunable scaling factdd,,
to the vapor diffusion equation described by Springer et al in EquationFnally, Rodatz param-
eterized the equation using experimental data to minimize the difference bediieglrcell system
model predicted cell voltage and the measured cell voltage Dflweefficient, for a 6kW HyPower
fuel cell vehicle, was found to be 5.3x18 m?/s, rather than the 1.0x1&° m?/s published by
Springer et al.

1 1
Dw =Doexp [2416<303— Tce”ﬂ

(2.563—0.33A 4 0.026412 — 0.000671 %) (B.11)

Yamada et al, [76], determined the water vapor diffusion coefficiera focn? single cell con-
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structed of Nafio® 112 membranes, ETek ELATS, and catalyst loadings of 0.1 mg P#aoieh 0.4
mg Pt/cnt on the anode and cathode, respectively. Yamada employed mass balammes circuit,
assumed Fickian diffusion of water vapor through the membrane, anddivaasis function for
the vapor diffusion coefficient using the water uptake isotherm anditiefiof water activity pub-
lished by [65] and [80] and described in Equations B.4 and B.5. The folpwsothermal model
for the diffusion coefficient was found.

6.00- 10-12exp(1.631), A<3
Dy = (B.12)
5.13-10 9 [exp(—0.708) +0.0339, A >3

Motupally et al, [42], modified the work completed by [80] and [65] to preserevised model
of the membrane water vapor diffusion coefficient. The water uptake isotimeEquation B.4 was
modified to instantaneously increase the membrane water contentAfreri4 toA = 17 when
water vapor condensea ¢ 1). Additionally, the "Darken factor” was used to relate the intra and
Fickian diffusion coefficients presented by [65] accounting for thesjpart number of electrons
being O at open circuit. The resulting Fickian diffusion coefficient waallffrcorrected using the
enthalpy of diffusion to allow for temperatures different than the resulighed by [80] at 38C.
The final water vapor diffusion coefficient model:

Tmb
Dw = (B.13)
4.17-10 8A[1+ 161exp(—A )jexp (%36) , 3<A<17

3.10-10 7A[~1 + exp(0.38) )]@(p(*2436) , 0<A<3

was compared to experimental results using a 30uel constructed of Nafidh 115 membranes,
and ETEKRgas diffusion layers. A similar experimental apparatus and procedgitedsy Fuller
et al [19] was used to perform a vapor mass balance on one elecwitdi{e membrane equili-
brated with liquid water) using nitrogen as the carrier gas. The tests wadeicied at a constant
80°C.

A summary of these models is provided in Figure B.2. The first subplot dispkesydiffusion
coefficients as a function of the water activity at a constant temperatufgof 333.15 K. The
second subplot shows the diffusion coefficients as a function of theereflerature at a constant
water activity ofa = 0.7.

Note, due to the constraint imposed on Equation B.7, the diffusion coeffisieot plotted for
a < 0.6 (A > 4) for either the "Springer” or the "Rodatz” models. The model used bydé&z"
is a shifted (byD,) version of the model originally introduced by Springer. Thus, the resilts
these two models are quite similar. Interestingly, the model presented by "Dudis’intended
to be a linear piece-wise approximation of the work presented by "Spfingstrexhibits entirely
different trends with respect to the water activity at this temperature. Tldelmpresented by "Ya-

mada”, "Springer”, and "Rodatz” all predict that the diffusion coeéfit will decrease with respect
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Figure B.2: Summary of published water vapor diffusion coefficient models

to the water activity foa >0.6. Whereas "Fuller” and "Dutta” predict the diffusion coefficient will
monotonically increase for all water activities where:1. "Motupally’s” model shows an increas-
ing diffusion coefficient at low and high water activities, however, dasing between 0.35a <
0.8, quite similar to the graphical depiction originally provided by [65]. Adddibn all models
depict the diffusion coefficient increasing with respect to the cell tenperaexcept "Yamada’'s”
isothermal model.
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