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CHAPTER I

INTRODUCTION

Electron field emission has become a subject of considerable research activity in recent years, fueled in part by the ever-continuing improvements in a wide variety of applications, such as microwave amplifiers, electron microscopes, flash x-ray photography, flat panel plasma displays, and ion propulsion drives, among others, all of which rely on electron sources for their operation. Where in the past, traditional sources of electrons typically based on the mechanism of thermionic emission were satisfactory for many applications, miniaturization and the need for higher energy resolution renders this option for electron supply inadequate. The pressure to reduce power consumption as well as operating temperature, which are often demands accompanying the reduction in device size, bolsters the attractiveness of field emission over thermionic emission as a mechanism for electron supply.

1.1 Historical Perspective

Paradoxically, this interest in field emitters and vacuum microelectronics has additionally been stimulated by the development of solid-state technologies. Strong semiconductor markets have supported the development of technologies that can be
applied to field emitters and vacuum devices, and have created demands for other components, such as displays, that are difficult to make from silicon. Field emission refers to the quantum mechanical tunneling phenomenon in which electrons escape from a solid surface into a vacuum. In contrast to the commonly used thermionic emission from hot filaments, field emission occurs at room temperature from unheated "cold" cathodes under the influence of an electric field. Field emission offers several attractive characteristics, including instantaneous response to field variation, resistance to temperature fluctuation and radiation, and a nonlinear, exponential current-voltage relationship in which a small change in voltage can induce a large change of emission current. Typically, field emission requires a very large electric field, more than 10 V/µm to obtain a reasonable current. A traditional way to obtain this high field was to use a very sharp needle, the tip curvature of which was on the order of a few hundred nanometers, achieved by the wet etching of the emitter. Even so, high voltages on the order of a few thousand volts were necessary to draw a meaningful current. The development of micro- and nano-fabrication technology has changed the situation dramatically. It has allowed for the fabrication of an electrode in very close vicinity of an emitting cathode (e.g., a few micrometers), significantly lowering the operating voltage. In recent years, researchers have increasingly been turning their attentions to the search for materials that will serve as better field emitter cathodes, motivated mainly by a desire for improved emission characteristics (i.e., lower emission field), increased robustness, and increasing amenability to modern manufacturing needs and demands. Diamond and carbon nanotubes have
attracted the most interest lately. The ability to deposit diamond in thin film form at low pressures by chemical vapor deposition and its demonstrated low emission threshold fields of 3-40 V/µm for current densities of around 10 mA/cm² continue to fuel this interest [11, 12]. Likewise, quasi-one-dimensional carbon nanotubes, which are nanometers in diameter (1-30 nm) and micrometers in length (1-20 µm), are also low-field emitters [13]. Emission currents as high as 1 µA from single nanotubes and current densities as high as 4 A/cm² from multiple nanotubes have been observed [14, 15]. Both of these materials show promise for certain applications, but their basis in carbon and consequent susceptibility to oxidation renders them unusable for applications such as ion propulsion [16].

Boron nitride (BN) is a wide band gap material with physical properties analogous to those of diamond in its cubic phase (cBN), and similarly analogous to graphite in its hexagonal phase (hBN). BN can also form nanostructures, analogous to carbon nanostructures, such as nanotubes and nano-cones [17, 18]. Unlike diamond, it can be produced in semiconducting form when doped with impurities such as Si, Be, and Mg. Both n-type and p-type materials have been demonstrated in the bulk phase [19, 20]. Additionally, unlike its carbon-based analog, boron nitride is chemically inert, highly insulating in its intrinsic (undoped) form, and stable up to high temperatures.

BN has a high thermal conductivity, dielectric breakdown strength, and exhibits one of the largest band gaps of the III-V Nitrides (see Table 1.1). These properties make it an attractive material for use in high power and/or high temperature electronic and optical devices. The physical similarities in band gap type (indirect), resis-
Figure 1.1: Crystal structure of hexagonal and cubic boron nitride.

Activity, and density between BN and its carbon-based crystal analogs further encourage the exploration of the potential of boron nitride thin films as, among other things, a field emitter. BN thin-film research may also benefit a broader set of applications including radiation detectors of thermal neutrons and high-temperature/high-power sensors and even switching, control, and power conversion circuits.

<table>
<thead>
<tr>
<th></th>
<th>Band Gap $eV$</th>
<th>Breakdown Field $(\times 10^9 \text{ V/m})$</th>
<th>Dielectric Constant $\epsilon_0$</th>
<th>Hardness $\text{Mohs}$</th>
<th>Resistivity $\rho(\Omega\text{-cm})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diamond</td>
<td>5.5</td>
<td>2.0</td>
<td>5.5</td>
<td>10</td>
<td>$\sim 10^{17}$</td>
</tr>
<tr>
<td>cBN</td>
<td>6.4</td>
<td>1.0</td>
<td>7.1</td>
<td>9.5</td>
<td>$\sim 10^{16}$</td>
</tr>
</tbody>
</table>

Table 1.1: Comparison of selected properties of diamond and cubic boron nitride. Values have been obtained from review articles [1, 2, 3, 4] and Landolt-Bornstein [5]
1.2 Motivation

There are several space-based applications that could greatly benefit or be enabled from an electron emitter technology that offers the advantages of low-power consumption, no consumable requirements, robustness, and high reliability. Charge control is a problem that actually affects all systems in space. Relevant space applications of interest include electrodynamic (ED) tether propulsion, electric propulsion (EP), and spacecraft charge control. As alluded to earlier, field electron emission is also of particular interest to the specific application of ion propulsion of space vehicles and systems. Due to the higher mobility of electrons versus ions, together with unique design and environmental factors associated with space-based systems, spacecraft have a tendency to accumulate negative charge in a plasma environment. The collection of negative charge lowers the ground reference, which can damage on-board electronics and degrade sensor measurement and functionality. In order to prevent charge buildup, electrons must be emitted back into the local plasma - an application for which field emitters are ideal.

Current electron emission technologies include thermionic emitters or plasma contactors. Thermionic emitters require high power to energize electrons from the surface. Plasma contactors require a consumable gas source to charge and emit from the spacecraft. Cold-cathode electron field emission is an appealing alternative since it is low power and does not require a consumable. Examples of this technology include Spindt-type cathodes with gated micron scale molybdenum tips [21] and gated carbon nanotube structures [22]. In cold-cathode emitters, emission is effected via
the quantum mechanical tunneling of electrons, instigated by a bias voltage applied between the anode and the emitting surface, generating a strong electric field at the emitter surface. Field strengths are enhanced via the geometry of the emitting surface, allowing emission at lower overall anode-to-surface voltages. The need for such fine structures, however, increases the environmental susceptibility of most cold cathode technologies. Spindt-type cathodes with Mo tips are known to degrade in an oxygen environment [23], an environment typical for some ion propulsion applications.

In space applications, field emitter arrays (FEAs), arrays of electron emitter tips designed to exploit field enhancement in field emission, will generally need to:

(a) emit on the order of 0.001 - 0.1 A/cm²

(b) operate in the $10^{-5}$ to $10^{-6}$ torr pressure range (and be resilient to exposure to $10^{-3}$ torr pressures from spacecraft out-gassing and thruster firings)

(c) require bias potentials of 50 - 100 V or less, and

(d) have sufficient life for multi-year space operations.

More recent investigations suggest that each of these requirements can be achieved [24]. What remains is to bring together the specific set of FEA or other cold-cathode material and fabrication technologies to validate and qualify the technology for operation in the space environment, then develop specific subsystems for particular applications.
The space environment is much more benign than many applications proposed for FEA cathode operation, e.g., the RF tube environment where the requisite high current densities necessitate high extraction grid potentials, such that the emitters are driven hard in a hostile, energetic environment of back-streaming ions. However, this is not to suggest that space provides a perfect platform for FEA operation. Ambient pressures as high as $5 \times 10^{-7}$ torr, which are above ultra-high vacuum (UHV) pressure, are found at the lowest altitudes of interest. Atomic oxygen is a major constituent of the ionosphere from 200 km to 500 km altitudes [25] and can be highly reactive with exposed spacecraft surfaces. The FEA may also have to deal with xenon ions, the products of hydrazine and other thruster fuels, as well as various effluents that outgas from a spacecraft, which are capable of briefly raising the local pressure to as high as $10^{-5}$ torr. In geosynchronous and polar orbits total dose radiation effects must also be considered, although the inherent advantage of field emission arrays with respect to radiation susceptibility is well established, for example in applications such as RF amplifiers and oscillators. These devices are based on the motion of electrons in vacuum, and are consequently capable of a higher fidelity frequency response than solid state devices in which the electron drift velocity is slower. In addition to higher speed, vacuum microelectronic devices are capable of being significantly more radiation hard, because as a response medium for electrons the vacuum is not susceptible to the effects on intrinsic carriers of the interaction of radiation with solid state matter.

It is in such environments that field emitters will be required to operate in a
highly reliable, stable, and repeatable manner for up to the length of the satellite’s useful life, which can be as long as 5 - 10 years. In some applications the field emitter cathode will be turned off and subsequently restarted many times over, and each time it must start up in repeatable manner. This field emitter material must also survive the ground based testing of its host spacecraft without operational degradation, which includes shock and vibration loading, thermal vacuum testing (in chambers not particularly clean for semiconductor devices), and radio frequency interference. It must of course survive integration and launch. Field emitter technology can play a crucial role in meeting the operational requirements of the space environment.

1.3 Outline of Dissertation

This dissertation presents the results of a systematic study of the electron field emission of boron nitride thin films. The research presented in this work establishes nanostructured thin film Boron Nitride (BN) as a robust and chemically inert material with a low work function capable of sustainable electron emission in a space plasma environment. Chapter II provides the details of the preparation of samples studied in these experiments. The samples under study have been synthesized using the reduced-bias ion-assisted sputtering technique, which enables the growth of 100% cubic phase up to 2μm in thickness [26]. For thin film deposition, a custom designed UHV chamber, with an in-situ reflection high-energy electron diffraction system (RHEED), is utilized for analysis of the structure of the film surface without removal of the film from the growth environment.

Chapter III describes the morphological characterization of the BN films under
study here. RHEED has been used to characterize the surface morphology of the deposited films, providing such information as the orientation of the crystal, or of a selected grain of a mosaic crystal, the crystal structure and the morphology of the sample surface. *Ex-situ*, Fourier Transform Infrared Spectroscopy (FTIR), implemented in transmission mode, provided volumetric phase and composition information of the boron nitride films, with the high intensity peaks of the FTIR spectra identifying either the cubic BN zone center TO phonon absorption, typical of the tetrahedral $sp^3$ bonding of the cubic zinc-blende structure, or the corresponding $E_{1u}$ and $A_{2u}$ TO phonon absorption characteristic of the $sp^2$ bonding of the hexagonal phase of BN, being observed. A Nicolet Magna 550 Series II spectrometer was employed in the acquisition of the FTIR data. Atomic Force Microscopy (AFM) data of the BN thin films were also obtained outside the growth environment. The AFM data obtained on the cBN samples studied revealed a nanotextured surface morphology which characterizes the cBN films grown using the previously described reduced-bias sputtering technique. The identified aspect ratio characteristic of these surface nanostructured asperities reveal a self-assembling surface morphology which naturally lends itself to the field enhancement desireable for field emission applications.

After the material and morphological characterization of the samples, they were subjected to a series of systematic electron field emission measurements, the details of which are laid out in Chapter IV. First, the development of field emission theory is presented, including a discussion on particular aspects of field emission from semiconductors. A description of the field emission measurement system is presented, in
which a custom-designed UHV chamber was employed, and a planar diode configuration was utilized for the experiments. The films were measured in an electrically isolated closed circuit, with only one active device used for both voltage sourcing and current measurement. The measurements were taken under a variety of conditions to a) establish the threshold emission properties of BN films in vacuo, b) characterize the emission under a variety of gas environments, established by the exposure of the BN films to various gases at varying pressures for varying lengths of time, namely xenon, oxygen, water vapor, and air, chosen specifically to simulate the space environment in the vicinity of an ion propulsion system. Computer-based virtual instrumentation control was integrated with GPIB programmable source, measurement, and guage controllers. The experiments were performed in order to gain insight into the durability, repeatability, and recovery characteristics of the electron emission from the BN films under these conditions. Results indicate an attractively low emission threshold on the order of 2-25 V/\mu m for our thin films. Furthermore, our films display basically unaffected emission characteristics under exposure to Xe and Air environments at pressures on the order of $10^{-5}$ torr. Electron emission is suppressed under oxygen exposure at $10^{-5}$ torr, but is shown to recover to pre-exposure level approximately 30 minutes after exposure. Subject to water vapor at comparable pressure, BN displays a slight enhancement in the level of emission.

The morphological characterization data of the samples in Chapter III and the field emission measurement data from Chapter IV inform the data reduction and analysis of the field emission, developed in Chapter V. A model for the asperities
identified in the AFM measurements of Chapter III is adopted, and used in the calculation of an effective work function for our films, using generalized Fowler-Nordheim theory and measured data. A comparison is made with \textit{ab initio} values available in the literature and the discrepancies are discussed. In addition, statistical factors are addressed which are inherent in the emission measurement of nanotextured films composed of a self-assembled asperities, not yet accounted for in the generalized theory. The statistical implications of a distribution of asperity radii are examined, and a rudimentary model is proffered to address the impact of the diffusion of adsorbates on the surface. The combined effects of feature geometry and adsorbates on measurement noise are discussed.

Finally, we summarize our conclusions and discuss in Chapter VI ideas for future study of electron emission from BN thin films.
CHAPTER II
SAMPLE PREPARATION

2.1 BN Thin Film Deposition

Sputtering is a Physical Vapor Deposition (PVD) based method that is very versatile for the preparation and processing of thin films, as the technique may be adapted for deposition as well as etching of thin films. It is used extensively in the semiconductor manufacturing environment [6]. A very simplified description of the sputtering process is provided herein (for more details refer to [27]). The basic configuration of a sputter deposition set-up is a target (cathode), a substrate (anode) and a power supply for biasing the electrodes placed within a growth chamber. A DC or RF bias may be utilized. A gaseous plasma source (usually Argon gas) is introduced into the space between the electrodes, and a plasma discharge is created. Under certain optimum conditions of gas flow, chamber pressure and electrode bias conditions, a sustainable plasma is generated. The positive ions are accelerated towards the target (cathode), and a fraction of these ions undergo inelastic collisions with the surface atoms (see Figure 2.1). The maximum energy transfer occurring in
these situations can be described by an energy transfer function given by:

\[
\frac{E_t}{E_i} = \frac{4m_i m_t}{(m_i + m_t)^2}
\]  

(2.1)

where \(E_t\), \(E_i\), \(m_i\), and \(m_t\) are the energy transferred to the surface atom, energy of the incident ion, mass of incident ion and mass of target atom respectively. If the energy transferred in such a collision exceeds the energy required to break the surface bonds of a target atom, the atom may be ejected (or sputtered) from the surface. Based on the orientation of the substrate with respect to the target, as well as chamber operating pressures, some of these sputtered atoms may land on the surface of the substrate where they may condense and form part of a growing film. The sputter yield, which is the number of sputtered target species per incident ion, is used to quantify the efficiency of this process. Sputter yield is a complex function of ion energy, surface binding energy of the target species, energy transfer function and other parameters.

Another outcome of the interaction between an ion and the target could be the release of one or more secondary electrons, some of which are accelerated due to the potential difference between the electrodes and may gain sufficient energy to ionize the gas atoms thereby sustaining the plasma discharge to ensure the continuity of the sputtering process.

Typically, gaseous species are used as plasma sources as they are easiest to ionize. Additionally, rare gases are used because they are inert species that do not chemically interact with the target and other surfaces in the chamber. Argon gas is typically used for sputtering applications.
Figure 2.1: Schematic of the sputtering ion interaction with the surface of the source material target during the sputtering process. The sputtering ion used in our system is Argon.

DC biasing was first used for sputtering applications, however, it could not be used for sputtering from insulating targets due to charge buildup on the target surface and the subsequent extinction of the plasma. A high frequency (RF) biasing scheme was found to circumvent this problem. RF magnetron sources typically operate at a frequency of 13.56 MHz.

Magnetron sputtering utilizes a magnetic field located close to the sputtering target. This enables the localization of secondary electrons close to the target surface, thereby increasing the efficiency of the gas ionization process and also enabling the reduction in the operating pressure of the deposition system. This leads to a higher quality film being deposited on the substrate as the sputtered species undergo fewer energy dissipating collisions en route to the substrate (see Figure 2.2).
Plasmas can also be generated using Electron Cyclotron Resonance (ECR) plasma sources. This method can be used to create a high density plasma at low pressures (typically lower than $\sim 1 \times 10^{-3}$ torr). A simplified description of the operating principles behind this method is presented (a detailed account is found in [28]). Electrons present in an ECR Discharge volume oscillate about the existing magnetic field lines at a frequency given by:

$$\omega_{ce} = \frac{eB}{m_e}$$

where $\omega_{ce}$, $e$, $B$, and $m_e$ are the electron cyclotron frequency, electron charge, mag-
netic field magnitude and electron mass respectively. If microwave radiation of frequency \( \omega = \omega_{ce} \) is effectively coupled into the discharge volume, the microwave power is absorbed primarily by the discharge electrons which consequently are accelerated and undergo inelastic and elastic collisions with neutral gas atoms present in the discharge, resulting in the ionization of some of those neutrals and consequently sustaining the plasma discharge. An opening is present to provide the ions access to the substrate. Sustained ignition of the plasma is strongly dependent on conditions such as discharge crucible gas pressure, gas flow rates and gas type. The microwave frequency of operation of ECR sources is typically 2.45 GHz. The much higher frequency of the ECR source compared to that of the RF sputtering source is advantageous in reducing electromagnetic coupling when the two sources are operated simultaneously in close proximity to each other. Growth of cubic boron nitride has been successfully implemented on Silicon (100) substrates utilizing an Ion Assisted Magnetron Sputtering technique [29]. A schematic of the growth chamber setup is provided in Figure 2.3.

2.2 BN Thin Film Deposition System

Substrates are introduced into the system individually (Fig. 2.3), through a turbo-pumped load-lock chamber, which typically reaches pressures of \( \sim 1 \times 10^{-7} \) torr before the substrate is transferred to the adjacent UHV growth chamber. The growth chamber is cryo-pumped and can achieve a base pressure of \( 9 \times 10^{-10} \) torr after bakeout. The UHV environment allows for the thermal desorption of any silicon substrate oxide prior to growth, and also ensures a clean environment for film deposition. The
elimination of water vapor from the inside of the chamber surface is particularly important in this respect. The reactive sputtering of a hexagonal BN target of 99.99% purity, performed using a UHV 2-inch planar RF magnetron source mounted in a source-up configuration on the base flange assembly, supplies source material for the growth of the cubic thin films. RF power at 13.56 MHz is supplied to the sputtering source. A high-field Neodymium Iron Boride magnet provides additional electron confinement to enable source operation at pressures down to $\sim 8 \times 10^{-4}$ torr in an Argon/Nitrogen gas environment. For these studies an Astex™ Compact ECR Ion Plasma source was also mounted on another port of the base flange, at an optimal angle and distance from the substrate to immerse it in the Nitrogen plasma it generates, while being well removed from the plasma confinement region. This additional source of Nitrogen ions to the growth environment helps to maintain the proper stoichiometry of boron and nitrogen for optimum cBN formation. During
growth the substrate is heated up to 1000°C, and a negative DC potential of up to ∼100 V is applied to the substrate to optimize the incident energy of the ions. The substrate bias was reduced to ∼56 V after crossing the cubic phase nucleation transition, a technique which has been shown to yield a higher degree of order within the film surface [30].

### 2.2.1 BN Sample Growth Parameters

Boron nitride films were grown on p-type (Boron doped) Silicon (100) substrates, of resistivity $\rho = 2\text{ - }10\ \Omega\text{-cm}$. The growth chamber base pressure was $9\times10^{-10}$ torr prior to the introduction of the Argon sputtering gas and the Nitrogen gas for the ion source, both at flow rates of 10 sccm. The pumping speed was controlled to sustain a growth pressure of 1 mtorr. The RF sputtering gun power was stabilized at 500 Watts forward power, with a maximum 3 Watts reflected power. The substrate was heated to up to ∼1000°C using a custom heater stage with a boron nitride coated resistive heating element, against which the substrate was mounted\(^1\). The temperature was monitored using optical pyrometry through a viewport on the base flange of the growth chamber, optimized for measurement of the silicon substrate temperature, and using an emissivity value of 0.7 at a wavelength of $1.0\pm0.1\ \mu\text{m}$ [31]. The stage was heated using a Sorensen\textsuperscript{TM} power supply set at 65 V and 4.4 Amps. The power supply for the ECR plasma source, which uses a travelling wave tube to generate the microwaves used to ignite and sustain the Nitrogen ion source, was set at ∼100 Watts forward power, and impedance matched using a tuning short with a reflected

\(^1\)Direct heating can also be used to heat the silicon substrate by passing a DC current through the Si substrate itself. The samples for this study were grown using the boron nitride coated resistive heater.
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<table>
<thead>
<tr>
<th>Growth Temp. (°C)</th>
<th>~940</th>
<th>~1000</th>
<th>~1000</th>
<th>~1000</th>
<th>~1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Growth Pressure (mtorr)</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Initial Substrate Bias (V)</td>
<td>~85</td>
<td>~96</td>
<td>~96</td>
<td>~96</td>
<td>~96</td>
</tr>
<tr>
<td>Initial Substrate Bias Time (h)</td>
<td>7.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
</tr>
<tr>
<td>Reduced Substrate Bias (V)</td>
<td>N.A</td>
<td>~56</td>
<td>~56</td>
<td>~66</td>
<td>~56</td>
</tr>
<tr>
<td>Reduced Substrate Bias Time (h)</td>
<td>N.A</td>
<td>2.5</td>
<td>2.5</td>
<td>8.5</td>
<td>7.5</td>
</tr>
<tr>
<td>N₂ Gas Flow (sccm)</td>
<td>10.0</td>
<td>10.0</td>
<td>10.0</td>
<td>10.0</td>
<td>10.0</td>
</tr>
<tr>
<td>Ar Gas Flow (sccm)</td>
<td>10.0</td>
<td>10.0</td>
<td>10.0</td>
<td>10.0</td>
<td>10.0</td>
</tr>
<tr>
<td>Sputtering Gun Power (W)</td>
<td>500</td>
<td>500</td>
<td>500</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>ECR Power (W)</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 2.1: Growth parameters for cubic boron nitride films, including samples analyzed for field emission

power minimum setting of 6 Watts. The ECR plasma confinement electromagnet power supply current was set to ~20 Amps. The films were grown at a substrate bias of ~96 V for 3 hours, until the cubic phase of boron nitride was achieved, as determined by in situ Reflection high energy electron diffraction (RHEED), as described in Chapter III. Subsequently, the growth was continued at a substrate bias reduced to ~56 V. Film thicknesses for cBN films used were ~2000 Å. Table 2.1 lists the parameters for the films used in the subsequent study documented in this dissertation.

An investigation into the microstructure of as grown cubic boron nitride films using Transmission Electron Microscopy was performed by Kidner [29]. Based on the High Resolution TEM Micrograph (Fig. 2.4) of a cross section of a cubic boron nitride film, three distinct regions were observed in the film structure. A very thin amorphous layer (~ 4 nm) was observed at the silicon interface. Above that, a
textured layer was observed having a thickness of $\sim 30\, nm$. From the fringe spacing, it was determined to be turbostratic hexagonal Boron Nitride with its $c$-axis oriented parallel to the plane of the substrate. Turbostratic refers to a crystalline structure where the basal planes have slipped and rotated relative to each other, causing the spacing between planes to be greater than in the bulk. It is above this buffer layer that the nucleation of the cubic phase occurs.

Figure 2.4: Cross sectional High Resolution TEM Image of Boron Nitride sample grown by Ion Assisted Magnetron Sputtering technique. The “a” at the bottom right of the image identifies the amorphous boron nitride layer [7].

2.3 Summary

We have presented the reduced bias thin film growth technique, used with the ion-assisted RF sputtering process, as the method for the fabrication of the $c$BN
films that were the subject of the field electron emission research presented in this dissertation. The samples were grown in an Argon/Nitrogen gas environment, at a growth pressure of 5 mtorr on p-type Silicon (100) substrates, of resistivity $\rho = 2 - 10 \ \Omega \text{-cm}$, subject to a substrate bias of $\sim 100 \ \text{V}$ for 3 hours, until the cubic phase of boron nitride was achieved. Subsequently, the substrate bias was reduced to $\sim -56 \ \text{V}$, and growth continued for an additional 8 hours, yielding cBN film thicknesses of $\sim 2000 \ \text{Å}$. 

As grown cubic boron nitride films display three distinct regions in the film structure: a very thin amorphous layer of BN $\sim 4 \text{nm}$ in thickness, a turbostratic hexagonal Boron Nitride layer $\sim 30 \text{nm}$ thick, above which the cubic phase nucleates.
3.1 Introduction

Here we present the techniques employed for the material and morphological characterization of the BN films subsequently subjected to field emission studies. Those techniques include Reflection High Energy Electron Diffraction, Fourier Transform Infrared Spectroscopy, and Atomic Force Microscopy.

3.2 RHEED

Reflection high energy electron diffraction (RHEED) has a history dating back over 60 years to when electrons were first characterized as having a wave-like nature. It is the constructive and destructive interference of this characteristic of elastically diffracted high energy electrons (at \( \sim 10 \) to \( 100 \) k\( eV \), with beam intensity \( \sim 1m\)A, or \( 10^{13} \) electrons per second) incident on a thin crystal, in conjunction with the intrinsic periodic nature of the crystal lattice that makes RHEED patterns so useful in the structural characterization of thin film crystals. The beam is diffracted from the film at angles of grazing incidence (\( \sim 0.05 \) rad, or \( \sim 3^\circ \)), and thus penetrates the surface of
a crystal to less than 1 nm (∼10Å), where penetration is defined as a fall off of 1/e in intensity of the elastically diffracted beam. Under certain conditions of diffraction, this penetration is confined to the top one or two monolayers of the crystal, making the technique particularly qualified for the characterization of thin film surfaces and their structure. The kinds of information typically obtained from RHEED pertain to:

(a) Quality of the surface, in terms of roughness, from pattern recognition

(b) Orientation of the crystal, or a grain of crystal (crystallite), again from pattern recognition

(c) Crystal structure and morphology of the surface, from quantitative analysis of diffraction angles and intensities in the RHEED pattern

3.2.1 RHEED Theory

RHEED images are created on a phosphor screen, as the electron beam is incident along a high symmetry direction of the crystal surface, creating diffraction maxima at positions on the phosphor that satisfy the Laue diffraction condition,

\[(\vec{k} - \vec{k}') \cdot \vec{a} = m \cdot 2\pi \quad (3.1)\]

where \(\vec{k}\) is the momentum of the incident electron, \(\vec{k}'\) is the momentum of the diffracted electron, and \(m\) is an integer and \(\vec{a}\) is any superposition of real-space basis vectors \((\vec{a} = c_1\vec{a}_1 + c_2\vec{a}_2 + c_3\vec{a}_3; c_1, c_2, c_3 \in \mathbb{Z})\) for the crystal lattice. This condition is fulfilled if \((\vec{k} - \vec{k}') = \vec{G}\), where \(\vec{G}\) is any superposition of the corresponding reciprocal lattice basis vectors.
For a bulk crystal, bright diffraction spots are observed when the change in momentum of the electron, \((\vec{k} - \vec{k}')\), is a reciprocal net vector \(\vec{G}\). RHEED uses the same basic diffraction principle, but also includes two additional significant factors:

1. the real-space lattice of a perfectly flat surface is two-dimensional, and

2. for elastically-scattered electrons, \(|\vec{k}| = |\vec{k}'|\).

A two-dimensional surface lattice has real-space lattice vectors only in the surface plane because the abrupt break in symmetry in the normal direction is equivalent to an infinite out-of-plane crystal period. The corresponding reciprocal-space lattice then is an array of rods positioned at the reciprocal net points, extending in the normal direction. Essentially the reciprocal space representation of a 2-dimensional surface is a series of Bragg rods\(^1\) normal to the surface, as detailed in Figure 3.1. The RHEED image may be construed to result from the intersection of these Bragg Rods with the Ewald sphere, diagrammed in Figure 3.2. The Ewald sphere is a geometric construct which is used to graphically represent the relationship in reciprocal space between the momentum of the incident electrons, the diffraction angle for the given incident beam, and the reciprocal lattice of the diffracting crystal in satisfying the momentum conservation requirement (Equation 3.1). Figure 3.3 displays an integrated 3-dimensional perspective of the RHEED beam interaction with a film surface. A detailed description of the RHEED technique is available in a review by Arrott [32].

\(^1\)also referred to as "Crystal Truncation rods".
Figure 3.1: A sample surface lattice. The rods in reciprocal space are rows of reciprocal lattice points separated by an infinitesimally small $\Delta \vec{k}_3$, resulting from the infinite out-of-plane period on the real-space surface. (a) represents real space lattice with vectors ($\vec{a}_1$, $\vec{a}_2$). (b) represents reciprocal space lattice with corresponding vectors ($\vec{G}_1$, $\vec{G}_2$).

Figure 3.2: Reciprocal lattice intersection with the Ewald sphere for a square lattice. (a) shows the top view of the reciprocal lattice intersection with the Ewald sphere; (b) shows the side view.

### 3.2.2 RHEED Measurement System

The RHEED data of the films grown for this study are generated using a Vieetech™ 30 keV electron gun and a phosphor screen. A CCD detection and analysis system (k-
Figure 3.3: A 3-dimensional rendition of RHEED diffraction pattern imaging.

Space Associates, Model KSA 300) is used for diffraction pattern image acquisition and analysis. The electron gun and phosphor screen, primary equipment components in RHEED, are mounted on the growth vacuum chamber, and oriented relative to the film and to one another so as to permit the high energy electron beam to be incident on the film surface at a glancing angle ($\sim 3^\circ$), as the phosphor screen captures the diffraction pattern, as sketched in Figure 3.4.

Figure 3.4: Schematic of RHEED diffraction pattern imaging.
3.2.3 RHEED Data

Relevant to RHEED investigation of the boron nitride thin films grown for our study, Taylor has demonstrated the notable difference between the RHEED diffraction images of the pre-cBN-nucleation \(h\)BN/\(t\)BN film and those captured post-cBN nucleation as anticipated, based on the difference in crystal structure [33]. RHEED images of pre-cBN-nucleation thin films reveal a two ring pattern. From measurements of the ring radii and comparison with crystallographic data of \(h\)BN, these rings are attributed to scattering off the (0002) and (10\(\overline{1}2\)) planes. In the case of cBN, a three ring pattern is observed which can be indexed to the predicted (111), (220) and (311) crystallographic reflections.

This RHEED data acquisition technique provides a convenient way to monitor the nucleation of the cubic phase in the film growth process \textit{in situ}, facilitating the shift to the reduced bias growth phase of the deposition process where the transition from hexagonal structure to cubic structure occurs.

From RHEED images obtained one can glean a substantial amount of information regarding the surface crystallinity, morphology and texture. If the surface is of high crystalline quality (eg. Bare clean Si (100) surface, as in Figure 3.5), one observes spots and Kikuchi lines in the RHEED image [34]. Kikuchi lines represent specific directions, or channels, in a high quality crystal where electrons can propagate, gradually giving up their energy in inelastic collisions. In contrast, for RHEED images of polycrystalline films like BN one observes the ring-like patterns, with indications of the presence of the various crystal phases as well as evidence of texture for each
phase (Figure 3.6). Generally speaking, angular spread (or rings) in the diffraction pattern corresponds to *in-plane* variations of the crystal, which are typical of a polycrystalline thin film surface. The radial width of diffraction maxima in the vertical direction generally correspond to *out-of-plane* variations in the crystal structure of the surface. Note that the appearance of rings or arcs in the RHEED diffraction patterns indicate that the surface morphology is composed of polycrystalline grains of BN. The grains may be randomly oriented (giving a completely uniform ring) or there may be preferential orientation as in a textured surface. In that case the diffraction pattern consists of arcs the circumferential length of which is a measure of the in-plane misorientation.

Figure 3.5: RHEED image of bare Si (100) substrate, with characteristic Kikuchi lines visible.
Figure 3.6: RHEED patterns generated by boron nitride film surfaces. (a) is a RHEED image of hexagonal (turbostratic) boron nitride film on Si (100) substrate. (b) is a RHEED image of cubic boron nitride film on Si (100) substrate.
3.3 FTIR

3.3.1 FTIR Theory

Fourier Transform Infrared Spectroscopy (FTIR) is a very useful structural characterization method for the boron nitride system in that it can help identify the different phases of boron nitride present in the films, enabling a qualitative assessment of the crystallinity of each individual phase present, as well as a quantitative assessment of the percentage composition of all phases comprising the film [35]. The technique, which uses interferometry as opposed to a conventional dispersive spectrometer, can be used in either reflectance or transmission mode to characterize the surface and film cross-section respectively.

Molecules typically possess characteristic vibrational modes in the infra-red region of the spectrum. A subset of these vibrational modes are infra-red active i.e. there is a change in the electric dipole moment during a vibrational cycle. This constraint constitutes a "selection rule" for infrared modes [36, 37]. If the molecule possesses an infra-red active mode, it will absorb energies at specific eigenfrequencies unique to particular vibration modes. This will be manifest in the interferogram signal exiting the sample, and after a Fourier transform of that detector signal, the absorption spectrum of the material may be extracted.

3.3.2 FTIR Measurement System

Interferometric spectroscopy (as depicted in Figure 3.7) is utilized to obtain FTIR data. Radiation emitted from a broadband infrared source consisting of a hot filament is incident on a beam splitter. The transmitted beam is incident on a movable mirror
and after reflection combines with the reflected beam. This results in constructive or destructive interference at the beamsplitter. Each frequency of radiation will present a unique signal at the beamsplitter, and thus a broadband source will present a signal that is a superposition of all the individual frequencies, which is then made incident on the sample. The spectral limits of the setup range from 400 $cm^{-1}$ to 4000 $cm^{-1}$, where ($cm^{-1}$) represents wavenumber, a unit of frequency defined simply as the inverse of the wavelength $\lambda$ corresponding to a given frequency $\nu = c/\lambda$, where $c$ is the speed of light in air, and having the units of inverse wavelength.

![Figure 3.7: A schematic rendition of FTIR Michelson Interferometry.](image)

For the boron nitride films grown for this research, FTIR was performed using a Nicolet Magna IR™ Series II spectrometer in transmission mode (Figure 3.8), providing bulk compositional data. The spectrometer was configured for mid-IR operation, and used a deuterated tri-glycerine sulphate detector in combination with a KBr beam splitter. Samples were mounted on a 2-Circle rotation stage so that mea-
surements may be performed at off-normal incidence to extinguish systematic resonance artifacts in the data. To remove water and carbon dioxide absorption from the spectra the spectrometer is purged continuously with dry nitrogen. Measurements were typically taken approximately one-half hour after a sample was locked into the sample measurement chamber, as an additional precaution against water and carbon dioxide absorption.

3.3.3 FTIR Data

For the boron nitride system, hexagonal BN is observed to have infrared active transverse optic phonon modes at \( \sim 783 \text{ cm}^{-1} \) and \( \sim 1367 \text{ cm}^{-1} \) [38]. The 1367 cm\(^{-1}\) mode \((E_{1u} \text{ mode})\) corresponds to in-plane B-N bond stretching while the 780 cm\(^{-1}\) mode \((A_{2u} \text{ mode})\) corresponds to out-of-plane B-N-B bond bending (Fig. 3.9). Typically, variations in sample quality and growth conditions will result in a range of values for the locations of the phonon peaks \( (770 \text{ cm}^{-1} - 810 \text{ cm}^{-1} \) for the \( A_{2u} \text{ mode} \) and
Figure 3.9: Molecular vibrational eigenvectors corresponding to infrared active modes in hexagonal boron nitride. (a) depicts the $E_{1u}$ mode at 1367 $cm^{-1}$. (b) depicts the $A_{2u}$ mode at 780 $cm^{-1}$.

1360 $cm^{-1}$– 1400 $cm^{-1}$ for the $E_{1u}$ mode). For cubic BN, an IR-active transverse optic phonon peak is observed at $\sim 1065$ $cm^{-1}$ [39]. The typical range observed for this phonon peak is 1050 $cm^{-1}$– 1100 $cm^{-1}$; the exact frequency depends on parameters such as strain, grain size, temperature, etc. Typical FTIR spectra for hBN films, as well as for the cBN thin film samples, depicting the corresponding signature absorption peaks, are presented in Figures 3.10 and 3.11 for comparison. Besides information related to phase identification, one can also estimate the content of cubic phase from FTIR data. Typically the approach used to estimate the percent cubic phase is based on the relative heights of the cBN 1065 $cm^{-1}$ peak and the hBN 1383 $cm^{-1}$ peak using the relation shown in Equation 3.2 [35]. The samples used for FE measurements, grown under the same conditions, repeatedly showed greater than
Figure 3.10: Fourier Transform infrared absorbance spectrum for a predominantly hexagonal boron nitride film on Si(100) substrate.

Figure 3.11: Fourier Transform infrared absorbance spectrum for a predominantly cubic boron nitride film on Si(100) substrate.
75% cubic phase.

\[
\% \text{ cBN volume fraction} = \frac{I(1065)}{I(1065) + I(1367)} \times 100\% \quad [35] \tag{3.2}
\]

Deviations of the peak maxima wavenumbers from the bulk wavenumbers is indicative of strain present in the film [40]. Also, the magnitude of the full width at half maximum (FWHM) of the peaks is indicative of structural order in the film, with a larger FWHM implying greater disorder due to the presence of a wider distribution of local bonding environments [41]. The procedure followed to obtain an FTIR spectrum of a BN film is as follows: first, a spectrum is taken of a bare Silicon substrate wafer that has been cleaned by dipping in a 10% HF acid solution. The spectra of the sample is taken next, and a background subtraction is performed by taking the difference of the two spectra. In this manner, the spectrum of the boron nitride film alone is obtained. Typically 1000 scans were averaged to obtain the final spectrum. The scan resolution was typically 0.06 cm\(^{-1}\).

### 3.4 AFM

#### 3.4.1 AFM Measurement System

The atomic force microscope (AFM), one of about two dozen types of scanned-proximity probe microscopes, works by measuring height with a probe or "tip" placed very close (within nanometers) to the sample. The small probe-sample separation (on the order of the instrument’s resolution) makes it possible to take measurements over a small area.

The instrument is essentially an extremely high resolution profilometer. A silicon
nitride or silicon tip is scanned across the surface of a sample at a constant force, the position of the tip on the sample surface being controlled by three piezoelectric ceramics. These piezoelectrics are controlled by a microcomputer which monitors the position of the tip via the signal from a photodiode which receives reflected laser light from the top of the tip support. Two dimensional scans allow the construction of images of the sample surface, rather than just line profiles. The instrument is capable of imaging areas as large as 125 \( \mu \text{m}^2 \) and as small as a few tens of nanometers square. The maximum spatial resolution is such that the atomic surface of the structure may be revealed.

To acquire an image the microscope raster-scans the tip over the sample while registering the change in height of the tip. This monitoring takes place as the changing position of a laser beam reflecting off of the probe is detected through a position-sensitive laser detector, as depicted in Figure 3.12. Consequently, the atomic force microscope measures topography with an atomic force probe. Specifically, AFM operates by measuring attractive (van der Waals) or repulsive forces between a tip and the sample [42]. In its repulsive "contact" mode, the instrument lightly touches a tip at the end of a leaf spring or "cantilever" to the sample. As a raster-scan drags the tip over the sample, the laser detection apparatus measures the vertical deflection of the cantilever, which indicates the local height at that location on the sample. Thus, in contact mode the AFM measures hard-sphere repulsion forces between the tip and sample. The resulting image resembles an image on a television screen in that both consist of many rows or lines of information placed one above the other.
Figure 3.12: Illustrations of Atomic Force Microscopy, using an optical cantilever.
Figure 3.13: A sketch of the Atomic Force Microscopy setup.

Figure 3.13 displays the configuration of the general components of the instrument used for these measurements.

In contact AFM, the tip is in perpetual contact with the sample. The tip is attached to the end of a cantilever with a low spring constant, lower than the effective spring constant holding the atoms of most solid samples together. As the scanner gently traces the tip across the sample (or translates the sample under the tip), the contact force causes the cantilever to bend and the Z-feedback loop works to maintain a constant cantilever deflection. An intermediate scan option is the "tapping mode" in which the tip is under resonance and intermittently contacts the surface. The frequency and phase of the motion of the cantilever is used to gain even more sensitive information on the surface topography.
3.4.2 AFM Data

A Digital Instruments Nanoscope III™ Multimode Scanning Probe Microscope, in combination with the Atomic Force probe, called a piezoelectric transducer (PZT) (Figure 3.14), was used in contact mode for our measurements. The cantilever is a microfabricated Si tip integrated into a triangular support, with a force constant of between 0.03 and 0.06 N/m. Samples were scanned with a J-tube PZT with $9.5 \times 9.5 \, \mu m^2$ scan range in the film plane, and $5.4 \, \mu m$ scan range in the direction normal to the sample surface. The scan rate was 4 lines/second. Only standard plane fit (surface-leveling) correction was applied to the images. The image size was $512 \times 512$ pixels, resulting in an acquisition time of 3 minutes. All images were checked for rotational and scaling variability to insure that the observed features were not artifacts of the triangular geometry of the cantilever.

AFM images (Figure 3.15) were analyzed using the Nanoscope SPM software. The average feature height, $\langle c \rangle$, was calculated to be $79 \, nm$, with a mean $RMS$ roughness of $19 \, nm$. The grain size mean, $\langle gs \rangle$, was $155 \, nm^2$, with a standard deviation $\sigma_{gs}$ of $84 \, nm^2$, yielding a mean feature radius $\langle b \rangle \simeq 7 \, nm$. Statistics were calculated from an area of $853 \, nm \times 866 \, nm$ ($= 0.74 \, \mu m^2$), with the average number of grains measured at 294.

AFM images also provided a qualitative insight into the geometry of the surface features, which appear conical with a blunted apex, closer to the shape of a prolate ellipsoid of revolution bisected at its semi-minor axis with the plane normal oriented parallel to its semi-major axis, and with its apex furthest from the substrate surface.
3.5 Summary

We have presented the data from three characterization techniques which reveal the morphology and composition of the boron nitride thin film samples prepared for this field emission study.

From the RHEED data of the films under study, we were able to identify the crystal structure at the surface to be qualitatively cBN. The data shows the sample to be a polycrystalline film rather than a single crystal, composed of partially oriented crystallites of cBN with a distribution of different crystal plane normals oriented relatively parallel to the Si substrate surface normal as indicated by the (111), (220), and (311) crystallographic reflections in the RHEED data. The distribution of in-
Figure 3.15: AFM Image of cubic boron nitride film on Si(100) substrate, with an areal density of 397.63 emission sites per square micrometer [8].

The azimuthal spread in the RHEED images. The radial spread in the diffraction maxima indicate the out-of-plane variation of the crystallite orientation, contributing to surface roughness.

The FTIR data showed our films to be overwhelmingly cBN in constitution, with a volume fraction greater than 75%. Although this data does not directly determine the phase constitution at the film surface, since it is taken in transmission mode, it reasonably establishes a lower limit of surface cBN fraction, independent of data from any of the complementary techniques.

The AFM images provide data which is analyzed to give surface roughness and feature size information for the films used in our field emission experiments. We measured $\langle c \rangle = 79 \text{ nm}$, with a mean RMS roughness of $19 \text{ nm}$. $\langle gs \rangle = 155 \text{ nm}^2$, with $\sigma_{gs} = 84 \text{ nm}^2$, yielding $\langle b \rangle \simeq 7 \text{ nm}$. Data was calculated over an area of 0.74 $\mu\text{m}^2$, containing on average 294 grains.
CHAPTER IV

FIELD EMISSION MEASUREMENTS

4.1 Field Emission Theory

Field electron emission occurs when an electric field, $F$, applied external to the surface of a cathode deforms the potential barrier at the surface enough to permit the quantum-mechanical tunnelling of electrons through the potential barrier and into the vacuum. [43]. An energy band diagram depicting barrier deformation by an electric field is shown in Figure 4.1. The applied electric field is $F$, the workfunction is $\phi_w$, the Fermi energy is $E_f$, and $e$ is the electron charge. The Fermi energy is the maximum allowable energy level occupied by electrons if all of the lower allowable quantum energy levels are filled. The height of the potential barrier between the surface and the vacuum energy level is $\phi_w$, and the “width” of the barrier is given by $\phi_w / (eF)^1$. In the basic theory, the electrons emitted via field emission originate below the Fermi energy level; these low energy electrons are considered “cold”. This stands in contrast to the thermionic and photoemission mechanisms for electron emission, where the electrons in the solid must be given enough energy to go over the potential barrier. Electrons produced via these mechanisms have energy considerably

\[1 \text{for } \phi_w \text{ in units of } eV, \text{ and } F \text{ in } V/m.\]
greater than the Fermi energy, and are deemed “thermal”.

In 1897, R. W. Wood became the first person to describe the phenomenon of “field emission”, which he observed during experiments with a discharge tube [44]. Walter Schottky was the first to provide theoretical insight into the process, proposing that the electrons were emitted over a potential barrier at the metal surface reduced by the presence of an external field [45]. In Schottky’s model, the peak in the potential barrier is located at a distance $z_0$ from the metal surface where the image force, $e^2/4z_0^2$, equals the force of the applied field, $eF$, where $e$ is the electron charge and $F$ is the field strength. These forces lower the workfunction $\phi_w$ by $\Delta \phi_w = \frac{e^2}{4z_0} + eFz_0$, which becomes $\Delta \phi_w = e\sqrt{eF}$ by eliminating $z_0$ ($= \sqrt{e/4F}$). Within the framework of this model, the total reduction of the potential barrier at the surface was assumed to completely describe the mechanism of field emission from cold cathodes, which would require fields on the order of $10^8 \text{ V/cm}$ for a workfunction of $4.5 \text{ eV}$. However, field emission had already been experimentally observed in metals with fields on the order of $10^6 \text{ V/cm}$ [44]. In 1926, R. A. Millikan, C. F. Eyring, and B. S. Gossling observed that temperatures up to $1100 \text{ K}$ did not affect field emission currents [46]. In 1928, Millikan and C. C. Lauritsen showed that the observed emission current was exponentially dependent on the applied field [47].

4.1.1 Fowler-Nordheim Theory

Sir Ralph Fowler and Lothar Wolfgang Nordheim obtained the first accurate description of field emission, based on tunneling of electrons through the surface potential barrier, in 1928 [48]. Fowler and Nordheim assumed Fermi-Dirac statistics
for the electron energy distribution in the metal, calculated the number of electrons impinging on the surface from the bulk for each range of energy, and solved the Schrödinger equation to find the fraction of electrons that penetrate the barrier. Upon integrating the product of the number of electrons arriving at the surface from the bulk and the tunneling probability over all energies, they obtained a formula for the current density given by

$$J = \frac{4\sqrt{\mu \phi \omega}}{e} \frac{e^3 F^2}{\mu + \phi \omega} \frac{e^{3 \phi \omega}}{8 \pi \hbar \phi \omega} \exp \left( -\frac{8 \pi \sqrt{2 m \cdot \phi \omega}}{3 \hbar e F} \right), \quad (4.1)$$

where $e$ is the electron charge, $\hbar$ is the Planck constant, $\mu$ is the Fermi level relative to the bottom of the conduction band, and $\phi \omega$ is the workfunction. The Fowler-Nordheim theory accurately described the electric field and workfunction dependence of the emission current. Nordheim later refined the theory further to include the potential barrier deformation due to Schottky’s image force [49]. This refinement reduced the predicted field strength necessary for the same current density. Furthermore, the prediction of extremely high FE current densities, far greater than those possible with thermionic emission, was one of the significant results of the Fowler-Nordheim theory. This derivation of the current density, accounting for Nordheim’s modified potential barrier, is presented in detail in Appendix A.

Much theoretical and experimental work followed the early work of Fowler and Nordheim for one-dimensional planar emission [50, 51, 52, 43, 53, 54]. In more recent years valuable work has been done to clarify discrepancies in field emission theory
stemming primarily from the use of different formalisms [55, 56, 57, 58]. This has provided insight into the complexities associated with accurately understanding the complete physical picture describing what is commonly called electron field emission, and furthering our ability to better understand experimental results by providing less idealized, and consequently more complicated modelling of the cathodes.

![Energy diagram for electrons](image)

Figure 4.1: Energy diagram for electrons at a metal surface, in the absence of (left) and in the presence of (right) an applied external electric field, $F$.

A more generalized formalism for the emission current, in terms of the current magnitude [59], is given by

$$I = \lambda A a \phi_0^{-1} F^2 \exp \left[ -\mu b \phi_0^{3/2} / F \right],$$

(4.2)

where $\phi_0$ is the local workfunction of the emitting surface, $F$ is the external electric field (taken as a positive quantity), $\lambda$ and $\mu$ are generalized correction factors, whose form in a given application depends on the particular assumptions and approximations made about that system. $A$ is the notional area of emission, and $a$ and $b$ are
universal constants given by

\[ a \equiv \frac{e^3}{8\pi h} = 1.541434 \times 10^{-6} A \cdot eV \cdot V^{-2} \]

\[ b \equiv \frac{8\pi}{3} \left(2m_e\right)^{1/2}/eh = 6.830890 \times 10^9 eV^{-3/2} \cdot V \cdot m^{-1} \]

where \( e \) is the elementary positive charge, and \( m_e \) is the electron mass.

The 1956 work of Murphy and Good was the first fully satisfactory mathematical analysis of the standard physical assumptions [50], in that it included emission at finite temperatures; prior to then only a zero-temperature approximation had been employed in developing the theory. In their development, they use the correction factors \( t \) and \( v \), corresponding to those previously presented as \( \lambda \) and \( \mu \) respectively (Eqn. 4.2), and introduce the parameter \( y \), such that

\[ \lambda \rightarrow t^{-2}(y), \quad \mu \rightarrow v(y) \quad (4.3) \]

where \( y, v, \) and \( t \) are as defined in the expanded theoretical derivation in Appendix A.

When represented in FN coordinates, Equation 4.2 becomes

\[ \ln\left\{ \frac{I}{F^2} \right\} = \ln\left\{ \lambda Aa\phi^{-1}_w \right\} - \mu b\phi^{3/2}_w/F, \quad (4.4) \]

and the tangent to this curve is written in terms of \( F_1 \) as

\[ \ln\left\{ \frac{I}{F_1^2} \right\} = \ln\left\{ \lambda_1 Aa\phi^{-1}_w \right\} - \mu_1 b\phi^{3/2}_w/F_1. \quad (4.5) \]

\( \lambda_1 (= t^{-2}(y_1)) \) and \( \mu_1 (= v(y_1)) \), the values taken at field \( F_1 \), are now equivalently the functions \( \lambda (= t^{-2}) \) and \( \mu (= v) \). The functions \( t^{-2}(y) \) and \( v(y) \) are called the

\footnote{In practical field emission contexts only the first two or three significant figures are needed, but the constants in this elementary theory are, in fact, known to an accuracy of about one part in 10^6 [60]. As is evident, these values are in rationalized MKSA units (meaning Meters, Kilograms, Seconds, and Amperes), which is the system of units this dissertation will endeavor to use.}
generalized intercept correction function and the generalized slope correction function, respectively, and are sometimes also represented as \( r (= t^{-2}(y)) \) and \( s (= v(y)) \). In standard FN theory, under typical emission conditions, \( \mu_1 \) is typically on the order of 1, where \( \lambda_1 \) is typically on the order of 100 [59].

Equation 4.4 provides a functional form which field emission electrons will manifest, establishing the standard for identifying the predominant mechanisms in our electron emission data.

### 4.1.2 Field Enhancement

The assumption of a planar, or very smooth, surface of the emitter is one of the primary assumptions of the Fowler-Nordheim theory. This assumption is fairly accurate for atomically smooth emitters with a radius of curvature approximately greater than 0.1 \( \mu m \), for which the width of the surface potential barrier is much less than the radius of curvature. However, the planar assumption, which reduces the problem to a one-dimensional one, is not valid for field emitters with a radius of curvature around 1—20 \( nm \), which approaches the barrier width. Additionally, for the same applied field, the local field at the apex of emitters with small radii of curvature will be larger than that for emitters with larger radii of curvature, consistent with the inverse proportionality of the field to the radius of curvature.

Field Enhancement in electron field emission has been the object of significant recent attention in both theoretical and experimental work, which can be attributed to the important role it plays in the practical implementation of electron field emission. The basic Fowler-Nordheim theory presented earlier is highly idealized from the
perspective of practical application, given its assumption of a uniform electric field \( F \). In practice, the local field at an emission site is extremely difficult to determine, due to field enhancement. In practice, the applied field is a macroscopic field \( F_M \), derived from the applied voltage and the measured distance between the anode and the emitter surface

\[
F_M = \frac{V}{d}. \tag{4.6}
\]

This macroscopic field, however, can be related to the field at a particular emission site by

\[
F = \gamma F_M, \tag{4.7}
\]

where \( \gamma \) is a field enhancement factor which is dependent on the geometry at the emission site, and which contributes significantly to the actual emission-igniting field. Incorporating this into Eqs. 4.2 and 4.4, we obtain

\[
I = \lambda Aa \phi_w^{-1} \gamma^2 F_M^2 \exp \left[ -\mu b \phi_w^{3/2} / \gamma F_M \right], \tag{4.8}
\]

which in Fowler-Nordheim coordinates is then written as

\[
\ln \left\{ \frac{I}{F_M^2} \right\} = \ln \left\{ \lambda Aa \phi_w^{-1} \gamma^2 \right\} - \mu b \phi_w^{3/2} / \gamma F_M \equiv \ln \{ R_M \} + S_M / F_M, \tag{4.9}
\]

with Eq. 4.9 defining \( R_M \) and \( S_M \) as

\[
R_M = \frac{\lambda_1 Aa \gamma^2}{\phi_w} \quad \text{and} \quad S_M = \frac{-\mu_1 b \phi_w^{3/2}}{\gamma}. \tag{4.10}
\]

The quantities \( \ln \{ R_M \} \) and \( S_M \) correspond to the intercept and the slope of the tangent to Equation 4.5, taken at the field \( F_1 \). The intercept and slope from experimental data, plotted in FN coordinates, provide estimates of \( R_M \) and \( S_M \). For intercept interpretation, it is better to use the combination \( R_M S_M^2 \) and the formula
\[ A = \frac{R_M S_M^2}{a b^2\Gamma}, \]  

(4.11)

where

\[ a b^2 = \frac{7.192494 \times 10^{13} A}{m^2 e V^2}, \]  

(4.12)

and the emission-area extraction function \( \Gamma \) is defined by [59]

\[ \Gamma = \lambda \mu^2 \phi_w^2. \]  

(4.13)

These equations introduce the proportionate significance of the applied macroscopic field \( F_M \) and the field enhancement factor \( \gamma \); arguments similar to Equation 4.7 et seq. can, in principle, be applied to voltage-based FN plots by defining \( F = \beta V \), where \( \beta \) becomes the local-field-to-voltage-ratio (LFVR), and by replacing \( \gamma, F_M, R_M, S_M \) in the above equations (Eqns. 4.8 et seq.) with \( \beta, V, R_V, S_V \), respectively [55]. This will yield

\[ I = \lambda A a \phi_w^{-1} \beta^2 V^2 \exp \left[ -\mu b \phi_w^{3/2}/\beta V \right], \]  

(4.14)

\[ \ln \left\{ I/V^2 \right\} = \ln \left\{ \lambda A a \phi_w^{-1} \beta^2 \right\} - \mu b \phi_w^{3/2}/\beta V \equiv \ln \{ R_V \} + S_V/V, \]  

(4.15)

\[ R_V = \frac{\lambda_1 A a \beta^2}{\phi_w} \quad \text{and} \quad S_V = \frac{-\mu_1 b \phi_w^{3/2}}{\beta}. \]  

(4.16)

Equations 4.13 et seq., in conjunction with the appropriate physical assumptions, are the most commonly used in the interpretation of empirical \( I - V \) data.

### 4.1.3 Field Emission from Semiconductors

In comparison to that from metals, field emission from semiconductors, is a highly complicated process. The main factor for this is the variability in carrier concentration in the emitter’s bulk. Low carrier concentration can lead to penetration of an
external electric field into the semiconductor for a considerable depth, band bending, and strong thermo- and photo-sensitivity. From the viewpoint of reproducibility a semiconductor emitter is a much more insidious situation because even the preparation process (surface cleaning, sharpening, heating) may lead to irreversible property changes and effects that are hard to identify and reproduce. On the other hand, the study of electron field emission from semiconductors is arguably more enticing than that for metals, because of the potential to find new data on surface properties and behavior of solids in electric fields. A semiconductor potentially offers numerous ways of varying the characteristics of the emission process by controlling the carrier concentration in the emitter bulk, making unique electron devices possible. It appears possible, for instance, to have a limited carrier concentration in the near-surface region of a semiconductor and control the FE process by generating or injecting carriers into this region. The obvious potential for new systems in vacuum electronics from the application of semiconductors as field emitters is aided additionally by the fact that for some semiconductor materials, such as Si, the basic technology of micro- and nano-fabricating complex structures has been developed.

Morgulis [61] and Stratton [62, 63] proposed a qualitative theory of the field emission process from semiconductors close to 60 years ago. Known as the Morgulis-Stratton model, it is based again on a zero current approximation, which implies thermodynamic equilibrium of the electron energy distribution. This approximation is acceptable when the emission current is not very strong, and can adequately describe experimental results for FE from some semiconductors for relatively small currents.
Outside of this regime, however, existing experimental data does not agree with the general trend of the current-voltage characteristics predicted by the Morgulis-Stratton model [64]. The theory does however describe the linear increase in the natural logarithm of the current in the small current region with the applied bias. It assumes that the electron gas is degenerate due to penetration of the electric field into the emitter near the surface, increasing the free electron concentration near the surface. The theory also assumes that the tunneling transmission coefficient is small. Calculation of the emission current density would in this case follow the Fowler-Nordheim derivation.

Figure 4.2: Energy Diagram of the near-surface region of a semiconductor in the “weak field” approximation. (θ – degeneration parameter; θ_s – degeneration parameter near the surface; χ – electron affinity; U(x) – energy at the bottom of the conduction band; ζ – level of electrochemical potential; ε_a – an example mid-band activation energy; ε_g – energy of the band gap. [9])

Contrary to expectations, attempts to account for the effect of the semiconduc-
tor's energy band structure on the electron emission process, including corrections for the effective mass as well as the surface states, have failed to yield a unified predictive technique for the current-voltage characteristics of field emission from semiconductors [65]. Theorists have predicted, however, that electron field emission from semiconductors of both $n$- and $p$-type will generally fall into five regimes of distinguishable current-voltage characteristics, each of which may or may not be manifest in a given semiconductor system:

1. The linear Fowler-Nordheim region, at low applied field

2. A first saturation region, $J \sim \mu_n F_M e^{\varepsilon_t/k_BT}$;

3. A second saturation region, $J \sim \mu_n (F_M^2/L) e^{\varepsilon_t/k_BT}$;

4. A region of rapid current increase;

5. A third saturation region, $J \sim \mu_n (F_M^2/L)$

where $F_M$ is the applied electric field at the surface, $\mu_n$ is the electron mobility, and $\varepsilon_t$ is the activation energy of deep trap states near the surface, and $L$ is the height of the emitter.

Although Morgulis-Stratton theory cannot be applied to field electron emission from semiconductors with low equilibrium concentrations of conduction band electrons in high fields, qualitatively it is in fair agreement with experiment for most semiconductors in low electric fields (region 1 of the current-voltage characteristic), which also most closely follows the Fowler-Nordheim prediction.
4.2 FE Measurement System

4.2.1 Setup Design

Field emission characteristics of grown BN films were determined via emission testing in the 8 inch diameter six-way cross stainless steel ultra-high vacuum (UHV) chamber shown in Figure 4.3. The chamber is capable of achieving a vacuum of $10^{-7}$ torr in less than 24 hours without the use of heater tapes for bakeout, with base pressures in the high $10^{-9}$ torr range achievable. An Alcatel™ Turbomolecular Pump backed by an Alcatel™ Roughing Pump were used to establish the vacuum. Any tools that would potentially contact components or samples destined for the UHV environment were subjected to a series of ultrasonic baths (trichloroethylene, acetone, and isopropyl alcohol) to reduce risks of contamination. Samples were handled carefully, and were stored in evacuated dessicators when not under measurement. Emission testing was performed at a variety of pressures, depending on the experiment being run. Vacuum experiments were typically performed at operating pressures in the $10^{-8}$ torr range. Figure 4.4 shows the emission test sample measurement configuration within the UHV chamber. The BN films were offset from a phosphor-coated Indium Tin Oxide (ITO) collection anode using strands of 25 µm glass fiber optic. The ITO anode was 0.0625 in. × 1.25 in., centered (with major axes aligned) on a 0.7 in. × 1.5 in. glass slide. The 0.0625 in. × 0.4 in. phosphor was also centered co-axially with the ITO and the glass slide. A bare copper lead connected to the ITO anode via an Indium contact, and a bare copper lead attached to the BN thin film substrate, also via an Indium contact, provided the electrical connec-
Figure 4.3: Field Emission Measurement Setup. (a) depicts the configuration of the equipment in the field emission experiment. (b) is a photograph of the equipment in the field emission experiment.
tions for the applied voltage as well as the current readings through a UHV electrical feedthrough to the measurement equipment. 0.5 in. × 0.125 in. Vespel™ clamps, mounted to the stainless steel anode holder on opposite sides, held the sample/glass spacers/anode assembly in place, and provided a planar alignment (Figure 4.4). A Stanford Research Systems Model RGA200™ Residual Gas Analyzer, also mounted to the UHV chamber, provided data scans of the partial pressures inside the chamber during measurements.

During the various electron emission measurements, the voltage bias between the BN film and the collection anode was deliberately gradually increased, in order to approach the emission threshold as slowly as possible, ostensibly contributing to the length of time required to collect data. The emission current was monitored using a Keithley 2410 SourceMeter®, which both sourced the voltage and read the current. It was connected to the experiment under vacuum through a UHV electrical feedthrough. The copper leads from the sample are connected to the feedthrough terminals internal to the UHV chamber. The field emission measurement was carried out in an electrically isolated (floating) closed loop arrangement, as seen in Figure 4.3(a). A series of voltage sweeps were performed in vacuo, in Xenon gas, in Oxygen gas, and in Water Vapor, to measure threshold field and repeatability in environments of particular interest for space applications. The gases were introduced into the chamber via a gas feedthrough, controlled using a custom-made, manually controlled gas manifold. Partial pressures were monitored using the SRS RGA200™, in conjunction with a cold cathode pressure gauge. In addition, measurements over
Figure 4.4: Field emission measurement sample configuration. (a) is a depiction of the configuration of BN sample under measurement in UHV chamber. (b) is a photograph of the configuration of BN sample under measurement in UHV chamber.
time at constant pressures *in vacuo*, in Xenon gas, in Oxygen gas, and in Water Vapor, were also performed to measure emission stability of the films. Pre- and post-exposure effects were measured as well for the Xe and O\(_2\) environments.

### 4.2.2 LabVIEW\textsuperscript{TM} Data Acquisition

During the course of a measurement, the real-time vacuum pressure data, together with the applied voltage and measured current values, were collected on a computer via a GPIB interface, using National Instruments LabVIEW\textsuperscript{TM} virtual instrumentation software, which also controlled the start and stop of the voltage “source” and current “sense” measurement cycle, voltage range, voltage step increment, and time step in the measurement. I am greatly indebted to Professor B. Gilchrist, Dr. D. Morris, and C. Deline for their invaluable contributions in the creation and modification of LabVIEW\textsuperscript{TM} software necessary for these studies.

### 4.3 FE Experiments

A series of voltage sweeps were performed *in vacuo*, in Xenon gas environment, in an Oxygen gas environment, and in Water Vapor, to measure threshold field and repeatability. Measurements over time at constant pressure were also performed in these same environments to measure stability. Pre- and post-exposure effects were observed as well for the measurements in Xe and O\(_2\) environments.

The system used for the measurements presented here was the result of some less successful earlier attempts with equipment that did not account for the necessary stability control in the voltage source, nor the need for patience in approaching the
emission threshold in very small increments from below, both in time as well as
in voltage. These goals were achieved with the use of the Keithley SourceMeter®
Model 2410, which combines a precise, low-noise, highly stable DC power supply
with a low-noise, highly repeatable, high-impedance multimeter. It has 0.012% basic
accuracy with 5½-digit resolution. At 5½ digits, the SourceMeter® delivers 520
readings/second over the IEEE-488 (GPIB) bus. At 4½ digits, it can read up to
2000 readings/second into its internal buffer. The unit can source voltage from 5 µV
to 1100 V, and measure voltage from 1 µV to 1100 V. Likewise, it can source current
from 50 pA to 1.05 A, and measure current from 10 pA to 1.055 A. In the 1000 V
range setting which was used for our measurements, the unit had a 50 mV source
resolution with a source accuracy of 0.02%, and a metering resolution of 10 mV with
a measurement accuracy of 0.015%. Current was measured with the SourceMeter®
configured to read in the 1.00000 mA range, with a default measurement resolution
of 10 nA at a measurement accuracy of 0.027%.

4.3.1 Emission Threshold Measurement

The graph in Figure 4.5 was generated from data on sample SN124, measured in vacuo at a pressure of 7×10⁻⁶ torr. The sourcing and metering was done and recorded manually, without the benefit the virtual instrumentation system. The readings were taken approximately every 5 minutes, giving the digital readout a chance to stabilize at each step, which was measured at voltage increments of 1 V, until ignition at ∼2.75 V/µm, after which the step was increased to 10 V. Measurements were taken up through 240 V. Figure 4.6 shows the data graphed in voltage-based Fowler-
Nordheim coordinates (see Eq. 4.15). A least-squares linear fit of the data yields a coefficient of fit determination value of $R^2 = 0.9923$, for an intercept value of $\ln \{ R_V \} = -13.855$, and a slope of $S_V = -21.543 \, V$, which manifests the predicted linear relationship for field emission. The results of a second field emission threshold measurement on SN124 (Figure 4.7), again measured manually, revealed a lowering of the threshold to $\sim0.5 \, V/\mu m$ at a pressure which ranged from slightly above $2 \times 10^{-7}$ torr to slightly below, over the course of the measurement. Again, the readings were taken approximately every 5 minutes, at voltage increments of 1 V. Ignition occurred unexpectedly, with the current peaking at $\sim600 \, \mu A$, at which point we observed the current extinction for the first time in our measurements. A third measurement (Figure 4.8) on SN124 over the same voltage range in increments of 1 V at effectively the same pressure ($\sim1.7 \times 10^{-7}$ torr) confirmed the extinction of emission at the previous threshold field value. A fourth and final sweep measurement Figure 4.9)
Figure 4.6: Fowler-Nordheim plot of cBN electron emission threshold measurement, with regression fit overlay [8].

Figure 4.7: Second cBN electron emission threshold measurement on SN124, exhibiting threshold decrease to \(\sim 0.5 \, \text{V/\mu m} \) before emission extinction was performed until emission was again detected, albeit at a much lower current value, at an electric field threshold of \(\sim 19.7 \, \text{V/\mu m} \), corresponding to an applied
voltage of $\sim 500$ V.

Figure 4.8: Third cBN electron emission threshold measurement on SN124 - emission extinction confirmation. The zero-valued current reading is in the noise regime of the instrument.

Figure 4.9: Fourth cBN electron emission threshold measurement on SN124, showing increase in emission threshold to $\sim 19.7$ V/$\mu$m

The demonstrated potential for a low threshold electron emission field, as well
as for the shift and extinction of an emission threshold is indicative of the transient nature of the mechanisms affecting emission. The decision is made at this point to place an upper current limit on subsequent measurements, in efforts to preclude the extinction of emission at a particular threshold in subsequent measurements, where the intent is to study reliability and repeatability of emission.

4.3.2 Sweep Measurements

Subsequent measurements utilized the LabVIEW\textsuperscript{TM} virtual-instrumentation-based experiment control and data collection.

\textit{In Vacuo}

The graphs in Figure 4.10 are of voltage sweeps on SN124b, a separate sample from the same \textit{as-grown} film. The measurement system was configured to limit the current flow through the closed circuit to a maximum of 10\,µA. The voltage was swept from 0 – 860 V, in increments of 0.25 V, where the source-to-read time interval was 15 seconds. Three sweeps were taken at effectively the same pressure: first, at \(\sim 1.15 \times 10^{-2}\, \text{µtorr (green)}\); second, at \(\sim 1.25 \times 10^{-2}\, \text{µtorr (blue)}\); thirdly, \(\sim 1.52 \times 10^{-2}\, \text{µtorr (red)}\). Although the pressures are of the same order of magnitude, the emission threshold appears to \textit{decrease} with increased time of vacuum exposure, which seems consistent with the decrease of a emission-prohibitive adsorbate on the sample surface with longer exposure to the vacuum. The emission did not extinguish with repeated sweeps, which served to provide a baseline for subsequent similar measurements in different gas environments.
Figure 4.10: cBN electron field emission voltage sweep measurement in UHV at various residual gas pressures: at $\sim1.15 \times 10^{-2} \mu\text{torr}$ (green), $\sim1.25 \times 10^{-2} \mu\text{torr}$ (blue), and $\sim1.52 \times 10^{-2} \mu\text{torr}$ (red)

Oxygen Gas

Voltage sweep measurements were next made on SN124b (Figure 4.11), where now 4-9s purity O$_2$ gas is introduced into the FE Chamber, the flow rate was stabilized primarily with the gas tank flow regulator, through the custom gas manifold. The partial pressure was monitored via the RGA200, and recorded through the RS-232 serial output, captured through a Keithly Model 2000 Digital Multimeter, and shunted into the LabVIEW™ data acquisition system. Four sweeps were performed (see Figure 4.11), all of the same order of magnitude. Three were at $\sim1.14 \mu\text{torr}$; first the black curve, then the red, and then the green. The last sweep measurement
is the blue curve, taken at $\sim 1.35 \mu\text{torr}$. Here, the emission thresholds appear to be decreasing with each new sweep. This again supports the observation that the desorption of adsorbates on the emission surface with increasing exposure to the vacuum plays a role in the data observed thus far.

![Graph of Electric Field vs Current](image)

**Figure 4.11**: cBN electron field emission voltage sweep measurement in O$_2$ gas at various partial pressures: at $\sim 1.35 \mu\text{torr}$ (blue) and $\sim 1.14 \mu\text{torr}$ (black, red, and green) [10].

**Xenon Gas**

One voltage sweep measurement was made of SN134, in a partial pressure of Xenon gas of $\sim 1.3 \mu\text{torr}$, where an emission threshold of $\sim 0.9 \text{V/}\mu\text{m}$ was observed. The noise in the data was also noted.
Figure 4.12: cBN electron field emission voltage sweep measurement in Xe gas at a partial pressure of $\sim 1.3 \text{µtorr}$, exhibiting an emission threshold of $\sim 0.9 \text{V/µm}$ [10].

**Water Vapor**

A water vapor source was constructed from a glass bottle, which was sanitized, filled with deionized water, and attached to the gas line feedthrough into the FE chamber via the custom manifold. A vapor pressure of $\sim 1.47 \text{µtorr}$ was established and monitored, and allowed to stabilize for 6 hours before measurement began. The results were dramatic (Figure 4.13), in that emission from the film appears to be suppressed completely until a sudden emission drives the current to the system limit. As an environment, water vapor appears to have had the most dramatic effect in
suppressing the ignition of field emission, even at low fields.

Figure 4.13: cBN electron field emission voltage sweep measurement in water vapor at $\sim 1.47 \mu$torr.

4.3.3 Time Dependence Measurements

Field emission measurements were taken on films, where a fixed macroscopic field was applied, and emission was observed for an extended period of time. In some cases, pressure was also kept constant, to monitor any degradation over time. Other measurements were made where a partial pressure of a gas was applied for a time, then removed, and the emission response was recorded for some time post-exposure.

In Vacuo

Figure 4.14 displays the data from a time measurement of SN134, where the chamber is evacuated to $\sim 0.07 \mu$torr, and emission is monitored for almost four hours. What is notable is the instability in the chamber pressure. Although the spread is less than $10\% - \frac{(0.077 - 0.072)}{0.073} \times 100\% \approx 7\%$ – the emission appears
to respond to the decrease in pressure, as time lapses. This again gives credence to the concept of impurities such as adsorbates on the emission surfaces needing removal to stabilize the emission current. In this case, the emission eventually stabilizes at \( \sim 1.2 \mu\text{A} \).

![Pressure vs. Time Graph](image.png)

Figure 4.14: cBN Electron Field Emission at constant macroscopic field, 2.5 V/\( \mu\text{m} \), and base vacuum, \( \sim 0.07 \mu\text{torr} \).

**Xe Gas**

Two time dependence measurements were performed on SN134 in Xe gas: the first (Figure 4.15) at a constant field of 2.7 V/\( \mu\text{m} \), and constant pressure of \( \sim 1 \mu\text{torr} \), for just over 4 hours. The second (Figure 4.16) is performed at a constant field of 2.5 V/\( \mu\text{m} \), and exposed to Xe gas at a pressure of \( \sim 1 \mu\text{torr} \) for a period of \( \sim 3 \) hours, after which the chamber is pumped down to a base pressure of \( \sim 0.07 \mu\text{torr} \), where it remains for just over 9 hours, for a total 12 hour measurement time.

Figure 4.15 again suggests some sort of adsorbate diffusion mechanism on the emission surface, which impedes emission twice during the four hour period. For the
subsequent longer measurement, the emission appears to remain fairly stable, even through the exposure and evacuation of the Xe gas. Given that both Xe and cBN are inert, it is reasonable to expect a surface unencumbered by adsorbates, would emit in a stable fashion.

![Graph](image)

**Figure 4.15:** cBN electron field emission at constant macroscopic field of 2.7 V/μm and in Xe gas, at a partial pressure of ∼1.0 μtorr.

**Oxygen**

The Oxygen gas time measurement is performed in two parts. The graphs in Figures 4.17 and 4.18 show the same results, where Figure 4.18 is the exploded view of Figure 4.17. In this measurement, the constant field is set at 5.22 V/μm, and the pressure is initially at the base level (here, ∼0.0009 μtorr). After ∼30 min, the oxygen is adjusted to ∼1.0 μtorr, albeit in an unstable fashion, such that it “spikes” twice
Figure 4.16: cBN electron field emission at constant macroscopic field of 2.5 V/µm and in Xe gas, at a partial pressure of \( \sim 1.83 \mu\text{torr} \) [10].

during the measurement; one for a period of \( \sim 3\text{min} \) at \( \sim 1.0\text{mtorr} \), then back down under \( \sim 1\mu\text{torr} \), then again very briefly (for about 1 minute) to \( \sim 0.2\text{mtorr} \) before returning finally to the prescribed \( 1\mu\text{torr} \) level. The exploded view in particular displays the apparent response in suppression of emission current corresponding to the first (unintended) spike in the O\(_2\) gas.

A 16 hour time measurement of emission in O\(_2\) gas (Figure 4.19), where the measurement begins with the O\(_2\) pressure set at \( \sim 1.0\mu\text{torr} \), where it remains for the first 7 hours of the experiment, at which point the O\(_2\) gas is evacuated, taking the chamber back to a base pressure of \( \sim 0.01\mu\text{torr} \). Very clearly, after a period of about 30 minutes from the shut off of the oxygen, the emission increases almost 88%, and eventually stabilized down to about 28% of the emission current value when subject
Figure 4.17: cBN electron field emission over time at constant macroscopic field of 5.22 V/µm and in O₂ gas.

to the oxygen environment. This demonstrates the recovery potential of this material after extended exposure to oxygen gas.

The delay in the recovery of emission to pre-oxygen exposure levels may be attributed to the desorption of multiple layers of emission-inhibiting adsorbates. One of the characteristics of the cBN films grown using the technique introduced in Chapter II is the propensity for the deficiency of nitrogen ions during growth, making the films slightly non-stoichiometric and p-type [26]. This condition would make available boron ions for reaction with oxygen, potentially creating a boron oxide adsorbate at the emission surface and inhibiting emission.
Figure 4.18: cBN electron field emission over time at constant macroscopic field of 5.22 V/µm and in O₂ gas, with an exploded view of the current scale.

**Water Vapor**

Figures 4.20 and 4.21 represent two measurements of emission from cBN films in a water vapor environment. The vapor pressure for these measurements was by far the most difficult to stabilise. Figure 4.20 presents the result of a 20 hour test, where the film was exposed initially to a pressure of \(\sim 4 - 5 \) µtorr for the first 3.5 hours of the measurement, at which point the chamber is pumped down to base pressure at \(\sim 0.08 \) µtorr. The emission appears to respond with a depression of maybe 10% in the first hour or so of the water vapor exposure. However the exposure continues for
an additional two hours before it is removed, and the level of emission to which the film stabilizes after the first hour basically remains the same after the water vapor is evacuated from the chamber, and for the duration of the experiment, with possibly some very gradual degradation in current over the remainder of the 20 hours of less than 10%.

The final measurement, presented in Figures 4.22 and 4.23, is a best effort to repeat the previous water vapor time measurement, under the identical conditions. In this attempt, the water vapor pressure is raised to \(\sim 9 \mu\text{torr}\), but after an hour at base pressure (\(\sim 0.02 \mu\text{torr}\)). The vapor pressure is maintained at that level for a total of \(\sim 3.5\) hours before being shut off for the remainder of the 10 hour long measurement. The emission current seems to track the vapor pressure in its rise and fall, but slightly. There appears to be \(\sim 5\%\) rise in the current between the initial start of the experiment, and the turning on of the water vapor one hour later. When the vapor is removed, the emission apparently decays \(\sim 10\%\) from its value before shut off, which is ultimately \(\sim 5.5\%\) below the emission value at \(t = 0\).
Figure 4.19: cBN electron field emission recovery at constant macroscopic field of 5.22 V/µm in O₂ gas [10].
Figure 4.20: cBN electron field emission over time at constant macroscopic field of 5.22 V/µm and in water vapor.
Figure 4.21: cBN electron field emission at over time constant macroscopic field of 5.22 V/µm and in water vapor, focused on the first four hours.
Figure 4.22: cBN Electron Field Emission recovery at constant macroscopic field of 5.22 V/µm and in water vapor [10].
Figure 4.23: cBN Electron Field Emission recovery at constant macroscopic field of 5.22 V/µm and in water vapor (exploded view of the current scale) [10].


4.4 Summary

In this chapter, we have introduced the basic theory of field electron emission, through its historical development to its present day understanding in the generalized Fowler-Nordheim formalism. We also introduced the concept of field enhancement, and its impact on field emission measurement. The current understanding of field emission from semiconductors was also presented, which strengthens our motivation to pursue the study of BN films for their field emission properties.

We subsequently describe the apparatus employed in our field emission measurements, and proceed to present the data for measured films. Electron emission thresholds were measured from under 1 V/µm up to just under 20 V/µm in vacuum. Sweep measurements made, once an upper current limit was established on the experiments. A repeatability of emission results was demonstrated, albeit with some indications of threshold shift, possibly due to the desorption of adsorbate impurities on the surface of the film, which are removed with increased exposure to the vacuum environment.

In time dependence measurements over constant extraction field, we demonstrate the stable emission of our cBN films in an oxygen environment over periods of extended operation. An interesting feature of emission recovery in oxygen was demonstrated, with an apparent complete recovery ~30 minutes after exposure.

The delay in the recovery of emission to pre-oxygen exposure levels may be attributed to the desorption of multiple layers of emission-inhibiting adsorbates. One of the characteristics of the cBN films grown using the technique introduced in Chap-
ter II is the propensity for the deficiency of nitrogen ions during growth, making the films slightly non-stoichiometric and $p$-type [26]. This condition would make available boron ions for reaction with oxygen, potentially creating a boron oxide adsorbate at the emission surface and inhibiting emission.

A water vapor environment appears to have had the most dramatic effect in suppressing the ignition of field emission from our films, even at low fields. In the time dependence measurements, the emission current seems to track the water vapor pressure in its rise and fall but slightly, on the order of 5%.

Time dependence measurements in xenon suggest adsorbate diffusion mechanism on the emission surface. The measurements reasonably indicate that a cBN film unencumbered by adsorbates would exhibit relatively stable emission in the presence of xenon gas, considering the inert nature of both xenon gas and boron nitride.
5.1 RHEED and FTIR Analysis

As seen in Chapter III, the RHEED results show that the measured films are primarily cBN at the surface, with some texture and roughness. FTIR shows that the cross-sectional volume fraction of our films was typically greater than 70% cBN. The film growth process, with the requisite phase transitions, ensures that there is always some hBN in the data. However, FTIR in combination with RHEED data indicates that the emission surface can be assumed to be cBN.

5.2 AFM Analysis - Nanotexture

AFM provides data on the average roughness of our films, which can be taken to represent peak height for the model of the emission surface, described as a distribution of self-assembled protruberances resembling prolate half-ellipsoids of revolution, arranged on a flat surface as described by Kosmahl [66].
5.3 Analysis of Field Emission Measurements

A least-squares regression fit of the threshold emission measurement *in vacuo* (Fig. 4.6) yielded an intercept value of \( \ln \{R_V\} = -13.85 \), and a slope of \( S_V = -21.54 V \), with a coefficient of fit determination value of \( R^2 = 0.99 \). Recalling that \( R_V = \{\lambda_1 A a \beta^2 / \phi_w\} \) and \( S_V = \{-\mu_1 b \phi_w^{3/2} / \beta\} \) per Equation 4.16, we calculate \( R_V = 9.61 \times 10^{-7} A/V^2 \).

We can estimate a nominal area of emission for our FE samples using AFM data from section 3.4.2. Assuming the measured average grain size \( \langle gs \rangle \) effectively corresponds to the average cross-sectional area\(^1\) of a typical emission feature \( \pi \cdot \langle b \rangle^2 \), which we model as a half ellipsoid of revolution, we can use the area of measurement

\(^1\)(b) references Figure 5.1, *i.e.* \( b \neq \langle b \rangle \)
to determine an upper bound for the field emission area:

\[
\langle gs \rangle \times \text{number of grains} = \text{upper bound on emission area} = 0.05 \, \mu m^2.
\] (5.1)

Based on the area of AFM measurement, we determine the upper bound percentage of the emission area to be

\[
\frac{0.05 \, \mu m^2}{0.74 \, \mu m^2} \times 100\% = 6.76\% ,
\] (5.2)

corresponding to an emission site density of

\[
\frac{294 \, \text{sites}}{0.74 \, \mu m^2} = 397.30 \, \text{sites/\mu m}^2.
\] (5.3)

Martin et al. [67] derived an estimate for the electric field at the apex of a rotationally symmetric ellipsoidal emitter, in a diode configuration with a planar anode, in the limit as the distance between the anode and the apex is much larger than the radius of the apex (\(D \gg a_s\)):

\[
F_{\text{tip}} \approx \frac{2V_0}{a_s \cdot \ln \left( \frac{4D}{a_s} \right)}.
\] (5.4)

Here \(F_{\text{tip}}\) and \(V_0\) are provided in units of \(V/m\) and \(V\), respectively. Jensen and Forbes [68] have derived an upper bound approximation for the area factor, \(b_{\text{area}}\), of an ellipsoidal emitter, accounting for the functional dependence of the emission area on the field at the apex of the ellipsoid, and is defined by an integral over the tip surface:

\[
b_{\text{area}}(F_{\text{tip}})_{\text{ellipsoid}} \approx 2\pi a_s^2 \left( \frac{eF_{\text{tip}}}{b_{FN}^0 + eF_{\text{tip}}} \right).
\] (5.5)
where \( b_{FN}^0 \) is one of the Fowler-Nordheim parameters from the derivation of the simple Fowler-Nordheim current with the Schottky image potential, as found in Equation A.10 of Appendix A. \( b_{FN} = c \text{ in Eqn. A.10} \) evaluated at \( v(y) = v_0 \), where \( v_0 \approx 0.94 \) in the zero temperature limit [69], and \( \phi_w \) is the effective barrier height for electron field emission \(^2\), is then given by

\[
\Rightarrow b_{FN}^0 = \frac{8\pi}{3h} \sqrt{2m\phi_w^3(0.94)}.
\]  

(5.6)

Substituting Equation 5.4 into 5.5 yields:

\[
b_{\text{area}}(F_{\text{tip}}) \mid_{\text{ellipsoid}} \approx \frac{4\pi a_s^2 eV_0}{a_s ln \left( \frac{4D}{a_s} \right) b_{FN}^0 + 2eV_0}.
\]  

(5.7)

Putting Equation 5.6 into Equation 5.7, we finally obtain a form for the area factor of an emission site, which will permit us to estimate an effective workfunction:

\[
b_{\text{area}} \approx \frac{4\pi a_s^2 eV_0}{\frac{8\pi a_s}{3h} (2m\phi_w^3)^{1/2} (.93685) ln \left( \frac{4D}{a_s} \right) + 2eV_0}.
\]  

(5.8)

Let the notional area of emission \( A = b_{\text{area}} \times \text{"number of grains"} \), where "number of grains" = 294 from the AFM data in section 3.4.2

\[
A = \frac{4\pi a_s^2 eV_0 (294)}{\frac{8\pi a_s}{3h} (2m\phi_w^3)^{1/2} (.93685) ln \left( \frac{4D}{a_s} \right) + 2eV_0},
\]  

(5.9)

and combine \( R_V \) and \( S_V \) from Equation 4.16, eliminating \( \beta \)

\[
R_V \cdot S_V^2 = \left( \frac{\lambda_1 A a_\beta^2}{\phi_w} \right) \left( \frac{-\mu_1 b \phi_w^{3/2}}{\beta} \right)^2
= a b^2 A \lambda_1 \mu_1^2 \phi^2.
\]  

(5.10)

\(^2\)Note that this is not the same as the workfunction which governs the emission probability in thermionic emission. Here \( \phi_w \) is more formally related to the electron affinity. See Figure 5.2 for a description of how these parameters are related.
Substitute for $ab^2$ using Equation 4.12 and for $A$ using Equation 5.8. After isolating $\phi_w$ we arrive at the relation

$$\frac{R_V S_Y^2}{(4\pi a_s^2 e V_0) (ab^2) (\lambda_1 \mu_1^2) (294)} = \frac{\phi_w^2}{\left(\frac{8\pi a_s}{3h}\right) (2m\phi_w^3)^{1/2} (0.93685) \ln \left(\frac{4D}{a_s}\right) + 2eV_0}.$$  \hspace{1cm} (5.11)

We then calculate the radius of the apex $a_s$ (which corresponds to $\rho$ in Figure 5.1) using $\langle b \rangle = \sqrt{\langle gs \rangle / \pi}$, such that $a_s = \langle b \rangle^2 = \frac{\langle gs \rangle}{\pi \langle c \rangle} = 0.62\, \text{nm}$, and $\langle c \rangle$ is the average feature height from our AFM measurements in section 3.4.2, corresponding to “c” in Figure 5.1 on page 81, and making Equation 5.11 become

$$\frac{\pi \langle c \rangle^2 R_V S_Y^2}{(4 \langle gs \rangle^2 e V_0) (ab^2) (\lambda_1 \mu_1^2) (294)} = \frac{\phi_w^2}{\left(\frac{8 \langle gs \rangle}{3h \langle c \rangle}\right) (2m\phi_w^3)^{1/2} (0.93685) \ln \left(\frac{4\pi \langle c \rangle D}{\langle gs \rangle}\right) + 2eV_0}.$$ \hspace{1cm} (5.12)

Equation 5.12 is an equation of order 2 in $\phi_w$, with terms in $\phi_w^{3/2}$. To obtain a solution, a polynomial in integer power was created from Equation 5.12, a quartic in $\phi_w$, to eliminate fractional powers of $\phi_w$. The roots of the quartic are then used to solve Equation 5.12 for $\phi_w$; calculations yield a single, real root at $9.3\, \text{meV}$. To explore the sensitivity of our calculated value to the accuracy of the measured data, we varied the measured value of $\langle gs \rangle$ and $\langle c \rangle$ independently by $\pm 10\%$.

(a) A variation in $\langle gs \rangle$ of $+10\%$ yields $\phi_w = 8.4\, \text{meV}$, a decrease of $9.6\%$.

(b) A variation in $\langle gs \rangle$ of $-10\%$ yields $\phi_w = 10.0\, \text{meV}$, an increase of $7.5\%$. 
(c) A variation in \( \langle c \rangle \) of +10% yields \( \phi_w = 10.0 \text{ meV} \), an increase of 7.5%.

(d) A variation in \( \langle c \rangle \) of -10% yields \( \phi_w = 8.4 \text{ meV} \), an decrease of 9.6%.

This suggests that the method of derivation used to calculate the experimental value of 9.3 meV is relatively stable with respect to its dependence on the measured input data.

Although no other reliable empirical data on the workfunction for cBN is currently available, \textit{ab initio} calculated values of 7.75 eV for the bulk cBN (110) surface, based on density functional theory, has been published by Ooi, \textit{et al} \cite{70}, as well as a value of 12.6 eV for hBN, based on the extended Hückel method \cite{71}. Note however that for field emission from a semiconductor, the work function (energy difference between Fermi level and vacuum level) is very much larger than the electron affinity. This is indeed what is observed in the case of cBN. See Figure 5.2 for a comparison of the work function and the electron affinity.

Considering now the low electron affinity value measured for our samples of cBN, we expect that the emission would be influenced strongly by field enhancement at the tips of the individual emitters. The following is an estimate of the strength of such an enhancement as it relates to the specific geometry of the emission surface as measured by AFM. If we relate Equation 5.4 to the relationship between the local field and the applied voltage, which defined \( \beta (= \text{LFVR}, \text{see page 49}) \), we can estimate \( F_{\text{tip}} \approx 2 \text{ GV/m} \) corresponding to a \( \beta \) value of 267/\( \mu \text{m} \), and a field enhancement factor of \( \gamma = \beta \cdot D \approx 6681 \). We’ve previously identified semiconductor properties which affect carrier concentration availability as playing an important role. Imperfections
due to nonuniformities in film growth, which introduce surface roughness as well as localized stoichiometric variations capable of creating defect traps in the material, not to mention the polycrystalline nature of the BN films, play a significant role in determining the ultimate effective barrier height of the material. More transient effects such as contributions from adsorbates on the surface more than likely also play a role.

The differences in surface conditions as well as nonuniformities intrinsic to the as-grown material will contribute directly to the surface electronic structure, which as demonstrated in our calculation from experimental parameters is a substantial contributor in the empirical determination of an effective workfunction. These significant factors are not accounted for in the \textit{ab initio} theoretical results, which are the basis for the published values in the literature.

The tunneling barrier potential that we extract from the F-N expression, at 9.3 meV, is very much smaller than typical values (\(\sim\) a few eV) of the workfunction for conventional cold cathode materials such as cesiated GaAs and molybdenum. What then is the physical basis for such a small barrier potential and how is it related to the electronic structure of the BN surface? Some physical insight can be gained by referring to Figure 5.2 which shows the profile of the electronic band structure at the surface of a p-type semiconductor. The choice of p-type doping here is motivated by an earlier observation that BN films on silicon tend to grow deficient in nitrogen such that acceptor impurity levels are formed in the vicinity of the valence band edge [26]. Referring to Fig. 5.2, band bending occurs at the surface
resulting in the formation of a potential barrier through which electrons must tunnel in order to exit the BN surface. The effective barrier height is related to the electron affinity, $\chi$, being the difference between the conduction band minimum and the vacuum level. In common semiconductor such as Si and GaAs the band gap is on the order of 1 to 2 $eV$ with substantial electron barrier/work function values of a few $eV$, making them unsuitable for cold cathode emission applications. Coating with Cs, which has a relatively low work function ($\sim 1.8 eV$) can reduce the electron affinity of GaAs surfaces, for example, leading to enhanced field emission. An alternative approach is to use a semiconductor with a wider band gap such that the conduction band approaches more closely to the vacuum level (see Fig. 5.2) thereby reducing the electron affinity.

In extreme cases, where the bandgap is very large (e.g. in diamond, 5.5 $eV$, or in cBN, 6.4 $eV$), the conduction band can even overlap the vacuum energy level, leading to so called “Negative Electron Affinity”, or NEA [72]. While this concept (at least the “N”) must be treated with some caution, as the surface electronic states are highly sensitive to defects and contamination, it appears that the low value of $\phi_w$ measured for cBN is a direct consequence of the wide gap nature of the band structure, and is evidence in favor of an NEA-type of emission mechanism in cubic boron nitride.
Figure 5.2: Electron energy band diagram for cubic boron nitride thin film (NOT to scale), depicting changes in the barrier height and width as a function of an increasing externally applied field. $\Phi_w$ is the effective barrier height, which is identical to the electron affinity $\chi$ in this p-type semiconductor system.
5.4 Stochastic Considerations

The current from a single emitter is approximated by the product of the \( b_{\text{area}}(F_{\text{tip}}) \) and the apex current density \( J(F_{\text{tip}}) \). The usual approximation \( F \approx \beta_g V \) relating the apex field to voltage is seen to be reasonable from the geometric models, but \( I_{\text{tip}} \) varies approximately as \( \Theta V^3 \exp(-\Omega/V) \), accounting for a linear increase in active emission area from an emitting tip, as a function of increasing applied voltage. An ensemble of emitters will contain a distribution of emission site radii; this distribution has been modeled as both log-normal [73] and Rayleigh distribution [74], which are similar in appearance. In addition, adsorbates can collect on an emitter surface, causing a variation in the effective workfunction. A model of these effects for an ensemble will then take on the form [57]

\[
I_{\text{ensemble}}(V_g) = N_{\text{tips}} \sum_{a}(V_g, \mu, \sigma) \sum_{\phi}(V_g, \Delta\phi_w) b_{\text{area}}(F_{\text{tip}}) J(F_{\text{tip}}),
\]

where all quantities are evaluated based on the mean radius \( \langle a_s \rangle \). An adsorbate statistical factor, based on the assumption that the fraction of the surface covered by adsorbates is a pressure dependent, is proposed as

\[
\sum_{\phi}(P) = \left[ P_o + P \exp(-\alpha_\phi \Delta\phi_w) \right] / (P_o + P),
\]

where \( P \) is the vacuum pressure, \( \alpha_\phi = \partial_\phi \ln[I_{\text{tip}}(\phi_w)] \), and the values \( \Delta\phi_w \sim 0.5 \text{ eV} \) and \( P_o = 0.01 \text{ mtorr} \) are generically valid. The value for \( \alpha_\phi \) depends on the geometry, the field, and the workfunction through the equation for tip current. The emission
site radius statistical factor $\sum_a$ is given as

$$\sum_a (V_g, \mu, \sigma) = \frac{1}{I_{\text{tip}}} \int_0^\infty L(a; \mu, \sigma) I_{\text{tip}}(a) \, da,$$

$$L(a; \mu, \sigma) = \frac{1}{\sqrt{2\pi} \sigma a} \exp\left\{ -\frac{1}{2\sigma^2} \left[ (\ln(a/\mu))^2 \right] \right\}, \tag{5.15}$$

where the log-normal distribution is again reasonable, $\mu$ represents the mean emission site radius $\langle a_s \rangle$, and $\sigma$ is the spread factor. $\sum_a$ is greater than or equal to unity, due to $I_{\text{tip}}(\mu)$ being in the denominator (the film is characterized by the average radius, not the minimum). Assuming that the product of the statistical factors is linearly proportional with voltage, to lowest order $I_{\text{ensemble}}(V) \approx \Theta V^4 \exp\left(-\Omega/V\right)$. This clearly adds to the difficulties of inferring emission area, workfunction, or field enhancement from an ensemble current using the generalized procedure [75].

The statistical model also gives insight into the emission noise. Time-varying fluctuations manifest themselves as the “flicker noise" in the current measured under constant voltage conditions. Possible causes include:

(a) the adsorption and desorption of contaminants (even at a high vacuum)

(b) sputter damage due to ion impact

(c) grain boundaries and the interplay with contaminants [76]

(d) nanoprotrusions oscillating between metastable configurations or sputtered off [77, 78]

(e) the oscillation of sites characterized by some combination of high geometrical field enhancement and low workfunction [79].
While many of these processes are rapid, the diffusion phenomena in particular can have numerous time scales long enough to effect fluctuations in current in the seconds-to-hours range. Diffusion models developed by Kleint [80] have recently been used to analyze experimental data of the performance of Mo and ZrC/Mo cathodes in oxygen environments [73]. The fluctuations in the data seem to be compatible with these diffusion models. This statistical model for ensemble field emission suggests that at the voltages at which our measurements were taken, a small percentage of emitters dominate the current. The emission will be strongly skewed in Eq. 5.15 to smaller emission sites because apex fields are inversely proportional to the apex radius, an effect exacerbated at lower fields because of the rapid decline in $I_{tip}$. Consequently, fluctuations in those emitters would be very apparent in field emission measurements, which our measurements reflect.

Jensen et al. [73] has also proposed a rough theoretical model for the change of emission from a site with a changing workfunction due to diffusion related mechanisms. Let $I(\phi_w)$ denote the initial current prior to the change in workfunction due to diffusion of admolecules, and $I(\phi_w - \Delta\phi_w)$ the current after. On the apex of the emitter, the emission area changes with field. On a given emitter tip, if a change in workfunction from $\phi_w$ to $\phi_w - \Delta\phi_w$ occurs over an area $\pi r_o^2$, then the fractional current change approximately relates to the fractional change in current density by

$$\frac{\Delta I}{I_{tip}} \approx \frac{\pi r_o^2}{b_{area}(\phi_w, F_{tip})} \left( \frac{\Delta J}{J} \right).$$

(5.16)

Ignoring variations in $b_{area}$, to leading order

$$\frac{J(\phi_w - \Delta\phi_w) - J(\phi_w)}{J(\phi_w)} = \exp \left[ \left( \frac{3bFN}{2F\phi_w} + \frac{1}{\phi_w} + \frac{8\alpha c}{3} \sqrt{\frac{2m}{\phi_w^3}} \Delta\phi_w \right) \Delta\phi_w \right] - 1.$$

(5.17)
The first (dominant) term in the exponential was found by Kleint, $\alpha = 1/137.036$ is the fine structure constant, and $c$ is the speed of light. $\Delta \phi_w$ can be several tenths of an electronvolt, which would indicate that $\Delta J/J$ can be substantial. This model is consistent with the diffusion picture.

The field dependence of $b_{\text{area}}$ suggests that fluctuations due to diffusion and other flicker noise sources grow larger as $F$ decreases. The magnitude of the fluctuations in the ensemble current can be expected to be larger at lower current levels, given the smaller subset of emitters accounting for the total current. Thus the fluctuations originate with a small number of tips, which dominate the total current, in agreement with the statistical model as well as with what is observed experimentally. Conditioning the films may greatly reduce the apparent fluctuations following the model described by Eq. 5.16.

5.5 Summary

We have derived an effective workfunction for the as-grown cBN thin films of this research, based on the application of the generalised Fowler-Nordheim theory to the electron field emission measurements presented in Chapter IV. The value of approximately 9.3 $meV$ is based on a lower bound estimate of the emission area, which takes into account the emission area dependence on the applied electric field. A model of the film surface as an ensemble of self-assembled protruberances in the shape of prolate half ellipsoids of revolution on a flat surface, is representative of the morphology of our cBN films as demonstrated in the results of our characterization in Chapter III, and also factors into the derivation.
We have compared our derived results to the limited number of available values for BN workfunction in the literature, which are based on \textit{ab initio} calculations, and have addressed the differences in terms of various phenomena. Field enhancement and semiconductor properties will affect the availability of carriers for emission. Imperfections due to nonuniformities in film growth, which introduce surface roughness as well as localized stoichiometric variations capable of creating defect traps in the material, not to mention the polycrystalline nature of the BN films, play a significant role in ultimately determining the effective workfunction of a material. More transient effects such as contributions from adsorbates on the surface more than likely also play a role.

The effective barrier height is related to the electron affinity, $\chi$, being the difference between the conduction band minimum and the vacuum level. Where the bandgap is very large (e.g. in diamond, $5.5\,\text{eV}$, or in $c$BN, $6.4\,\text{eV}$), the conduction band can even overlap the vacuum energy level, leading to so called “Negative Electron Affinity”, or NEA. It appears that the low value of $\phi_w$ measured for $c$BN is a direct consequence of the wide gap nature of the band structure, and is evidence in favor of an NEA-type of emission mechanism in cubic boron nitride.

We have also reviewed stochastic considerations from a theoretical perspective, relating the likely distribution of emission site radii among an ensemble of emitters on a given sample, as well as the transient nature of the adsorbates on an emission surface, and the electron field emission from our films. In addition, we have reviewed a proposed diffusion model for the adsorption and desorption of contaminants from
the surface, and its implications for flicker noise in emission measurements from films
typefied by the cBN films in this research.
CHAPTER VI

CONCLUSIONS AND FUTURE WORK

6.1 Conclusions

This dissertation presents the results of a systematic study of the electron field emission of boron nitride thin films. The research presented in this work establishes nanostructured thin film Boron Nitride (BN) as a robust and chemically inert material with a low work function capable of sustainable electron emission in a space plasma environment.

In Chapter II we have presented the reduced bias thin film growth technique, used with the ion-assisted RF plasma deposition process, as the method for the fabrication of the cBN films that were the subject of the field electron emission research presented in this dissertation. The samples were grown in an Argon/Nitrogen gas environment, at a growth pressure of 5 mtorr on p-type Silicon (100) substrates, of resistivity $\rho = 2 - 10$ $\Omega$-cm, subject to a substrate bias of $\sim 100$ V for 3 hours, until the cubic phase of boron nitride was achieved. Subsequently, the substrate bias was reduced to $\sim 56$ V, and growth continued for an additional 8 hours, yielding cBN film thicknesses of $\sim 2000$ Å. As grown cubic boron nitride films display three distinct
regions in the film structure: a very thin amorphous layer of BN ~ 4 nm in thickness, a turbostratic hexagonal Boron Nitride layer (~ 30 nm thick), above which the cubic phase nucleates.

In Chapter III we describe the morphological characterization of the BN films under study here, which include Reflection High Energy Electron Diffraction (RHEED), Fourier Transform Infrared Spectroscopy (FTIR), and Atomic Force Microscopy (AFM). From the RHEED data of the films under study, we were able to identify the crystal structure at the surface to be qualitatively cBN. The data shows the sample to be a polycrystalline film rather than a single crystal, composed of partially oriented crystallites of cBN with a distribution of different crystal plane normals oriented relatively parallel to the Si substrate surface normal as indicated by the (111), (220), and (311) crystallographic reflections in the RHEED data. The distribution of in-plane relative orientation of these crystallites is evidenced by the azimuthal spread in the RHEED images. The radial spread in the diffraction maxima indicate the out-of-plane variation of the crystallite orientation, contributing to surface roughness. The FTIR data showed our films to be overwhelmingly cBN in constitution, with a percent volume fraction greater than 75%. Although this data does not directly determine the phase constitution at the film surface, since it is taken in transmission mode, it reasonably establishes a lower limit of surface cBN fraction, independent of data from any of the complementary techniques. The AFM images provide data which is analyzed to give surface roughness and feature size information for the films used in our field emission experiments. We measured ⟨c⟩ =
79 nm, with a mean RMS roughness of 19 nm. \langle gs \rangle = 155 \text{ nm}^2, \text{ with } \sigma_{gs} = 84 \text{ nm}^2, yielding \langle b \rangle = \sim 7 \text{ nm}. Results were calculated over an area of 0.74 \mu m^2, containing on average 294 grains.

After the material and morphological characterization of the samples were performed, the samples were subjected to a series of systematic electron field emission measurements, the details of which are laid out in Chapter IV. First, the development of field emission theory is presented, including a discussion on particular aspects of field emission from semiconductors. A description of the field emission measurement system is presented, in which a custom-designed UHV chamber was employed, and a planar diode configuration was utilized for the experiments. Electron emission thresholds were measured from under 1 V/\mu m up to just under 20 V/\mu m in vacuum. Sweep measurements were made, once a upper current limit was established on the experiments. A repeatability of emission results was demonstrated, albeit with some indications of threshold shift, possibly due to the desorption of adsorbate impurities on the surface of the film, which are removed with increased exposure to the vacuum environment. In time dependence measurements over constant extraction field, we demonstrate the stable emission of our cBN films in an oxygen environment over periods of extended operation. An interesting feature of emission recovery in oxygen was demonstrated, with an apparent complete recovery \sim 30 minutes after exposure. The delay in the recovery of emission to pre-oxygen exposure levels may be attributed to the desorption of multiple layers of emission-inhibiting adsorbates. One of the characteristics of the cBN films grown using the technique introduced
in Chapter II is the propensity for the deficiency of nitrogen ions during growth, making the films slightly non-stoichiometric and $p$-type. This condition would make available boron ions for reaction with oxygen, potentially creating a boron oxide adsorbate at the emission surface and inhibiting emission. A water vapor environment appears to have had the most dramatic effect in suppressing the ignition of field emission from our films, even at low fields. In the time dependence measurements, the emission current seems to track the water vapor pressure in its rise and fall but slightly, on the order of 5%. Time dependence measurements in xenon suggest an adsorbate diffusion mechanism on the emission surface. The measurements reasonably indicate that a cBN film unencumbered by adsorbates would exhibit relatively stable emission in the presence of xenon gas, considering the inert nature of both xenon gas and boron nitride.

The morphological characterization data of the samples in Chapter III and the field emission measurement data from Chapter IV facilitate the data reduction and analysis of the field emission, developed in Chapter V. Here we have derived an effective workfunction (more accurately, a value for the electron affinity) for the as-grown cBN thin films of this research, based on the application of the generalised Fowler-Nordheim theory to the electron field emission measurements presented in Chapter IV. The value of approximately 9.3 $meV$ is based on a lower bound estimate of the emission area, which takes into account the emission area dependence on the applied electric field. A model of the film surface as an ensemble of self-assembled protruberances in the shape of prolate half ellipsoids of revolution on a flat surface,
is representative of the morphology of our cBN films as demonstrated in the results of our characterization in Chapter III, and also factors into the derivation. Field enhancement and semiconductor properties will affect the availability of carriers for emission. Imperfections due to nonuniformities in film growth, which introduce surface roughness as well as localized stoichiometric variations capable of creating defect traps in the material, not to mention the polycrystalline nature of the BN films, play a significant role in determining the ultimate effective workfunction of a material. More transient effects such as contributions from adsorbates on the surface more than likely also play a role. The effective barrier height is related to the electron affinity, \( \chi \), being the difference between the conduction band minimum and the vacuum level. Where the bandgap is very large (e.g. in diamond, 5.5\(eV\), or in cBN, 6.4\(eV\)), the conduction band can even overlap the vacuum energy level, leading to so called “Negative Electron Affinity”, or NEA. It appears that the low value of \( \phi_w \) measured for cBN is a direct consequence of the wide gap nature of the band structure, and is evidence in favor of an NEA-type of emission mechanism in cubic boron nitride.

We have also reviewed stochastic considerations from a theoretical perspective, relating the likely distribution of emission site radii among an ensemble of emitters on a given sample, as well as the transient nature of the adsorbates on an emission surface, and the electron field emission from our films. In addition, we have reviewed a proposed diffusion model for the adsorption and desorption of contaminants from the surface, and its implications for flicker noise in emission measurements from films typefied by the cBN films in this research.
6.2 Future Work

The future work recommended by the author is divided into two main categories. In section 6.2.1, suggestions are proposed for improvements of the boron nitride film samples for future field emission research. Recommendations in section 6.2.2 address the future of the field emission study of boron nitride thin films.

6.2.1 Improvements to the Boron Nitride Growth Chamber

(a) The BN growth facility should be expanded with larger sources and substrate heating capability to achieve greater uniformity over a larger area.

(b) An automated rotation system should also be included to improve film growth uniformity.

(c) The growth process could be optimized with respect to the post-conditioning performance rather than the less stable pre-conditioning performance. This would be predicated on the establishment of a film conditioning protocol.

6.2.2 Improvements on Field Emission Measurements

(a) Mass Flow Controllers to provide electronic feedback stabilization of gases for environmental exposure studies.

(b) A study to correlate carrier mobility with field emission

(c) Make field emission measurements using a temperature control mechanism; modify the measurement chamber to include a cold-finger on which the sample is mounted, to measure field emission as a function of temperature and ex-
pand the current knowledge of the current-voltage regimes in a wide bandgap material such as BN

(d) Use experimental field emission data from our films in collaboration with theoretical study to model the variability in the emission tip to anode distance, to enhance the statistical hyperbolic model of electron field emission so that it more accurately represent systems of self-assembled asperities such as BN thin films

(e) Ultraviolet photospectroscopy of our BN films might provide better understanding of the electron energy band structure of our BN films, and its contribution to the electron field emission from BN and other similar wide band gap semiconductors, in particular the effects of surface traps and defects

(f) Research into growing BN films on a substrate such as diamond, which has a closer lattice match to cBN, and would make possible the development of a diode system which could be used for switching control of electron field emission from boron nitride films, by influencing the availability of carriers at the emission surface

(g) Phosphor screen anodes with grid markers would allow ease of isolation of emission points and regions, and facilitate spatial correlation with SEM scans and other post emission measurements that might be made.

(h) Once repeatable emission performance is obtained and the sample growth stabilized, a sample conditioning program should be instituted, and the sample
growth process revisited based on the results of that conditioning. The initial performance of these samples were tested, but there was insufficient reliability for a full conditioning program. Performance may change or degrade slightly as sharp tips are eroded in the conditioning process, but would be balanced by the improvement in stability as the surface morphology becomes more uniform and more emission points are activated. Sample measurements taken over tens of hours under AC bias to fully exercise the sample and to help prevent emission site overheating during initial emission, would yield valuable information about the conditioning and long term stability of the sample.

(i) The growth process could then be optimized in reference to the post-conditioning performance rather than the less stable pre-conditioning performance.

(j) The use of a gate structure in the field emission measurement may allow for a more sophisticated exploration of the surface electronic characteristics of the films, as well as providing a means to circumvent issues associated with non-uniformity in the sample substrate affecting the uniformity of the applied extraction field. For the gate testing portion of the project, while this could be a separate project in and of themselves, testing prototype gates with a variety of field emission materials, such as BN films, Si tips, Mo tips, CNT arrays, would further our understanding and ability to fabricate gates for field emission with a broader applicability, as well as establish a standard against which the measurements from different emissive materials and systems may be referenced.
APPENDIX
APPENDIX A

THEORY OF FIELD EMISSION FROM METALS

Introduction

The Fowler-Nordheim theory is generally used in order to quantitatively describe the FE process for metals, which requires deriving the FE current density as a function of the electric field.

Derivation

Since this process is essentially a tunneling process, the tunneling transition probability for the electron to tunnel through the potential barrier and the number of electrons incident on the potential barrier must be found. For clarity, what follows is developed in Gaussian, or cgs units (for centimeter, gram, second. Integrating these over all energy values gives the desired current density. The assumptions of the Fowler-Nordheim theory are [48]:

(a) The metal obeys the free electron model of Sommerfeld with Fermi-Dirac Statistics.
(b) The metal surface is planar, reducing the problem to a one-dimensional one. So long as the potential barrier thickness is several orders of magnitude less than the emitter radius, this assumption is justified.

(c) The potential in the metal, \( V_1(z) \), is a constant, \(-V_0\). The potential barrier outside the metal is entirely due to the image forces, \( V_z = -\frac{e^2}{4z} \); the applied electric field does not affect the electron states in the metal.

(d) The temperature of the system is \( T = 0 \text{ K} \).

Here the \( \hat{z} \)-direction is normal to the metal surface, pointing away from the surface. The second phase is a vacuum. The origin of the applied electric field is the metal surface, and the field contribution to the potential energy is \(-eFz \) \cite{49}. Thus, the effective potential energy is

\[
V(z) = \begin{cases} 
-V_0, & \text{for } z < 0 \\
-eFz - \frac{e^2}{4z}, & \text{for } z > 0.
\end{cases} \quad (A.1)
\]

In addition, the model assumes that the electrons in the metal remain at equilibrium, despite the electrons escaping the metal surface. Integrating the product of the flux of electrons incident on the surface potential barrier and the tunneling probability over all electron energies. Define \( E_z \) to be the \( z \)-component of the electron energy:

\[
E_z = E - \frac{p_x^2}{2m} - \frac{p_y^2}{2m} = \frac{p_z^2}{2m} + V(z). \quad (A.2)
\]
Let \( N(E_z) dE_z \) be the number of electrons per unit area per second with the z-component of their energy within \( dE_z \) of \( E_z \) incident on the surface potential barrier; and let \( D(E_z) \) be the tunneling probability, also known as the transmission coefficient. Thus, the product \( D(E_z) N(E_z) dE_z \) gives the number of electrons per unit area per second within \( dE_z \) of \( E_z \) emitted from the metal surface. Then the current density is

\[
J = e \int_{-V_0}^{\infty} D(E_z) N(E_z) \, dE_z. \tag{A.3}
\]

The electron flux incident on the metal surface is

\[
N(E_z) \, dE_z = \frac{2}{h^3} dE_z \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dp_x dp_y}{1 + e^{(E_z - \mu/k_B T + \frac{p_x^2 + p_y^2}{2mk_B T})}} = \frac{4\pi mk_B T}{h^3} \ln \left(1 + e^{-(E_z - \mu)/k_B T}\right) \, dE_z, \tag{A.4}
\]

where \( h \) is the Planck constant, \(-\mu\) is the work function, \( k_B \) is the Boltzmann constant, \( T \) is the temperature, and \( m \) is the electron mass. Using the JWKB approximation, the transmission coefficient is

\[
D(E_z) = \exp \left[ -\frac{8\pi (2m)^{1/2} |E_z|^{3/2}}{3\hbar e} \frac{|v(y)|}{F} \right], \tag{A.5}
\]
where $F$ is the applied electric field. The Nordheim function, $v(y)$, is

$$v(y) = 2^{-1/2} \left[ 1 + (1 - y^2)^{1/2} \right]^{1/2} \left[ E(k) - \left\{ 1 - (1 - y^2)^{1/2} \right\} \right] K(k), \quad (A.6)$$

where $y = (e^3 F)^{1/2} / |E_z|$. The complete elliptic integrals of the first and second kinds, $E(k)$ and $K(k)$, are given by

$$E(k) = \int_0^{\pi/2} (1 - k^2 \sin^2 \alpha)^{-1/2} d\alpha, \quad \text{and}$$

$$K(k) = \int_0^{\pi/2} (1 - k^2 \sin^2 \alpha)^{1/2} d\alpha, \quad (A.7)$$

where $k^2 = 2 (1 - y^2)^{1/2} \left/ \left( 1 + (1 - y^2)^{1/2} \right) \right.$ [49]. Combining Eqn. A.4 and Eqn. A.5, the number of electrons within $dE_z$ emitted per unit area per second is

$$D(E_z) N(E_z) dE_z = \frac{4\pi m k_B T}{h^3} \exp \left[ -\frac{8\pi (2m)^{1/2} |E_z|^{3/2}}{3\hbar e F} v(y) \right] \ln \left( 1 + e^{-(E_z - \mu) / k_B T} \right) dE_z. \quad (A.8)$$

A few applicable simplifications can be made at this point, based on our assumptions. Since field-emitted electrons have energies near $E_z = \mu$, approximating the exponent in Equation A.8 with the first two terms of a power series expansion at $E_z = \mu$ is valid. In this approximation, the exponent reduces to

$$-\frac{8\pi (2m)^{1/2} |E_z|^{3/2}}{3\hbar e F} v(y) \approx -c + \frac{E_z - \mu}{d}; \quad (A.9)$$
where

\[
c = \frac{8\pi (2m)^{1/2} |E_z|^{3/2}}{3heF} v(y),
\]

\[
d = \frac{heF}{4\pi (2m\phi)^{1/2} t \left( (e^3 F)^{1/2} / \phi \right)},
\]

\[
t(y) = v(y) - \frac{2}{3} y \frac{dv(y)}{dy},
\]

and the work function is \(\phi = -\mu\). For sufficiently low temperatures, the temperature dependent part of Equation A.4 reduces as follows:

\[
k_B T \ln \left( 1 + \exp \left( -\frac{E_z - \mu}{k_B T} \right) \right) = \begin{cases} 
0, & \text{for } E_z > \mu \\
\mu - E_z, & \text{for } E_z < \mu
\end{cases}.
\]

Upon substituting Equation A.11 into Equation A.8, the following is obtained:

\[
D(E_z) N(E_z) dE_z = \begin{cases} 
0, & \text{for } E_z > \mu \\
\frac{4\pi m}{k^3} \exp \left( -c + \frac{E_z - \mu}{d} \right) (\mu - E_z), & \text{for } E_z < \mu
\end{cases}.
\]

Integration of Equation A.12 will give the current density. Assuming that \(-V_0 \ll \mu\), the Fermi energy, the lower limit of the integral can be set to \(-\infty\). The current density obtained via these assumptions is
\[
J = e \int_{-\infty}^{\mu} \frac{4\pi m}{\hbar^3} (\mu - E_z) \exp \left( -c + \frac{E_z - \mu}{d} \right) dE_z \\
= \frac{4\pi m e d^2}{\hbar^3} e^{-c} \\
= \frac{e^3 F^2}{8\pi h \phi t^2 \left( (e^3 F)^{1/2} / \phi \right)} \exp \left( \frac{4 \left(2m\right)^{1/2} \phi^{3/2}}{3he F} v \left( \frac{e^3 F}{\phi} \right) \right) .
\]

(A.13)

**Extension for Finite Temperatures**

For finite, non-zero temperatures, the Fermi-Dirac distribution that applies to electrons indicates that there will be electrons in the metal with energies greater than the Fermi level. Since the transmission coefficient increases with the particle’s incident energy, these electrons with energies greater than the Fermi level are more likely to tunnel through the potential barrier at the metal surface. The emission current changes only slightly from that at \( T = 0 \ K \) for small temperatures, but in the high temperature limit, which is thermionic emission, the electrons with energies greater than the barrier height constitute the majority of the current.

Using the expansion around the Fermi level in Equation A.9 in Equation A.8 and approximating the natural logarithm term for \( E_z > \mu \) yields

\[
\ln \left( 1 + \exp \left( - \frac{E_z - \mu}{k_B T} \right) \right) \approx \exp \left( - \frac{(E_z - \mu)}{k_B T} \right) .
\]

(A.14)

Substituting Equations A.9 and A.14 in Equation A.8, the expression becomes

\[
D \left( E_z \right) N \left( E_z \right) dE_z = \frac{4\pi m k_B T}{\hbar^3} \exp \left[ -c + (E_z - \mu) \left( \frac{1}{d} - \frac{1}{k_B T} \right) \right] .
\]

(A.15)
Integrating Equation A.15 gives the following expression for the current density for small non-zero temperature, valid only for $T \leq 1000$ $K$:

$$J(T) = J(0) \frac{\pi k_B T/d}{\sin(\pi k_B T/d)}, \quad (A.16)$$

where $J(0)$ is the current density at zero temperature shown in Equation A.13. Using Equation A.16 for a field of $4.7 \times 10^7$ $V/cm$ and a work function of $4.5$ $eV$, the current densities at room temperature and at $1000$ $K$ are

$$J(300 \ K) \approx 1.03 J(0) \quad and \quad J(1000 \ K) \approx 1.5 J(0). \quad (A.17)$$
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