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CHAPTER I

Introduction

1.1 Introduction

As laser technology advances and petawatt laser systems become commonplace,

exciting new fields of research will continue to develop in high intensity laser physics.

For light intensities exceeding 1018 W/cm2, assuming a 1 µm wavelength, the elec-

trons are accelerated to nearly the speed of light in one laser period, defining “optics

of relativistic plasmas” as the next fundamental level in laser plasma physics. Within

the laser focus, fields exceed 1011 V/cm, four orders of magnitude greater than those

created at large scale particle accelerators. There, the electron’s relativistic mass in-

creases and the laser’s magnetic field begins to strongly influence the interaction. The

laser pressure becomes billions of times the atmospheric pressure and the plasma gen-

erated magnetic fields reach thousands of Tesla, taking place within a multi-million

degree plasma. Such conditions are similar to those produced in stars and currently,

laser produced plasmas are the only way to replicate such extreme conditions.

Two aspects of particle acceleration from high intensity laser produced plasmas

are relevant to this thesis and are described here. The first, is laser accelerated

electrons and their important applications in photofission and nuclear activation re-

actions. The second, is the production of energetic proton beams from high intensity

1
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laser solid interactions and potential applications in medicine.

1.1.1 Laser accelerated electron beams and applications

One of the most fascinating applications of high peak intensity lasers is the ac-

celeration of charged particles (e.g. electrons and protons) over very short distances,

typically hundreds of microns to millimeters. High field laser interactions have al-

ready merged into the domain of nuclear physics by generating electrons with hun-

dreds of MeV energy [1, 2, 3]. This has enabled tabletop photonuclear physics to be

studied in university laboratories. Such energetic electron beams have many poten-

tial applications in radiography, and the production of short-lived isotopes such as

11C and 18F used in Positron Emission Tomography (PET) scans.

Recent experiments have shown that a high peak power pulse interacting with

an underdense gas leads to quasi monoenergetic electron bunches [1, 2, 3, 4]. The

acceleration mechanism dubbed, “bubble” acceleration regime was first predicted by

Pukhov and Meyer-ter-Vehn in numerical simulations [5]. Laser nuclear physics was

introduced by Boyer et al. in 1988 [6] and the first experimental demonstration of

laser induced (γ,n) reactions were performed with the NOVA laser [7]. As the high

energy photons interact with the atomic nucleus, the giant dipole resonance (GDR) of

the nuclei is excited, resulting in the fission of the nucleus or the emission of nucleons.

The probability of the reaction taking place increases the closer the photon energy

matches the GDR energy. In work presented in this thesis, the quasi-monoenergetic

nature of the wakefield accelerated electron is exploited to increase the efficiency of

photofission and photonuclear activation reactions. Taking into account the increase

in photonuclear efficiency, the transmutation of nuclear waste experiments are still

in their infancy because the number of events per second are orders of magnitude
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below practical levels.

Additionally, (γ,n) reactions can create short-lived radioactive nuclei which can

be used to study how heavy elements were created in the universe [8]. Measuring the

dependence of nuclear reaction rates on different plasma conditions will help improve

the knowledge of these input parameters in astrophysics models. Improving the reli-

ability of these codes, i.e. the input parameters, is one of the most important issues

in astrophysics today. In nature, the synthesis of heavy nuclei is often determined by

nuclear reactions involving short-lived radioactive nuclei. Stellar environments such

as type II supernovae are the only sites with sufficient energy and density to perform

nucleosynthesis. There, reaction rates can compete effectively with decay processes

and provide significant production pathways for the synthesis of heavy nuclei. Cur-

rently, radioactive ion beams provide the only way of measuring production rates

and masses of neutron rich nuclei far from stability which are necessary to achieve

a detailed model of nucleosynthesis. Present day sources of neutron-rich radioac-

tive ion beams stem from proton or alpha bombardment to induce fission of targets

[8, 9, 10]. However, laser induced photonuclear reactions provide another favorable

pathway for production of radioactive species. The lower excitation modes generated

by high energy bremsstrahlung result in fission products with less subsequent neutron

emission, thus higher production of neutron-rich species. Calculations show that the

yields from bremsstrahlung produced isotopes such as 132Sn could be enhanced by

two orders of magnitude over current yields from proton-induced fission for the same

input power [8]. The generation of γ-rays lying within the giant resonance energy

range can be made significantly more efficient with a high energy monoenergetic elec-

tron source as discussed in chapter 4. This may allow for the production of various

radioactive isotopes necessary to understand the nucleosynthesis of heavy nuclei in
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stars.

1.1.2 Laser accelerated proton beams and applications

Laser accelerated proton beams have potential applications in fast ignition for

laser fusion [11], probing the electric and magnetic fields in plasmas [12, 13] and the

most promising application to date is proton beam radiation therapy [14]. Proton

therapy is the most precise form of radiation treatment today. This is because

the proton beam radiates the tumor site, leaving surrounding healthy tissue and

organs intact. Conversely, X-rays have an exponentially decaying absorption profile,

delivering most of the dose near the surface of the skin, as well as, throughout the

healthy tissue surrounding the tumor site. In chemotherapy drugs move throughout

the entire body, unlike radiation and surgery which are considered “site specific”

treatments.

The dominant mechanism involving proton acceleration from ultra-intense laser

solid interactions is rear surface acceleration dubbed Target Normal Sheath Acceler-

ation (TNSA). Proton acceleration from micron thick targets is a result of the large,

hundreds of GV/m electrostatic fields produced from the charge separation of the

hot electrons and ions. The ponderomotive force of the laser pulse accelerates the

electrons forward with relativistic velocities while the heavier ions remain relatively

stationary, creating a charge separation. This electrostatic field is strong enough

to ionize any hydrogen containing material and accelerate protons to several MeV

energy.

When protons enter a solid they are stopped by the Coulomb forces of the target

atoms. The interaction can be divided into two regimes of energy loss. The first

is the electronic interaction. As the proton penetrates the target it displaces the
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Figure 1.1: The stopping behavior of 5 MeV, 10 MeV, 50 MeV, and 100 MeV protons
as a function of depth in water. The plot shows the sharp deposit of
energy called the Bragg peak.

electrons along its path causing its velocity to decrease. The second is the nuclear

interaction. When the proton velocity is sufficiently slow, elastic scattering by the

positive nuclei will cause the proton to come to rest quickly. The sharp increase in

absorption at the end of the proton energy range is called the Bragg peak as shown

in Fig. 1.1. The proton propagates through most of the bulk material depositing

small amounts of energy into the surrounding tissue. Then, at a specific depth, the

proton comes to rest and deposits most of its energy.

The total stopping power determines the energy loss of a particle as it propa-

gates though a target material and corresponds to a range which the particle can

travel before dissipating its energy (Fig.1.2). The stopping range relevant for cancer

therapy is between 1 cm and 20 cm. Therefore, the corresponding proton energy

is between 35 MeV and 175 MeV. The stopping power (or deposited energy) in the
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Figure 1.2: Comparison of the stopping powers for electrons and protons in water.
The solid line shows the energy loss in MeV/mm. The stopping range is
given by the dashed line in mm.

range of interest is much higher for protons than for electrons. Protons also have

a higher ionization power than electrons. This is important because radiation ther-

apy attempts to modify the growing cancer cells by altering their DNA preventing

replication or simply killing them by direct exposure.

Currently, a major problem with laser accelerated protons is that the energy is

too low to be used in cancer therapy. Therefore, techniques for enhancing the proton

energy are a topic of experimental and theoretical discussion. Two major advantages

of laser accelerated protons are the compactness of the high intensity laser and its

potentially low cost.

1.2 Organization of the thesis

This thesis is organized as follows:

Chapter 2 gives a brief overview of the physics of laser plasma interactions at rela-

tivistic laser intensities.
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Chapter 3 describes the Hercules laser system and the unique characteristics of high

intensity and high contrast necessary to perform the presented experiments. First, a

general description of the laser system is given. Second, details are described of how

to measure and correct the laser wavefront, which is necessary to obtain ultrahigh

intensities. Finally, the implementation of a pulse cleaning technique using cross-

polarized wave (XPW) generation was developed as part of this thesis, which allows

for a record high ASE contrast of 10−11.

Chapter 4 presents the study of electron acceleration from underdense plasmas and

describes electron beam energy scaling as a function of plasma density. For the

first time, 320 MeV quasi-monoenergetic electron beams are demonstrated from a

40 TW, 30 fs laser focused onto an underdense gas jet. Such quasi-monoenergetic

laser wakefield accelerated electrons are used to induce photofission and photonuclear

activation with one to two orders of magnitude higher efficiency compared to previous

experiments.

Chapter 5 presents, for the first time, an experimental demonstration of a two-stage

proton acceleration mechanism. Experimental results show the dependence of the

proton beam properties as a function of target material and hydrogen content, from

a high intensity (4 × 1020 W/cm2), high contrast (10−11) laser-plasma interaction.

1-D hydrodynamic simulations were done to describe the effect the prepulse had on

proton acceleration for ultrathin targets. Proton acceleration is modeled using 2-D

PIC simulations with and without preplasma conditions.

Chapter 6 presents a novel relativistic plasma shutter technique used to increase the

laser contrast. This technique is introduced in order to allow for ultrahigh intensity

lasers to accelerate protons from 30 nm thick targets. Characteristics of a high

intensity, high contrast laser interaction are described are using hydrodynamic and
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PIC simulations.

Finally, Chapter 7 summarizes the results and conclusions of the experimentals and

simulations and gives perspectives for future experiments.



CHAPTER II

Theory: Physics of High Intensity Laser Plasma

Interactions

The experiments described in this thesis deal with laser intensities equal to or

greater than I ≃ 1019 W/cm2 corresponding to electric fields on the order of EL ∼

1011 V/cm. Here the electrons are torn away from the nucleus creating plasma

temperatures of millions of degrees.

This chapter contains the general background theory necessary to describe laser

produced plasmas from basic principles. This chapter is split into 4 sections. The first

deals with a single particle in a transverse electromagnetic field, including electron

quiver motion and the laser ponderomotive force. Then, collective effects of a large

number plasma electrons interacting with an intense laser pulse are described, includ-

ing Debye-shielding, laser propagation in a plasma, generation of plasma waves and

subsequent electron acceleration from underdense plasmas. Section three describes

laser energy absorption mechanisms in solid target (overdense) interactions. Finally,

proton acceleration in solid targets is described.

9
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2.1 Electron motion in an intense laser field

A free electron in a time varying electric field with frequency ω, oscillates with a

classical velocity amplitude, called the quiver velocity given by:

vosc =
eE0

m0ω
. (2.1)

In the relativistic regime, the quiver energy of the electrons exceed m0c
2, where m0

is the electron rest mass, and c is the speed of light. The dimensionless amplitude

a0 called the normalized vector potential serves as a parameter to characterize the

strength of the laser field and can be written as:

a0 =
p0

m0c
=

eE0

m0cω0
=

√

Iλ2
µm

1.37 × 1018 W/cm2
, (2.2)

where I is the intensity of the laser in W/cm2 and λµm is the laser wavelength in

microns. This means, for a λ = 800 nm wavelength laser pulse, a laser intensity of

I = 2.14× 1018 W/cm2 corresponds to a0 = 1 which indicates relativistic effects will

begin to play a significant role. Now the electron motion is no longer determined by

the electric field alone, but the laser’s magnetic field becomes important. Fig. 2.1(a)

shows the change in a free electron trajectory as the field strength increases from

a0=0.3 to a0=3.0. The motion of the electrons is described by the Lorenz equation:

F =
d

dt
(γmv) = −e(E + v ×B), (2.3)

where γ = (1 − v2/c2)−1/2 is the relativistic factor.

Although the laser pulse may have some temporal shape, it may be neglected and

assumed the laser is at its maximum value. Assuming a linearly polarized wave

propagating in the z-direction with an electric field given by, E = E0ex cos(ωt− kz),
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Figure 2.1: The trajectory of a free electron driven by a plane electromagnetic wave
is shown for 3 different field strengths both the laboratory frame (a) and
the electron rest frame (b).

the motion of an electron can be obtained exactly by analytically solving Eq. (2.3)

[15, 16]. Due to the extensive treatment in the literature only the results will be

presented here. For electrons initially at rest their relativistic trajectory is described

by:

k x = a0 sin φ, (2.4)

k z =
a2

0

4
(φ − 1

2
sin 2φ), (2.5)

where φ = ωt − kz is the phase of the electromagnetic field. Due to the magnetic

field, the motion in the lab frame of the electron yields a drift in the z-direction with

an average velocity of

vdrift/c =
a2

0

4 + a2
0

. (2.6)

Within the electron’s rest frame the motion results in a “Figure-8” shaped trajec-

tory. As shown in Eq. (2.5), the transverse oscillation amplitude is proportional to
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normalized vector potential, a0, while the longitudinal momentum is proportional to

a2
0.

2.1.1 Ponderomotive force

In the previous section the electric field was assumed to be an infinitely extended

plane wave. However, high intensities can only be achieved by focusing the laser pulse

into a spot size on the order of several microns. Here, due to the laser transverse

intensity profile, electrons are driven immediately out of the focal region by the high

fields in the first half-cycle and feel a weaker force on the return cycle. Therefore, the

electron will not return to its original position and is pushed out of the high intensity

focal region by a net force called the ponderomotive force. For a high intensity laser

pulse with a finite transverse profile this is an effective acceleration mechanism which

allows electrons to gain energy from the laser field. The equation of motion for an

electron oscillating in an electric field is

m
dv

dt
= −eE(r0). (2.7)

Assuming the electric field has the form E = E0(r) cos(ωt) and after linearizing

equation (2.7) one obtains

m
dv1

dt
= −eE(r0) (2.8)

v1 = − e

mω
E0(r0) sin(ωt) =

dr

dt
(2.9)

r1 =
e

mω2
E0(r0) cos(ωt). (2.10)

Next the electric field, E(r), can be Taylor expanded around the initial position (r0)

of the electrons as



13

E(r) = E(r0) + (r1 · ∇)E|r=r0
+ · · · (2.11)

allowing Eq.(2.7) to be rewritten as

m
dv2

dt
= −e[(r1 · ∇)E + v1 × B1]. (2.12)

To obtain B1 one turns to Faraday’s law:

∇× E = −∂B/∂t (2.13)

B1 = −1/ω∇×E|r=r0
sin(ωt). (2.14)

Substituting v1, r1, and B1, into Eq.(2.12) and averaging over a laser cycle such

that 〈cos2(ωt)〉 = 1
2

= 〈sin2(ωt)〉, the equation of motion becomes:

m
dv2

dt
=

−e2

2mω
[(E0 · ∇)E0 + E0 × (∇× E0)] = fp. (2.15)

Using the vector identity A × (B× C) = B(A ·C) − C(A ·B), one obtains

Fp = −1

4

e2

mω2
∇E2, (2.16)

given in terms of force per unit volume. This force is prominent in the laser focal

volume where the highest intensities are reached on axis. For underdense plasmas

the ponderomotive force can “push” electrons off-axis in a process known as plasma

cavitation [17].

2.2 Laser interaction with an underdense plasma

To further understand laser plasma interactions the collective behavior of electro-

magnetic waves propagating through 1019...1023 electrons/cm3 must be considered.
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Within plasmas, particles remain free to move which screen any chance imbalances.

The Coulomb potential of a single particle with charge Ze within a plasma will be

modified by the surrounding electrons and become:

Φion(r) =
1

4πǫ0

Ze

r
e−r/λD (2.17)

where Te is the plasma temperature in MeV and λD is the Debye length given by

λD =

√

ǫ0Te

nee2
. (2.18)

Since plasmas attempt to remain quasi-neutral any displacement of charge will gen-

erate a restoring force. The ions are assumed to be infinitely heavy and only serve

as a neutralizing background. This approximation is valid since the ions are much

heavier than the electrons. The density perturbation is approximated as a sheet

of electrons displaced by x, with a given surface charge density σ = −eneL, mass

m = meneL and field E = −σ/ε0. The equation of motion can be written as

meneL
d2x

dt2
= σE = (enex)(−eneL/ε0). (2.19)

This can be rewritten as a simple harmonic oscillator with a frequency equal to the

plasma frequency,

d2x

dt2
+ ω2

ex = 0 where ω2
e =

nee
2

ǫ0me
. (2.20)

If the plasma wave is relativistic then the effective mass of the electron is increased by

the relativisitic Lorentz factor γ = (1−v2/c2)−1/2, and the electron plasma frequency

is given by
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ωe(γ) =

√

nee2

ǫ0γme

= ωe/
√

γ. (2.21)

In the case for a general ion species with density, ni, mass mi, and charge Ze, the

ion plasma frequency is given by:

ωi =

√

ni(Ze)2

ǫ0mi
. (2.22)

2.2.1 Linear propagation

To describe electromagnetic radiation in a plasma one must use Maxwell’s equa-

tions coupled with the fluid equations. In doing so the three dimensional wave

equation has the form

∂2E

∂t2
− ω2

eE + c2∇× (∇× E) = 0. (2.23)

Because the electron plasma wave oscillates much faster than the ion plasma waves

ωe ≫ ωi, only the electrons must be taken into account to describe the plasma

response to light. If one substitutes an electric field of the form, E ∝ ek·x−ωt, into

the previous equation, the dispersion relation,

ω2 = ω2
e + c2k2 (2.24)

is obtained, where ω and k are the frequency and wavenumber of the electromagnetic

wave, respectively. If the density of the plasma is zero, then we = 0, and the

dispersion relationship for light traveling in free space is obtained, ω = ck. Therefore,

a refractive index of the plasma wave can be given by,

η = ck/ω =
√

1 − ω2
e/ω

2 =
√

1 − ne/nc (2.25)
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where nc is the critical density and is defined when the laser frequency ω equals the

plasma frequency ωe.

nc =
ǫ0meω

2

e2
= γ

1.11 × 1021

λ2
µm

[cm−3] (2.26)

It can be seen in the above equation when ωe > ω, i.e. ne > nc, the refractive index

becomes imaginary and the light wave cannot propagate in the plasma, being either

absorbed or reflected.

2.2.2 Nonlinear propagation

In a plasma, relativistic effects associated with the laser fields can modify the

refractive index which in turn alter the laser propagation characteristics. As men-

tioned earlier, high intensity lasers cause electrons to oscillate with velocities close

to the speed of light altering the plasma frequency as shown in Eq.(2.21). This will

consequently modify the refractive index given by;

η(r) =
√

1 − ω2
pl(r)/ω

2, ωpl(r) =

√

ne(r)e2

γ(r)meǫ0
(2.27)

Where γ is the relativisitic Lorentz factor γ =
√

1 + a2
0/2 written in terms of the

normalized vector potential a0. Due to the laser’s Gaussian spatial profile the laser

intensity is peaked on axis causing the refractive index to have a maximum on axis as

well. This causes the plasma to act as a positive lens and the laser will self-focus [18].

When the self-focusing of the laser balances diffraction the laser becomes self-guided

and takes place for a laser power above the critical power Pc given by [19]

Pc = 2
mec

2

e

4πǫ0mec
3

e
(
nc

ne
) ≃ 17.4

ω2
0

ω2
p

= 17.4
nc

n
[GW ]. (2.28)
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When this condition is satisfied the laser beam can effectively propagate in a self-

made channel over distances much longer than the Rayleigh range.

2.2.3 Laser wakefield

When an intense laser (a0 & 1) propagates through an underdense plasma the

ponderomotive force expels electrons from the laser region leaving behind it a plasma

wake, also known as a wakefield [20, 21]. The most efficient operation of a laser

wakefield accelerator (LWFA) is when the laser pulse length matches half the plasma

wavelength,

cτ = λp/2 = πc/ωp. (2.29)

Laser pulse

Laser Wakefield 
Acceleration

Low electron density

High electron density

Self-modulated Laser 
Wakefield Acceleration

Laser pulse

Figure 2.2: (a) Laser wakefield acceleration when the pulse length matches half the
plasma wavelength and (b) Self-modulated laser wakefield acceleration
(SMLWFA) when the pulse length is longer than the plasma wavelength.

When this condition is satisfied the large amplitude plasma wave is excited and breaks

separating electrons from the plasma background. These electrons are injected into

or trapped in the laser wakefield and are accelerated with a mechanism similar to
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a person surfing an ocean wave. Within the wakefield, the trapped electrons will

continue to be accelerated until their velocity exceeds the plasma wave velocity in

a process called dephasing. The amplitude Ep of the longitudinal accelerating field

can be written down from Poisson’s equation given by,

∇ ·Ep = −e
δne

ǫ0
. (2.30)

where the electron plasma wave is described by δne/ne = δ sin[kp(z−vt)]. Setting the

maximum plasma wave amplitude, δ = 1, then the maximum accelerating electric

field in the plasma is given by,

Emax =
ene

ǫokp

=
mecωp

e
∼=
√

ne

cm−3
[V/cm]. (2.31)

Thus, for an electron plasma density of 1019 cm−3 electric fields on the order 300

GV/m are possible; orders of magnitude above conventional rf-linacs which have a

limit of ≤ 1 MV/cm due to breakdown of their wall structure. However, as the

amplitude of the plasma wave grows nonlinear behavior can cause the waves to lose

their sinusoidal profile changing the accelerating fields [22, 23]. Akhiezer and Polovin

in [24] calculated the 1D cold wavebreaking limit in the relativistic case given by,

EWB =
√

2γ⊥(γp − 1)Emax (2.32)

where γp is the relativistic Lorentz factor of the plasma wave. In a cold plasma, the

plasma wave approaches the speed of light causing the Lorentz factor to be much

greater than 1. Consequently, the above equations show the electric field can be

much larger in strength due to relativistic effects. For example, an 800 nm laser pulse

propagating through a plasma density of ne = 1× 1019 cm−3 can drive electric fields
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to 1500 GV/m, approximately five times greater than the non-relativistic maximum

electric field.

2.2.4 “Bubble” acceleration

As the laser intensity is increased significantly above the wave-breaking limit, the

wakefield breaks after just one oscillation forming a single wakefield bubble. This

nonlinear regime was first identified by Pukhov and Meyer-ter Vehn [5] and achieved

when an ultra-relativistic laser’s pulse duration is shorter than the plasma period.

Because of the extreme nonlinearities this regime is primarily investigated using 3D

particle-in-cell (PIC) simulations to derive scaling rules [5]. As shown in the PIC

simulations, for sufficiently short pulses the laser’s ponderomotive force creates a

bubble-like electron void, hence the name “bubble acceleration”. Within the bubble,

the background electrons which stream around the growing cavity becoming trapped

in the generated longitudinal field, consequently causing the electron “bunch” to be

accelerated forward with a narrow energy spread. Theoretical work by Lu et al. [25]

have shown bubble regime acceleration is optimum for laser pulses with

kpR ≈ 2
√

a0, τ ≤ R

c
, (2.33)

where kp = wp/c is the wavenumber, R is the focal spot radius, and τ is the pulse

duration. It can be shown, from these conditions the laser power must exceed a

critical power threshold given by,

P > Pcrit = Prel ≈ 0.03 TW (
τfs

λµm

)2, (2.34)

where Prel = m2
ec

5/e2 ≈ 8.5 GW, and τ is in units of fs. The peak electron energy

and number of electrons accelerated can be approximated from the laser power and
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pulse duration in the following expressions [25],

∆E ≃ 2

3
mc2

(

ω0

ωp

)2

a0 ≃ mc2

(

P

m2c5/e2

)1/3(
nc

np

)2/3

(2.35)

∆E[GeV ] ≃ 1.7

(

P [TW ]

100

)1/3(
1018

np[cm−3]

)2/3(
0.8

λ0[µm]

)4/3

(2.36)

and

N ≃ 2.5 × 109λ0[µm]

0.8

√

P [TW ]

100
(2.37)

where P is the laser power, np is the plasma density and λ0 is the laser wavelength.

For a 30 TW and 100 TW laser, assuming a plasma density of 2 × 1019 cm−3, the

electron beam energy E ≈ 150 MeV and 230 MeV respectively.

2.3 Laser interaction with an overdense plasma

Since the development of chirped pulse amplification (CPA) [26] technology multi-

terawatt laser systems are being more common. As a result, exciting new fields of

research have grown and continue to develop in laser solid interactions. Although

CPA systems can achieve high peak powers they inherently produce a poor tempo-

ral contrast, defined as the ratio of the low intensity prepulse to the peak intensity.

During the interaction of ultra-high intensity laser pulses with solid targets, an un-

avoidable preplasma is created due to the lasers amplified spontaneous emission

(ASE) or prepulse pedestals which exceed the material’s ionization threshold. Thus,

the peak intensity of the pulse interacts not with a sharp vacuum - solid interface but

with a high temperature, highly ionized plasma. As the preplasma expands the elec-

tron density is divided into underdense (ωp > ω0) and overdense (ωp ≤ ω0) regions

connected at the critical surface given by Eqn. 2.26.
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2.3.1 Classical resonance absorption

Resonance absorption [27] is an important mechanism through which laser energy

can be effectively transferred to the plasma. Near the critical surface, the laser

resonantly drives electron plasma waves which can produce energetic electrons that

propagate into the overdense plasma. Assuming the p-polarized laser is in the plane

of k and some increasing density gradient ∇ne then there is a component of the

electric field along the density gradient ∇ne. At oblique incidence, the laser will not

be able to propagate to the critical surface and will be specularly reflected at a lower

density given by,

nref(θ) = nc cos2 θ, (2.38)

where θ is the angle of incidence. At the apex of the laser’s trajectory the electric

field vector, which is in the direction of the density gradient, can tunnel to the critical

surface and excite plasma waves. For s-polarized laser light there is no electric field

along the density gradient and therefore resonant excitation does not take place.

It has been shown [28] that the electrons accelerated though this mechanism have

a hot temperature distribution superimposed on an initial Maxwellian background

temperature which scales as

Thot ≈ 10 (TkeV I15λ
2
µm)1/3 keV, (2.39)

where TkeV is the background temperature in keV, I15 is the laser intensity in units

of 1015 W/cm2, and λµm is the laser wavelength in microns.

Inverse Bremsstrahlung (collisional) absorption is defined as an electron deceler-

ating around a nucleus through the emission of a photon. The electron - ion collision
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frequency is given by:

νei ≃ 3 × 10−6 ln(Λ)
ne[cm

−3]Z

T
3/2
eV

[s−1] (2.40)

where ne is the electron density in cm−3, T is the electron temperature in eV, ln(Λ)

is the Coulomb logarithmic factor. The electron - ion collision frequency scales as

T
−3/2
e and can be neglected in the ultra-high intensity regime.

2.3.2 Brunel heating

As discussed in the previous section, resonance absorption no longer works ef-

fectively for sharp density gradients. For plasma density scale lengths less than

the laser wavelength, electrons at the critical surface can be efficiently accelerated

through a process termed Brunel or vacuum heating [29]. For p-polarized light the

laser field pulls electrons from the sharp plasma-vacuum boundary into the vacuum

in one half of the laser cycle. When the oscillating field changes directions the elec-

trons are pushed back into the solid where the laser field can no longer penetrate

and thus the electrons escape the laser’s influence. This is an effective mechanism

for the electrons to acquire energy directly from the laser field. Brunel showed for

p-polarized, obliquely incident, electromagnetic waves that the fraction of the laser

energy absorbed is [30]:

fBrunel =
η

2π

v3
osc

v2
Lc cos θ

(2.41)

where η is obtained numerically and is an efficiency factor determining how much

of the electron motion is lost to heating the plasma. When vosc/ω > L, where L is

the plasma scale length, vacuum heating is the dominate absorption mechanism. A

consequence of the vacuum heating vs. resonance absorptions is the different angular
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distributions of the accelerated electrons. As the plasma scale length is increased the

electron beam shifts from the target normal towards the laser axis [31]. This behavior

was also observed in the 2D PIC simulations [31].

2.3.3 J × B heating

J×B heating, as originally discussed by Kruer and Estabrook [32], is associated

with the oscillating component of the laser’s ponderomotive force, which “pushes”

the electrons away from the intensity gradients. The electrons will be accelerated

from the laser field with a nearly thermal distribution which is associated to the

laser’s ponderomotive potential, Φ.

Φpond = mec
2(γ − 1) (2.42)

= mec
2(
√

1 + a2
0/2 − 1) (2.43)

Where the time averaged relativistic factor for linearly polarized light is given by

γ =
√

1 + a2
0/2, and γ =

√

1 + a2
0 for circular polarization. Because the amount of

energy the electrons can acquire from this mechanism is the ponderomotive energy,

the effective temperature for the hot electrons is given by:

Tpond ≈ 0.511MeV (
√

1 + a2
0/2 − 1) (2.44)

This is in qualitative agreement with 2-D PIC simulations by Wilks [33] which showed

the electrons have a characteristic temperature on the order of ponderomotive po-

tential. The absorption efficiency was shown to be ∼10% to 20% for s-polarized

and p-polarized light respectively. For laser intensities IL = 1019...1021 W/cm2 the

electron temperature according to Eq. (2.44) is Tpond ≈ 0.7...10.5 MeV respectively.
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2.4 Proton acceleration mechanisms

In ultra-high intensity laser solid interactions, protons have been shown exper-

imentally to be accelerated from both the front and/or rear surface [34, 35, 36].

In this section, the two main proton acceleration mechanisms will be described.

First, protons accelerated from the laser focal volume at the target front due to the

lasers ponderomotive induced charge separation. Second, the rear surface accelera-

tion mechanism due to hot electrons propagating though the target which create a

thin electrostatic sheath capable of ionizing and accelerating protons.

2.4.1 Proton acceleration from the front surface

Front surface proton acceleration is a result of the electrostatic fields created

from the ponderomotive expulsion of electrons within the laser’s focal volume. The

proton source for metal targets is hydrocarbon contamination (water, oil, etc.) found

on the target surfaces. For hydrogen containing materials such as Mylar or CH, the

proton source can come from contamination or from the bulk material. Protons are

the dominant species accelerated by the electrostatic field because of the high charge

to mass ratio compared to the heavier ion species. Front surface acceleration was

studied by Y. Sentoku et al. using 1-D PIC code with a relativistic (a0 > 1) laser

incident upon a µm- scale length preplasma [37]. At the critical surface the electrons

are expelled until the generated electrostatic potential, Φe, is approximately equal

to the laser’s ponderomotive potential, Φpond given by

Φel ≈ Φpond = mec
2(γ − 1), (2.45)

where Φpond and γ are the same as in Eq. (2.43). Assuming a sufficiently long pulse

duration to maintain the charge separation, a 4 × 1020 W/cm2 intensity laser can
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theoretically accelerate protons to about 4.4 MeV. However, this does not occur in

experiments because the charge separation is on the order of the laser’s skin depth,

and PIC simulations in this thesis (chap. 5) show the accelerated protons quickly

move away from the electrostatic field and therefore do not acquire the ponderomotive

energy.

2.4.2 Target normal sheath acceleration (TNSA)

A second possible acceleration mechanism taking place at the rear surface was

first proposed by Wilks et al. [38]. The hot electrons accelerated at the critical

surface, through one or more of the mechanisms described above, exit the target

and leave a quasi-static, target normal electric field, which accelerates the protons

(or ions) from the rear surface [39, 40, 35]. Ultimately, the protons move forward

reducing the accelerating field which allows the protons to propagate to the detector

with constant velocity. Figure 2.3 shows a schematic of TNSA.

Proton acceleration due to the electrostatic fields at the rear of the target can be

treated analytically for a sharp boundary plasma expanding into vacuum as shown

by Mora [41] and Crow [42]. To do this, one first needs an estimation of the initial

electric field, E0, at the rear surface. As the model suggests only the highest energy

( > 1 MeV) electrons will escape thereby charging the target and trapping the lower

energy electrons in the Coulomb potential at the rear surface. The rear surface

electron density ne is assumed to have Boltzmann - like distribution given by [43],

ne(z, t) = ne0e
eΦ(z,t)/kBT (2.46)

where kBT is the electron temperature, ne0 is the initial electron density, and Φ(z, t)

is the electrostatic potential. The electrostatic potential must satisfy Poission’s equa-
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Figure 2.3: Illustration of the TNSA mechanism. The peak laser pulse propagates
to the relativistic critical surface and transfers energy into hot electrons.
The electrons expand as the propagate through the target becoming
trapped at the rear surface, creating a thin electrostatic sheath. The
field ionizes atoms and accelerates them normal to the target surface.

tion given by,

ǫ0
∂2Φ(z, t)

∂z2
=











e(ne0e
eΦ(z,t)/kBT − ni(z, t)) For x ≤ 0

e(ne0e
eΦ(z,t)/kBT ) For x > 0.

Assume at t = 0 the proton density is a step function equaling the initial electron

density, np = ne0, for x ≤ 0 and np = 0, for x > 0. This implies the target is charge

neutral as x → −∞ and therefore Φ(∞) = 0. Equation 5.4 can be solved analytically

for x > 0 giving

eΦ(z, t)

kBT
= −2 ln(1 +

z√
2eEλD

) − 1 (2.47)

where eE = 2.71828... is the natural logarithm. From this the electric field (E = −dΦ
dz

)
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is easily obtained to give a value at the plasma -vacuum and takes the form,

E(t = 0) =

√

2

eE

kBTne0

ε0
. (2.48)

Equation 2.48 shows for a step function density profile the electric field strength is

determined by the initial electron density and electron temperature. For an electron

density ne0 = 1021 cm−3 and a 1 MeV temperature, the peak electric field is about

1012 V/m

[

∂

∂t
+ vi(z, t)

∂

∂t

]

ni(z, t) = 0 (2.49)

[

∂

∂t
+ vi(z, t)

∂

∂t

]

vi(z, t) = − e

mi

∂Φ(z, t)

∂z
(2.50)

where vi(z, t) is the ion velocity. Solving Eqns. (2.50) and (2.50) the proton velocity

front can be determined and can be written as, v2
f(t) ≃ 2cs ln(τ +

√
1 + τ 2), where

τ = wpit/
√

2eE and wpi is the ion plasma frequency. The maximum proton energy

accelerated by the electric field is given by [41]

Emax =
1

2
miv

2
f ≃ 2ZkBT

[

ln(τ +
√

1 + τ 2)
]2

. (2.51)

It is often assumed that the acceleration time is the same as the laser pulse dura-

tion τL, because that is the time in which the electron temperature at the rear is

maintained. Assuming this, the time τ is replaced with τL. According to this simple

model the obtained ion spectrum for the highest energy protons is

dN

dE
=

nicst√
2ZkBTE

exp

(

−
√

eE

ZkBT

)

(2.52)

where Z is the ion charge, E is the proton energy, and cs =
√

ZkBT/mi is the ion

sound speed [41]. To apply this spectrum to an experimental situation the spectrum
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will only extend out to the maximum proton energy front and does not follow the

exponential decay indefinitely. The above model is intuitive but may oversimplify

the interaction conditions causing the calculated values to deviate from experimental

results. The model assumes an isothermal process which does not hold true for a

highly non-equilibrium plasma. The numerical values can vary by 2 - 10 times

depending on the electron temperature, number of electrons trapped at the rear

surface and the acceleration time. Although Mora et al. [41] assumed the laser pulse

duration, Fuchs et al. [44] found the experimental results could be fit using this

model when the acceleration time was 1.3τL (∼ 104 fs) for laser intensities ranging

from 2 − 6 × 1019 W/cm2. Passoni et al. [45] modified the model be assuming

the rear electrostatic field was generated by two electron populations with a hot

and cold Boltzmann distribution. Their work shows the peak electric field strength

varies depending on the ratio of the hot and cold distributions but is predominately

dominated by the hot electrons. The two temperature model was shown to be more

efficient and thus give a higher peak electric field. It is important to emphasize

that the electron density, and acceleration time cannot be measured directly and the

model may begin to break down as the laser intensity increases.



CHAPTER III

The Ultra-Intense, Ultra-high Contrast Hercules

Laser System

HERCULES is an acronym for High Energy Repetitive CUos LasEr System.

This chapter describes the laser system and the unique characteristics of ultrahigh

intensity and ultra-high contrast which it possesses. Hercules is a ∼ 40 TW laser

which delivers approximately 1.1 Joule, τ = 30 fs pulses with a peak wavelength

of λ = 800 nm. The ASE contrast ratio, defined as the pedestal-to-peak intensity

ratio, is ∼ 10−11 a few hundred ps before the peak pulse. In this chapter a general

description of the laser system is given, followed by details of adaptive optics and the

implemented front end pulse cleaning technique (XPW), which generated a record

high 10−11 ASE contrast, necessary to perform the solid target experiments [46].

3.1 The HERCULES laser system

The Hercules laser system is based on chirped pulse amplification (CPA) [26].

CPA was invented by Gérard Mourou at the University of Rochester during the

mid 1980’s. The technique takes an ultrashort laser pulse, which has a peak power

capable of damaging the gain medium, and stretches it in time with a pair of gratings.

This causes the low frequency component of the laser to travel a shorter distance

29



30

than the high frequency component giving the pulse a positive chirp, i.e. the high

frequency lags the low frequency. Depending on the laser system the pulse duration

is increased by a factor of 103 to 105 consequently decreasing the intensity below the

gain medium’s damage threshold. After the stretched pulse is safely amplified, by a

series of gain media, it is recompressed in time creating peak powers on the order of

TW to PW.
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Figure 3.1: Oscillator spectrum (a) and corresponding temporal envelope (b).

The laser system starts with a Titanium:Sapphire (Ti:Sa) oscillator, which deliv-

ers 10 nJ, ∼ 12 fs duration pulses at an 80 MHz repetition rate. A general schematic

of Hercules is given in Fig. 3.2. Ti:sapphire lasers are popular in scientific research

because of the broad gain bandwidth the material can support (approximately 200

nm FWHM) allowing for the generation of ultrashort pulses. The output spectrum

along with the calculated Fourier transform is shown in Fig. 3.1 showing a 12 fs

pulse. The oscillator is Kerr-lens mode-locked [47, 48] which is a technique based

on the non-uniform power density distribution in the Gaussian beam causing the

refractive index to be maximum in the beam center and a minimum at the beam

edge. Details of Kerr-lens mode-locking can be found in Ref [49, 50]. Hercules uses a
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FemtoLasers/GmbH Femtosource oscillator which is pumped by a frequency doubled

Nd:YAG laser from Spectra-Physics (Millenia). In order to decrease the repetition

rate to 10 Hz a fast Pockels cell and polarizing beam splitter are placed after the

oscillator. Pockels cells use an electro-optic effect which produces birefringence in

the optical medium due to an electric field. This induces a change in the laser

polarization and allows it to be used as a temporal switch.

The next step in the laser system is the temporal pulse cleaner which improves

the laser contrast by approximately 3 orders of magnitude. However, in order for

the cleaner to be effective, a pre-amplifier is inserted to amplify the pulses from ∼

nJ energy up to ∼ µJ. The pulse cleaner is discussed in greater detail in section 3.3.

Before the pulses can be further amplified they must be stretched in time from

12 fs to about 350 ps (τstretched ∼ 3 × 104 τ) in order to prevent damaging optical

components. This is done using an all-reflective on-axis pulse stretcher introduced

by Banks et al. [51]. The design is simple to align and introduces some aberrations

affecting the fourth-order phase term, but this may be used to compensate for ma-

terial dispersion. The positive dispersion introduced by the stretcher will be later

compensated by the compressor system.

Next, is the first major amplification stage called the regenerative amplifier or

regen for short. There are several advantages to regen amplifiers [52] as compared

to multi-pass amplifiers. Regen amplifier typically provide diffraction limited beam

quality where multi-pass amps are used to extract energy more efficiently. The main

source of prepulse in the laser system is, leakage from the round trips in the regen

amplifer, amplified spontaneous emission (ASE), and high order phase distortions

due to bandwidth limitations and/or stretcher and compressor errors. Long regen

cavities reduce the opening solid angle which decreases the ASE thus providing a
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Figure 3.2: Schematic of the HERCULES laser system.
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better contrast ratio. The regen is followed by a second Pockels cell which is used to

cut the ASE approximately 5 ns before the peak pulse.

The next amplification stage is a 4-pass “butterfly” amplifier which increases the

pulse energy to about 300 mJ (after compression). The 4-pass amplifier is cryo-

genically cooled using a cryopump (under vacuum) to −180 ◦C to prevent thermal

lensing. The 4-pass amplifier is pumped with a frequency doubled Nd:YAG laser.

The pump laser is capable of outputting 4 J, but typically runs at 2.2 J due to para-

sitic generation in the Ti:sapp crystal. This stage brings the laser power to ∼10 TW

(after compression). After the 4-pass amplifier there is a similar 2-pass amplification

stage. Here the Ti:sapp crystal is pumped with a Nd:glass laser at 0.1 Hz which

limits the repetition rate of the entire laser system. After the amplifier the beam

energy is brought to ∼ 2.1 J which is then sent to the compressor chamber and from

there to the experiment. The transmission efficiency of the compressor system is

55% giving approximately 1 Joule of energy on target or 30 TW of power.

3.2 Adaptive optics

As the development of high intensity lasers and table-top particle accelerators

continues to progress experimental results and the verification of models is critical in

understanding new regimes of particle acceleration. Current table-top systems have

several advantages over large scale facilities, such as lower size, lower cost, and high

repetition rate. However, in order to achieve ultra-high laser intensities great care

must be taken to focus the laser into the smallest possible spot size. For an ideal

top-hat spatial profile with a plane wavefront, the radius r of the first Airy disk in

the focal plane is given by [53]
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r ≈ 1.22
f

D
λ ≈ 2µm (3.1)

where f is the focal length, D is the beam diameter, and λ is the laser wavelength

and is about 2µm for an f/2 parabola. 84% of an ideal top-hat pulse is contained

in the first Airy disk. Assuming a 1 Joule, 30 fs pulse with an ideal spot size it will

have an average laser intensity of

Iavg =
E

τπr2
≈ 0.84J

30fs π(2µm)2
≈ 2.2 × 1020 W/cm2. (3.2)

within the first Airy disk. The peak intensity is about 4.38 times higher than the

average giving about 1 × 1021 W/cm2 for the best case scenario. During the real

experiment there are several sources of wavefront aberrations. For example, imper-

fections of the optical components throughout the laser system and thermal effects

induced by the pump laser in the amplifiers. Shot-to-shot wavefront aberrations from

the laser beam were measured to have an root mean squared (rms) value of 0.06 λ,

giving the lower limit of achievable correction and demonstrating the wavefront dis-

tortions coming from the laser are “static.” The critical wavefront aberration in the

experiment is astigmatism from the short focal length parabola, which can decrease

the laser intensity by a factor of 10. Therefore, wavefront correction is necessity in

order to achieve ultrahigh intensities and was a unique experimental technique used

in this thesis for the solid target experiments.

A Shack-Hartmann wavefront sensor was used during the solid target experiments

to measure the shape of the laser wavefront. The detector consists of a lenslet array

and a camera to record the pattern of images formed by the lenslets in the array. The

local slope is directly proportional to the focal spot deviation on the detector screen

[54]. After the wavefront is measured, it is fed to a computer and is used to guide the
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Figure 3.3: Schematic of the deformable mirror (DM). The motors behind the mirrors
surface shift causing relative phase differences within the laser’s wave-
front and is used to create a uniform wavefront.

deformable mirror. The deformable mirror (DM) has an array of piezoelectric motors

behind its surface which slightly deforms the mirror thus changing the reflecting

beams wavefront. A simple schematic of the deformable mirror’s actuators is shown

in Fig. 3.3. For simplicity assume a plane wave of monochromatic light reflects

off the deformable mirror at some angle θ. The vertical difference between the two

mirrors is L1 − L2 = ∆L. This results in a relative phase difference between beam

1 and beam 2 given by δ =
4π

λ
∆L cos(θ). As the DM motors deform the mirrors

surface, the Shack-Hartmann wavefront sensor monitors the change in the wavefront.

A feedback loop is created and is used to create a uniform wavefront.

Figure 3.4 shows the uncorrected wavefront measurement with the DM off and

the corrected wavefront with the DM on. Without the DM the wavefront has an

rms. value of 0.73 λ and a peak to valley (P.V.) ratio of 3.62 λ. This is a typical

example of the laser wavefront in the focal plane after the laser pulse propagates

through all of the components of the experimental setup. As a note, the P.V. ratio

isn’t typically as significant as the rms. in this technique. As the DM corrected
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(a) (b)

Figure 3.4: Wavefronts of the regenerative amplifier beam focused with an f/2 off-
axis parabola: (a) before correction with an r.m.s. value of 0.73 λ and
(b) after DM correction with an r.m.s. value 0.07 λ.

wavefront shows, there are two small peaks on the outside edge of the beam causing

the P.V. value to single out such effects. Because these wavefront distortions are at

the edge of the mirror they are often not correctable and do not significantly affect

the final spot size. On the other hand, the DM corrected wavefront shown in Fig.

3.4(b) has an rms. of 0.07 λ and P.V. of 0.81 λ. The deformable mirror converted

the rms. wavefront value from about 1λ to less than λ/10.

(a) (b)

Figure 3.5: Laser focal spot of the regenerative amplifier beam focused with an f/2
off-axis parabola: (a) before wavefront correction (b) after wavefront
correction.

The corresponding measured focal spots are shown in Fig. 3.5. The difference
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in the peak intensity of the uncorrected (Fig. 3.5(a)) regenerative amplifier beam

vs. the DM corrected beam (Fig. 3.5(b)) is approximately 4 times. It is clear from

Fig. 3.5 that for the uncorrected wavefront most of the amount of energy lost is

pushed out into the wings the focal spot. Apart from a decrease in laser intensity, a

poor focus can complicate the dynamics of laser-plasma interactions. A poor focus

creates intensity “hot spots” which may cause a non-uniform preplasma expansion

at the target surface. A factor of 4 increase in laser intensity may be enough to push

through a threshold in high field science. Additional correction of the wavefront

at high power is not required because there are no thermal effects in the booster

amplifiers due to cryogenic and water cooling of the 10 TW and 30 TW amplifiers

respectively. This was experimentally tested by measuring the wavefront distortions

with the 10 TW and 30 TW amplifiers engaged and showed the wavefront aberrations

were below the shot-to-shot fluctuation.

3.3 Cross polarized wave generation - XPW

To achieve high energy protons from the interaction of a high intensity lasers with

submicron targets requires both a high laser intensity and sufficient temporal laser

contrast, defined as the ratio between the peak intensity and the amplified sponta-

neous emission (ASE). Inherent to high intensity laser systems is the generation of

ASE, which, when above the material damage threshold, can generate a preplasma

and terminate proton beam generation. Plotted in Fig. 3.6 is the laser intensity

vs. time for an ideal Gaussian shape and a typical pulse with a 10−11 nanosecond

contrast and about 10−6 at 5 picoseconds. The Hercules laser can deliver a 50 TW

peak power, 30 fs laser pulse into a 0.8 µm spot size, giving a focused intensity of

∽1022 W/cm2 [55]. Such high intensity lasers require a contrast ratio of 10−11 to
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avoid material breakdown and preplasma formation.
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Figure 3.6: Laser intensity as a function of time for two different temporal pulse
profiles. The black squares show an ideal Gaussian profile with a 1 ps
FWHM duration. And the red circles plot a typical laser profile with
varying degrees of laser contrast at different times.

Several techniques have been introduced to increase the laser contrast such as a

saturable absorber [56], fast Pockels cells or plasma mirrors [57]. Saturable absorbers

are convenient to align but typically increase the contrast by 1-2 orders which is

inadequate for ultrahigh intensity lasers. Fast Pockels cells are limited to about 300

ps before the peak pulse (they are used on the stretched pulse before compression

causing 300 ps ASE after compression) and plasma mirrors are a single shot technique

and has to be replenished after every shot.

As part of this thesis, an alternative pulse cleaning technique based on Cross

Polarized Wave (XPW) generation in BaF2 crystals [58] which was implemented at

the front end of the Hercules laser [46]. XPW generation is an intensity dependent

process where a portion of the linearly polarized input amplitude is converted into

an orthogonally polarized component. After the BaF2 crystal the laser is passed
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through a Glan polarizer, which is used to separate the unchanged low intensity

portion from the high intensity peak. This allows only the high intensity portion of

the laser to move into the amplification stage while the low intensity prepulses are

rejected thus increasing the contrast ratio (Fig. 3.7). Cross Polarized Wave (XPW)

generation has been demonstrated on the Hercules laser generating a total contrast

ratio of 10−11. The Hercules laser without XPW in place has a contrast ratio of 10−8,

showing XPW generates three orders of magnitude enhancement.
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F
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Figure 3.7: Schematic of cross polarized wave generation (XPW)

To gain insight into XPW generation it is instructive to write down a simple

model describing the evolution of the fundamental wave amplitude (A) and the cross

polarized generated wave amplitude (B). The set of equations below are used assum-

ing |B| ≪ |A| and no pump depletion which are reasonable assumptions because the

conversion efficiency is below 10%. This assumption allows one to neglect cross-phase

modulation of wave A caused by wave B and self-phase modulation of wave B. The

following set of equations are used to calculate the XPW efficiency,

dA

dz
= iγ|| |A|2 A,

dB

dz
= iγ⊥ |A|2 A (3.3)

where γ|| = γ0[1 − (σ/2) sin2(2β)], γ⊥ = −γo(σ/4) sin(4β), γ0 = (6π/8λn)χ
(3)
xxxx, σ is
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the anisotropy of the χ(3) tensor given by σ = (χ
(3)
xxxx − 2χ

(3)
xyyx − χ

(3)
xxyy) and β is the

angle between the input polarization direction and the [100] axis of the crystal. A

more detailed analysis can be found in Ref [58, 59]. The solution to these equations

with the initial conditions A(0) = A0 and B(0) = 0, where |A0|2 = 2I0/cε0n and I0

is the input intensity, is

A = A0 exp(iγ||A
2
0L), (3.4)

B = A0(γ⊥/γ||)[exp(iγ||A
2
0L) − 1]. (3.5)

The theoretical conversion efficiency is defined as the square of the ratio of the input

field A0 and the orthogonally polarized component B given by

η =
Iout

Iin

=

∣

∣

∣

∣

B

A0

∣

∣

∣

∣

2

=

(

γ⊥

γ||

)

sin2(γ|| |A0|2 L/2). (3.6)

As shown in Ref. [60] the anisotropy of the χ(3) tensor for BaF2 is σ = -1.2, and χ
(3)
xxxx

is around 1.59 × 10−22m2V −2 causing γ⊥ to be very small. Assuming
∣

∣γ||A
2
0L
∣

∣ ≪ 1

then Eqn.3.6 becomes η ∼ |γ⊥|2 A4
0 L2, showing that the conversion efficiency depends

on the square of the laser intensity. Therefore, early experiments by Jullien et al.

[58] required milli-Joule energy input pulses to get about 10% conversion efficiency.

Such high energy is not easily obtainable at the front end of CPA laser systems. This

presents an major barrier and therefore a separate CPA system would be necessary

just to generate the input pulse for XPW.

Eqn. 3.6 shows the periodic nature of the conversion efficiency, η, which is de-

pendant on the input intensity and crystal length. The oscillating function prevents

the growth of the XPW along the whole length of the BaF2 crystal due to satura-

tion. In other words, increasing the crystal length will not increase the efficiency
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and increasing the input intensity above 1012 W/cm2 will damage the crystal. Also,

the conversion efficiency of the peak intensity into the orthogonally polarized out-

put component depends on the input polarization angle with respect to the [100]

axis of the crystal and may deviate as the pulse propagates through the material

thus decreasing the nonlinear transmission. Lastly, direct pulse amplification after

the oscillator can increase the laser pulse energy to several mirco-Joules but not to

milli-Joules. In other words, a single BaF2 crystal is simply not compatible with the

input conditions of a CPA laser.

Therefore, to improve the conversion efficiency, two BaF2 crystals are placed in

series, rotating the second crystal’s axes to compensate for the polarization rotation

in the first crystal. This allowed the measured transmission efficiency to increase to

25%. In order to achieve a 10−11 contrast 50 TW pulse, two developments must be

realized. First, XPW generation was demonstrated using micro-Joule pulses, which

are directly amplified from the oscillator output incident upon two BaF2 crystals. A

programmable acousto-optical filter (Dazzler) was used to compensate for amplifier

dispersion in order to preserve the short pulse duration (12 fs). The combination

of a short pulse duration with micro-Joule energy allowed for sufficient focused in-

tensity to drive XPW generation and consequently reduce the ASE [46]. Second,

the Hercules laser system uses a long cavity ring-resonator regenerative amplifier

[52], allowing for a contrast level of 10−8 with nano-Joule pulses injected into the

regenerative amplifier [61]. However, after direct amplification to drive XPW, one

can further reduce the ASE by injecting micro-Joule energy pulses, rather than of

nano-Joule, into the regenerative cavity, allowing for a lower pump fluence of the

regenerative amplifier to achieve the same energy output.

The contrast was measured at the laser output using a third-order autocorrelator
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Figure 3.8: Third-order autocorrelation without (top red curve - regenerative am-
plifier only) and with (bottom black curve - 10 TW power) the XPW
cleaner.

with and without the cleaner in place (Fig. 3.8). The top red curve represents

the contrast measurement of 5 × 10−7 without the XPW cleaner, and with only

the regenerative amplifier engaged, giving an output energy of 10 mJ. A contrast

measurement of 10−11 with the XPW cleaner in place is shown with a single booster

amplifier engaged (bottom black curve) giving 10 TW output power. Additionally,

several points were plotted with both booster amplifiers engaged, outputting 50 TW

pulse power. The resulting contrast ratio of 10−11 demonstrates that the XPW

cleaner improves the laser ASE contrast by at least 3 orders of magnitude.



CHAPTER IV

Photonuclear Processes with Quasi-Monoenergetic

Electron Beams from Laser Wakefields

Laser driven plasma wave electron acceleration was first proposed by Tajima and

Dawson [20]. An ultrahigh intensity, short pulse pump laser, propagating through

the underdense plasma, excites a plasma wave traveling with a phase velocity equal

to the pump lasers group velocity. This new breed of accelerators can support large

acceleration gradients, on the order of several hundred GV/m, due to the plasmas im-

munity to electrical breakdown. Wave-breaking governs the maximum electrostatic

field the plasma wave can support and causes electrons, which are no longer a part of

the plasma wave, to become trapped and continuously accelerated by the wave. Sev-

eral groups have produced quasi-monoenergetic electron beams with energy ranging

between 10-170 MeV using short pulse TW laser systems [1, 2, 3].

This chapter reports on the production of quasi-monoenergetic electron beams in

the energy range of 100-300 MeV with a 40 TW laser [62, 4], and on the application of

quasi-monoenergetic electron beams for the efficient initiation of photonuclear reac-

tions of 12C(γ,n)11C, 63Cu(γ,n)62Cu, and 238U(γ,fission)134I and 92Sr [63]. From our

results and comparison with Monte Carlo modeling of the electromagnetic cascades

produced, we infer characteristics of the high energy electrons striking the targets,

43
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including their total number per laser pulse. As described further below, we have

obtained between 10 and 100 times the photonuclear yields per Joule of laser energy

compared to earlier experiments.

4.1 Experimental setup

The experiment was performed using the Hercules laser system. The 30 fs, 800

nm, 40 TW laser pulse was focused to a 17 µm FWHM spot size using a 1 meter

focal length, F/13.3 parabolic mirror giving a peak intensity of 1019 W/cm2. Ap-

proximately 50% of the laser energy was within the FWHM region. The laser energy

was measured on every shot using a calibrated CCD camera which showed a ±10%

shot-to-shot energy fluctuation. The laser was focused on the front edge of a 2 mm

wide supersonic, cylindrical He gas jet. A 90-10 percent laser beam splitter was

inserted before the compressor chamber, separating the laser pulse into pump and

probe beams. The transverse probe beam was sent to a modified Mach-Zehnder

interferometer, where Abel inversion of the phase information was used to calculate

the electron density during the interaction. Interferometric analysis showed that the

2 mm gas jet produced a 1.5 mm flat top gas profile, where the gas density decreased

by 50% over a 300 µm range on both sides.

The spatial distribution and position of the electron beam was detected using

a LANEX phosphor screen located 80 cm behind the gas jet, imaged onto a 12-bit

Cool Snap CCD camera. Thin aluminum foil protected the LANEX screen from

transmitted and scattered laser light within the interaction chamber. An integrating

current transformer (ICT) was used to measure the total electron beam charge exiting

the gas target in the forward direction, with a maximum charge of about 0.5 nC for

plasma electron densities ranging between 2× 1019 cm−3 to 4× 1019 cm−3, however,
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as shown below the ICT measurements may over estimate the charge. The laser was

fired approximately once every 60 seconds. The repetition rate was limited by the

speed with which the vacuum pumping system could re-evacuate the target chamber

to 10−4 Torr.

4.2 Experimental results

A narrow beam of electrons with a 10 mrad divergence was observed using a

background electron density between 1.5 × 1019 and 3 × 1019 cm−3 as shown in Fig.

4.1. As the background electron density increases larger diameter electron beams

with more complex structure appear (Fig. 4.1b) and periodically lead to electron

beam breakup. The electron beam pointing stability strongly depends on the plasma

electron density and showed ±10 mrad (Fig. 4.1c) at densities between 1.5 × 1019

and 1.8×1019 cm−3. For plasma electron densities below 1.5×1019 cm−3 no electron

beams were detected. The higher plasma density leads to stronger nonlinearities and

gives more curvature to the wakefield [64], which can cause larger beam divergence

and angular fluctuation.

The forward emitted electron momentum distribution was measured using the

LANEX screen and a 5 cm thick 0.24 Tesla dipole magnetic spectrometer located

17 cm behind the gas jet. A 0.8 mm thick wedged lead slit was placed before the

magnet to increase the energy spectral resolution by filtering laser beam shot-to-shot

fluctuations. The angular width of the slit was 5 mrad, which was two times smaller

than the narrowest electron beam observed in the experiment. Due to the nonlinear

dispersion of the dipole magnet and the electron beams shot-to-shot fluctuations and

angular divergence, the energy resolution was ±15 MeV for 150 MeV electrons, and

±50 MeV for 350 MeV electrons. The quasi-monoenergetic nature of the electron
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Figure 4.1: Spatial distribution of the electron beam imaged onto a LANEX screen
for a given electron density (a) 2.0 × 1019 cm−3, (b) 3.5 × 1019 cm−3,
(c) Beam pointing stability from electron densities between 1.5 × 1019

cm−3 and 3.5 × 1019 cm−3. Varying electron densities are given by the
corresponding symbol: Inverse triangles - 1.5 × 1019 cm−3, triangles -
1.8 × 1019 cm−3, circles - 2.0 × 1019 cm−3, squares - 3.0 × 1019 cm−3,
diamonds - 3.5 × 1019 cm−3. The large dotted circle represents the laser
diameter on the LANEX screen.

beam is shown in Fig. 4.2 where the majority of laser shots exhibited one peak in

the energy spectrum.

The maximum electron energy showed a strong dependence on the backing elec-

tron density in the gas jet as shown in Fig. 4.3. For plasma densities ranging between

2×1019 to 4×1019 cm−3 the maximum electron energy was shown to be lower ranging

from 70 to 160 MeV. For lower plasma density below 2×1019 cm−3 the electron beam

energy was consistently higher with a maximum electron energy of 320±50 MeV. As

the backing pressure of the gas jet is reduced, the integrity of the generated electron

beam exhibits a more stable angular divergence with improved emittance, however

the electron beams total charge is significantly reduced.
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Figure 4.2: Lineout of the electron energy spectrum for plasma density 2.5 × 1019

cm−3 showing ∼130 MeV electron energy.

Figure 4.3: The maximum electron energy as a function of plasma density.
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After tuning for optimum electron beam production with the highest bunch

charge, a 3 mm thick, 11 mm diameter tantalum metal slab was placed ∼13 cm

downstream from the gas nozzle. This converter target was used to generate en-

ergetic bremsstrahlung photons with energies up to the maximum electron energy

(i.e., ∼150 MeV). The bremsstrahlung photons were then intercepted immediately

by sample isotope production targets of carbon or copper. A natural uranium target

was also exposed without the tantalum; the high-Z uranium being its own effective

bremsstrahlung converter. A schematic is shown in fig. 4.4.
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Figure 4.4: Schematic of a laser plasma interaction. The high intensity laser prop-
agates through the gas target accelerating electrons to several hundred
MeV. The generated bremmsstrahlung is used to initiate photo-nuclear
reactions.

The resulting photonuclear processes occurring in the exposed targets were iden-

tified and measured via standard calibrated γ-spectroscopy techniques. Because the

efficiency of the bremsstrahlung process increases dramatically with increasing nu-

clear charge, the Ta sheet acts as a more efficient γ-ray converter than the C and
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Cu blocks alone. The Ta thickness was chosen to optimize bremsstrahlung above the

12C(γ,n)11C threshold (∼20 MeV) with minimum radiation self absorption.

The carbon nuclear excitation measurements used a 16.7 mm thick block of 12C,

(density = 2.25 g/cm3) placed 150 mm downstream from the center of the gas jet,

immediately behind the Ta convertor target [63]. The high energy photons produced

primarily in the Ta converter induced (γ,n) reactions in the carbon target. The target

thickness was chosen to optimize absorption of the incident γ-rays while limiting

absorption of subsequently emitted 0.511 MeV positron annihilation photons from

the beta decay of the product 11C atoms.

Buildup of photo-excited 11C activity in the target was constrained because of

the competition between the rates of 11C production and its radioactive decay. For a

given constant laser pulse repetition rate only a limited number of shots will produce

a significant growth in the observed activity of the isotope target, since immedi-

ately after each laser shot, the number of 11C nuclei produced begins to decay. To

efficiently balance exposure and counting times, the laser was fired approximately

once per minute for a total time of about one half-life of 11C (1225 seconds). After

accumulating shots for twenty minutes, the irradiated C target was removed from

the chamber, transported to a lead shielded counting area, and placed in front of a

lithium-drifted germanium γ-ray detector. There was a thirteen minute delay be-

tween the time of the last laser shot and the start of γ-ray counting due to the target

removal and relocation time. Counting was done “off-line” in order to suppress sub-

stantial electronic backgrounds from the electromagnetic pulse noise occurring during

subsequent continuing laser shots.

The γ-ray detector used was a liquid nitrogen cooled, ORTEC GAMMX Ge(Li)

detector with a thin (0.5 mm) Be window. The analog output signal was amplified
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and digitized using standard pulse counting electronics; the final pulse height spectral

data were stored on a PC as a function of clock time for later analysis. The sample

being counted and the Ge(Li) detector head were placed inside a 5 cm thick Pb shield

enclosure reducing background counts to less than 10% of the unshielded value. The

spectral energy scale and detector efficiency were calibrated immediately before γ-

ray counting using 22Na (511 and 1274.5 keV) and 60Co (1173.2 and 1332.5 keV)

radioisotope standard sources. Background data were established by accumulating

calibrated spectra without any radioactive sample present. The background con-

sisted of a number of lines from expected decays present in typical concrete found in

buildings. Near 0.511 MeV, about 0.1 background counts per second were recorded.

Count rate dependent dead time corrections were also made, but these never ex-

ceeded more than a few percent. Measurements were also performed in a similar

manner for Cu and for natural U as described below.

4.3 Photonuclear activation

The γ-spectrum from the activated C sample was measured for 110 minutes, or

a little over five half-lives. The accumulated spectrum was stored on a PC, with

intermediate spectra being stored every four minutes during the first two half-lives

and then less frequently afterwards. This allowed the 11C decay curve to be deter-

mined by the rate of 0.511 MeV photon counting as a function of time. Figure 4.5

shows the background-subtracted positron annihilation γ-ray count rate data for the

carbon target as a function of time after the last laser shot. The decay curve gives

both an unambiguous identification of the generated reaction from the well-known

half-life of the 12C(γ,n)11C reaction, and also a measure of the production rate. A

fit to the resulting decay curve yielded a half-life of 20.5 ± 0.2 minutes (1230 s), in
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close agreement with the literature value of 20.4 minutes (1225 s) [65]. Fitting of the

data indicates that a peak ‘detected’ gamma activity of 76 counts/s was achieved

at the last laser shot. After correcting for the measured detection efficiency and self

absorption in the carbon target (∼ 18 % correction), a total activity of 0.511 γ-ray

emission at that time was estimated to be 2.1 × 103/s. Thus, during the 21 laser

shots taken over a period of about one half-life, 1.9 × 106 12C nuclei were created,

which translates to an average of ∼ 1.2×105 11C produced per shot, after correcting

for loss due to decay between laser shots and after the last shot. The average laser

energy on target was ∼1.1 Joule per shot for the carbon target excitation.

The same reaction was also studied previously by the group at LOA in France

[67] using pulses from the 2 J, 30 fs, 800 nm, 4 × 1019 W/cm2 “Salle Jaune” laser
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Figure 4.5: The measured count rate of 0.511 MeV γ-rays detected, with the back-
ground subtracted, as a function of elapsed time after the last laser shot
for the C target. The solid line represents a single exponential fit to the
data, with fitted half-life of 20.5 minutes compared to the established
half-life of 20.4 minutes for 11C beta decay.
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in interactions with thin film targets. Electrons were produced from a 6 µm thick

CH foil target generating peak electron energies of about 60 MeV with a 15 degree

angular divergence. Analysis of activation results indicated production of about

1.4 × 103 11C nuclei per shot, with an estimated 5 × 109 electrons per laser shot

lying above 5 MeV. To match the number of 11C nuclei produced per shot in our

experiment, simulations using the GEANT3 code [68] indicate a production rate of

about ∼ 1× 109 electrons/shot at 100-150 MeV. The much higher average energy of

the accelerated electrons, and the consequent higher yield of bremsstrahlung photons

generated above the 12C(γ,n)11C threshold is what led to the approximately 85-

fold increased rate of activation observed per shot in the present experiments over

previous experiments.

A 4.5 mm thick Cu target (natural abundance - 69% 63Cu) was also exposed,

placed at the same location as the C target, again with a 3 mm thick Ta converter

inserted on the Cu surface facing the electron bursts [63]. The activation threshold
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Figure 4.6: The number of fission events dramatically improves as a larger percent of
the bremsstrahlung γ-rays lie within the giant dipole resonance (GDR)
range. These plots show the (γ,n) reaction cross section for (a) C and
(b) Cu in barns as a function of γ-ray energy - Data from the EXFOR
database [66].
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Figure 4.7: The measured count rate of 0.511 MeV γ-rays detected as a function of
elapsed time after the last laser shot for the Cu target. The two curves
indicate results of exponential fits to short- and long-lived components,
representing γ-rays arising from decay of beta particles stopping in the
target from beta decay of 62Cu from 63Cu(γ,n)62Cu (half-life 9.7 min-
utes) and from much longer-lived isotopes arising from more complex
transitions, e.g., from 63Cu(γ,2n)61Cu.

for 63Cu(γ,n)62Cu is about 13 MeV as shown in Fig. 4.6(b) [69]. For 63Cu(γ,n)62Cu

one expects strong 0.511 MeV γ-ray line emission from positron decay of the product

nuclei. However, annihilation γ-rays also arise from production of longer-lived 64Cu

and 61Cu isotopes through the 65Cu(γ,n)64Cu reaction (half-life of 12.4 hours), as well

as through the 63Cu(γ,2n)61Cu reaction (half-life of 3.3 hours). The 65Cu component

constitutes 31 % in natural abundance copper. Thus, a laser shot accumulation time

period was chosen that was about twice as long as the dominant decay 62Cu half-life,

but shorter than that of the longer lived product(s). Specifically, fifteen shots with an

average energy of ∼1 J/shot were accumulated over approximately 18 minutes. The

Cu target was then removed and γ-ray counting was begun within twelve minutes
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of the last laser shot. Figure 4.7 shows the measured background-subtracted count

rate of the 0.511 MeV γ-ray line as a function of time after the last shot. Short-

lived and longer-lived components were separated through multi-exponential fitting

of the decay curve. The short-lived component, exhibiting a half-life of 9.7 minutes,

is attributed to beta decay of photo-produced 62Cu. Using the same analysis as

for C, we deduce a produced activity rate of about 5.2 × 103/s 0.511 MeV γ-rays

emitted at zero time after the last shot, arising from ∼ 2.3×106 62Cu nuclei produced

during the fifteen laser shots, or a production yield of ∼ 2.5 × 105 63Cu(γ,n)62Cu

reactions per laser shot, after correcting for decay between shots. Compared to

previous reported experiments by the LOA group [67] this is an increase of about

a factor of twenty in production rate ((γ,n)’s per shot). The reduced enhancement

in this experiment compared to carbon excitation is attributed mainly to the lower

average laser energy/shot employed in excitation of the copper target. This reaction

was also investigated by the LBNL group [70], using 10 TW, 50 fs pulses at 10 Hz

interacting with a helium gas target, in which a near Boltzmann distribution electron

energy spectrum was produced. They found about 1.6 × 103 reactions per second

were induced by 4 to 5 nC of electrons per pulse with a measured low-energy peak

electron energy distribution that extended beyond 25 MeV. To match the number

of 62Cu nuclei produced per shot in the present experiment, simulations using the

GEANT3 code [68] indicate a production rate of about ∼ 3 × 108 electrons/shot at

100-150 MeV.

4.4 Photonuclear fission

Finally, we performed an experiment on photofission in a 2.9 mm thick, 238U sam-

ple [71]. In this case, owing to the high nuclear charge of the target, no Ta converter
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was necessary, as the sample itself was efficient in producing the bremsstrahlung γ-

rays. For the very high-energy electrons produced in these experiments, a somewhat

thicker U target would have more nearly optimized the rate of fission production

because many of the high-energy bremsstrahlung photons escaped the present thin

U target. For 238U, we sought to analyze the products of 238U(γ,fission)134I, and

238U(γ,fission)92Sr having half-lifes of 53 minutes and 2.7 hours, respectively. The

activation threshold for 238U(γ,fission) is about 5.8 MeV as shown in Fig. 4.8 [66].

Thus, 72 laser shots with an average energy of 1 J/shot were accumulated during

approximately 75 minutes and target γ-ray counting began within approximately 14

minutes after the last shot. The γ-spectrum was recorded every 10 minutes for the

first 1.5 hours, every 20 minutes for the next hour, and every 60 minutes for the next

7 hours.
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Figure 4.8: (γ,f) cross section for 238U in barns as a function of γ-ray energy - Data
from the EXFOR database [66].

The 134I and 92Sr fission products were identified, using an ORTEC GAMMX
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Ge(Li) γ-ray detector, through their signature γ-decay of 0.847 MeV and 1.384 MeV

γ-rays, as shown in Figure 4.9.

840 860 880

8

12

16

134
I (884 keV)

134
I (847 keV)

C
ou

nt
s 

(1
03

)

Gamma-Ray Energy (keV)

1380 1400 1420 1440
1

2

3

4

5

138
Cs (1436 keV)

92
Sr (1384 keV)

C
ou

nt
s 

(1
03

)

1000 2000 3000
10

1

10
2

10
3

10
4

10
5

10
6

1
3
8
C

s 
(2

6
3
9
 k

e
V

)

135
I (1678 keV)

8
8
K

r 
(2

1
9
5
 k

e
V

)

1
0
0
R

h
 (
1
5
5
3
 k

e
V

)

9
2
T
c
 (
1
5
0
9
 k

e
V

)

1
3
8 C

s 
(2

2
1
8
 k

e
V

)

1
3
5
I 
(1

2
6
0
 k

e
V

)

C
o
u
n
ts

Gamma-Ray Energy (keV)

1
3
4
T
e
 (
7
6
7
 k

e
V

)

97
Zr (743 keV)

1
3
8
X

e
 (
2
5
8
 k

e
V

)

Figure 4.9: The measured count rates for the 847 keV γ-rays detected, as a function
of time after the last laser shot for the 238U(γ,fission)134I process and
for the 1384 keV γ-rays detected, with the background subtracted, as a
function of time after the last laser shot for 238U(γ,fission) 92Sr.

The background-subtracted number of gamma counts was measured as a function

of time for the principal 0.847 MeV γ-ray from the decay of the 134I fission product,

and is shown in Figure 4.10. The deviation from the exponential decay seen during

the first two hours arises from feeding of the 134I population by decay of heavier,

relatively short-lived fission products to 134I. Fractional primary fragment yields and

isotope lifetimes for photofission of 238U by 15 MeV photons are given in Table

4.1. Fragments heavier than 134I (and 92Sr) typically cascade via beta decay with

the lifetimes given, and contribute to the observed γ-ray emission from 134I (and

92Sr). The overall contribution to the 134I population from these cascade channels

is approximately three times the direct fission production yield. Feeding of 134I via

beta-decay of 134Te proceeds with a 42 minute half-life, which significantly affects the
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observed time dependence of 0.847 MeV γ-ray emission during the initial few half-

lives, after which the observed decay reverts to an approximately single exponential

with the half-life of 134I i.e., 53 minutes. The dashed curve in Fig. 4.10 shows the

results of a relatively simple multi-exponential feeding decay model calculation using

the relative primary fission fragment intensities and lifetimes relevant to 134I given

in Table 4.1.
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Figure 4.10: The γ-spectra taken from the irradiated uranium target. The signature
γ-emission peaks from 134I (847 keV) and 92Sr (1384 keV) decay are
present.

The measured decay curve for 1.384 MeV gammas from decay of 92Sr fission prod-

ucts is shown in Fig. 4.10. Feeding of the 92Sr population from other higher mass

fission channels proceeds through beta decay more rapidly, so that virtually all of

these contributions had decayed prior to counting of the sample, thus leading to the

appearance of a single-exponential decay. Fits to the data for the 0.847 and 1.384

MeV γ-ray curves yield half-lives of 1.0 and 2.6 hours, compared to well-established
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Table 4.1:
Fractional primary fragment yields and lifetimes for 238U(γ,F) fission at a
gamma energy of 15 MeV for fragment isotopes significantly contributing
in cascades to 92Sr and 134I used in calculations of fission yields from
measured gamma activities.

A = 92 A = 134
Zfrag Element Fraction Lifetimes(s) Zfrag Element Fraction Lifetimes(s)
35 Br 9.60 × 10−4 3.40 × 10−1 50 As 1.68 × 10−4 1.00 × 10−0

36 Kr 1.50 × 10−2 1.84 × 10−0 51 Sb 9.60 × 10−3 1.04 × 10−0

37 Rb 2.02 × 10−2 4.48 × 10−0 52 Te 3.84 × 10−2 2.52 × 10+3

38 Sr 5.65 × 10−3 9.76 × 10+3 53 I 1.33 × 10−2 3.16 × 10+3

literature values of 53 minutes and 2.7 hours for 134I and 92Sr, respectively 16. Anal-

yses and fitting of the time-dependent spectra indicate creation of approximately

2× 107 of both 134I and 92Sr fission products, and therefore, ∼ 3.3× 105 fissions per

laser shot, assuming integrated fission yields of 4−5% for each of these two channels

[72].

This reaction was also explored previously by the LOA group [67] and they found

a fission rate of about 104 per shot. Another group at Jena [73] also measured

U-fission produced by bremsstrahlung from high energy electrons using 15 TW, 80

fs, 10 Hz laser pulses on a solid tantalum target, with the laser focused to a peak

intensity of 1020 W/cm2. They observed a laser plasma regime in which the electron

energy distribution rapidly falls off with energy, and obtained about 7×103 238U(γ,f)

fissions per shot. Thus, the present result represents an enhancement of 33 to 47 times

greater fission yield than the earlier experiments. To match the number of uranium

fissions induced per shot in our experiment, simulations using the GEANT3 code

[68] indicate a production rate of about 4× 108 electrons/shot (∼64 pC) at 100-150

MeV.

While the present table-top terawatt laser experiments, as well as others referred
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Table 4.2:
Comparison of the laser systems and 238U photofission rates achieved.
The laser systems are the LLNL Nova Petawatt, the RAL Vulcan, the
LOA “Salle Jaune”, the Jena 15 TW laser, and the University of Michi-
gan Hercules (present work). The first two of these employ doped glass
amplifiers and therefore operate in essentially single shot mode, whereas
the others use Ti:Sapp and operate at up to 10 Hz repetition rate. The
present repetition rate was limited primarily by the ability to pump the
residual gas from the target vacuum chamber (see text). Also listed here
are the approximate peak laser intensities, pulse energies and durations,
and the number of fissions inferred per Joule of laser energy and per laser
pulse.

Laser Rep. Rate Peak Int Pulse En- Pulse dur- Fission Fission
(Hz) (W/cm2) ergy (J) ation (fs) per J per shot

LLNL PW 10−4 1020 260 450 7 × 104 1.82 × 107

Vulcan 10−3 1019 50 1000 2 × 104 106

LOA 10 4 × 1019 2 30 104 2 × 104

Jena 10 1020 0.5 80 104 5 × 103

Hercules 0.017 1019 1.2 30 3 × 105 3 × 105

to here, have aimed at demonstrating nuclear reaction rates that can be obtained

with compact, relatively inexpensive, high repetition rate laser systems, laser driven

photofission in uranium has also been produced previously by very high power, ps

pulse lasers, namely RAL’s Vulcan laser [69, 74] and LLNL’s Nova Petawatt laser

[75, 76]. Even with much greater energy per pulse, those single-shot experiments

induced only somewhat greater rates of fission than found in the present experiment.

For completeness, we summarize in the accompanying table 4.2 the characteristics

of the laser systems and uranium fission rates for this full range of experiments.

As noted above, the photo-initiated radioisotope production yields obtained ex-

perimentally have been compared with Monte Carlo simulation results employing

the GEANT3 code applied to the three targets exposed here to derive the num-

bers of high energy electrons striking the bremsstrahlung conversion targets. The

simulation tracks the propagating electromagnetic shower through the target ma-
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Figure 4.11: Monte-Carlo simulation showing the bremsstrahlung photon differential
yield generated by 150 MeV electrons incident normally on a cylindrical
target of 238U - 2.9 mm thick and 11 mm in diameter. Plots show
spectral distribution yields for different angular cones of bremsstrahlung
emission

terial taking into account the bremsstrahlung and photofission resulting from the

bremsstrahlung γ-rays, as well as other photon and electrons interactions relevant to

the shower development. For example, using photofission cross sections from refer-
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ences [77, 78] calculations were performed to derive the energy spectra for photons

incident on U nuclei and the resulting fission yields. For the 2.9 mm thick sample

used in the present measurements, the total yield of angle-integrated photons in the

calculated spectrum above 1 MeV is 4.53 photons per incident electron, and the total

yield above the 5.8 MeV fission threshold in 238U is 2.16 photons per incident elec-

tron (Fig. 4.11). The uncertainty in these quantities due to Monte Carlo counting

statistics is less than 0.1%. The uranium photofission cross section reflects the Giant

Dipole Resonance (GDR) strength function [69]. It rises from its threshold at 5.8

MeV to a peak of 180 mb at 14.8 MeV, and then falls with increasing energy to 15

mb at 40 MeV as shown in 4.8. The cross section is roughly constant from 40 MeV

to above 100 MeV. The photofission yield from photons above 25 MeV is small. The

simulation shows that 70−75% of the γ-radiation in the relevant energy range (6-25

MeV) is contained within a half angle of approximately 9 degrees with respect to the

incident electron direction.

Table 4.3 gives the results of the GEANT3 calculations in terms of the expected

yields per electron striking the Ta converter and isotope-production target combina-

tion, or the U target alone as functions of incident electron energy. The statistical

uncertainties are less than ∼ 10% in most cases. A comparison with the radioisotope

yields derived from the experimental gamma intensity measurements indicates, as

noted in the text, that on average 0.06 to 0.2 nC of 100-150 MeV electrons were

accelerated and struck the converter targets per laser shot. The average charge

differences for the different targets can be attributed to the electron beam’s shot-

to-shot angular and energy fluctuations which may be caused from variations in the

laser parameters (i.e. energy, spot size, pulse duration) or plasma conditions. It

is important to point out the charge discrepancy based on the ICT measurement,
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Table 4.3:
Calculated photonuclear events per electron as a function of electron en-
ergy for the measured target combinations. GEANT3 Monte Carlo simu-
lations were performed as described in the text.

Ee−(MeV) Ta + C Ta + Cu U
10 −−−− −−−− 1.15 × 10−5

15 −−−− −−−− 1.42 × 10−4

20 −−−− 4.15 × 10−5 2.84 × 10−4

40 4.40 × 10−5 2.93 × 10−4 5.06 × 10−4

80 9.40 × 10−5 4.90 × 10−4 6.34 × 10−4

100 1.18 × 10−4 5.07 × 10−4 6.36 × 10−4

150 9.00 × 10−4 6.92 × 10−4 6.40 × 10−4

which shows about 300 pC-500 pC, and the accurate activation experiments, showing

∼100 pC. High electronic noise levels and low energy electrons not detected by the

spectrometer can influence the ICT measurements as shown in [79].

4.5 Conclusions

In summary, the generation of quasi-monoenergetic electron beams with energies

above 300 MeV and with ∼10 mrad angular divergence was reported. It was shown

that by changing the plasma density from ne = 3.5 × 1019 to 2 × 1019 cm−3 the

corresponding electron beam energy steady increases from 80 MeV to 120 MeV. As

the plasma density was further decreased between 1.8 × 1019 to 1.5 × 1019 cm−3 a

pronounced rise in electron beam energy, up to 320 MeV and greater beam stability

was observed.

Radioisotope production by laser wakefield acceleration of electrons and sub-

sequent photonuclear processes were measured and showed significantly enhanced

rates over previous measurements for several target species. These enhanced results

were made possible because of the new regimes of nearly monoenergetic electron

acceleration. By using the laser/target parameters necessary to reach the quasi-
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monoenergetic electron regime, (γ,n) reaction rates in C were obtained that were

about 85 times greater than in previous experiments and (γ,n) rates in Cu were

about 20 times greater than in previous experiments. Regarding (γ,fission) in 238U,

fission rates about 30 to 45 times greater than in previous experiments were obtained,

that are comparable to results from 50-260 J/pulse single shot large-scale glass lasers

at the Vulcan and the Livermore Nova Petawatt facilities.



CHAPTER V

Two-Stage Proton Acceleration from Hydrogen

Containing Ultrathin Targets

The generation of multi-MeV protons from the interaction of a high intensity laser

incident on thin foil is an exciting area of research with several potential applications

such as fast ignition [11], charged particle radiography [80] and proton therapy [81].

Gitomer et al. [82] and Davies [83] showed the maximum proton energy scales with

the laser irradiance Iλ2, and can be fit by a function of the form (Iλ2)α, where α is

between 0.3-0.5. For ultra-thin foils and sufficiently high laser contrast, simulations

show ultra-short lasers can accelerate protons to tens of MeV from a 30 TW laser

and even to 100 MeV for intensities greater than 1022 W/cm2 [84].

However, the source of the highest energy protons from laser interactions with

thin foils is still debated. Two possible origins are the front or rear target surface. In

the first case, the laser’s ponderomotive force creates a charge separation occurring at

the front surface strong enough to accelerate protons through the target with several

MeV energies [34, 35, 39, 85]. In the second case, target normal sheath acceleration

(TNSA) describes an electrostatic sheath normal to the target’s rear surface due to

relativistic electrons accelerated at the laser plasma interface [40, 36]. These electrons

propagate through the material and are trapped by the charged target. The electric

64
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field ionizes and accelerates the hydrogen containing contaminants to several MeV

energies. Particle-in-cell simulations presented by Pukhov [86] and d’Humieres et al.

[87] show proton generation due to both of these acceleration mechanisms. Because

of the difficulty of independently measuring these potentially coupled acceleration

mechanisms, the influence and contributions of each are still unknown experimentally.

In this chapter, the maximum proton energy generated from submicron thick

targets using ultrahigh intensity (4×1020 W/cm2), high contrast (10−11) laser pulses

is explored as a function of target material and hydrogen content. It is shown for

the first time experimentally that protons initially accelerated from the laser’s focal

volume receive an additional acceleration from the rear sheath. The two stages of

acceleration have been experimentally distinguished through target selection. It was

observed that the maximum proton energy for hydrogen containing targets such

as Mylar and CH was two times higher than for non-hydrogen containing targets

such as Si3N4. This is because when hydrogen is in the focal volume, the protons

are accelerated first by the pondermotive potential, propagate through the target

body and receive additional acceleration due to the rear sheath, whereas Si3N4 only

receives TNSA thus yielding lower proton energy. Hydrodynamic simulations are

used to study the ultra-thin foil expansion due to the influence of the laser prepulse.

Additionally, PIC simulations are used to study the mechanism of the laser plasma

interaction and proton acceleration.

5.1 Experimental setup

The experiment was performed with the Hercules laser which delivered 4 × 1020

W/cm2 intensity and 30 fs pulse duration corresponding to a normalized vector

potential a0 of 13.6. The experimental setup is shown in Fig. 5.1.



66

30 fs, 800 nm 

4x1020 W/cm2 

 

Deformable Mirror

X-ray Detector

leak through

laser diagnostic

ga
m

m
a 

ra
y 

de
te

ct
or

Figure 5.1: Solid target experimental setup. The laser pulse is focused to an intensity
of ∼ 4 × 1020 W/cm2.

The energy on target was 1 Joule with a relative standard deviation of ± 10%

shot-to-shot fluctuation. Amplified spontaneous emission (ASE), as measured by a

third order autocorrelation, began roughly 5 ns before the peak pulse at a contrast

level of 10−11. Then the contrast was measured to be 10−8 ∼30 ps before the laser

peak. The wavefront-corrected beam was focused by an f/2 off-axis parabolic mirror

to a 3 µm spot size (FWHM), giving a Strehl ratio greater than 0.7 on every shot.

The p-polarized laser was focused at a 20o angle of incidence upon varying target

materials.

The maximum proton energy and spatial distribution were measured by placing

2 x 2 inch CR-39 track detectors 6.0 cm behind the target. CR-39 was chosen for

its insensitivity to laser light, x-rays, γ-rays and electrons when shielded with a
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thin Al foil. Heavy particles, such as protons and ions, leave a trail of damage and

pits are formed by soaking CR-39 in a high temperature, 6.25 N, NaOH solution

between 1 to 8 hours. After soaking, the pits can easily be observed under a light

microscope. Stacks of Mylar filters were used as a stopping material which takes

advantage of the sharp Bragg peak to precisely measure the maximum proton energy.

The proton spectrum was measured with three 0.45 T, 2.5 cm permanent magnetic

ion spectrometers mounted 2 cm away from the target.

The proton spectrum was measured along the target normal (0o), laser axis (20o)

and at 10o through a 120 µm aperture covering a solid angle of 1.1×10−6 steradians.

The hot electron divergence, maximum energy, temperature, and pointing stability

were measured 6 cm behind the target by imaging a Kodak Regular LANEX screen

with a 12-bit CCD camera. A one inch diameter, f/2 lens was placed ∼ 10o degrees off

the specular direction to measure the second and three-halves harmonic generation

as a laser plasma diagnostic. The target was positioned to within ±5 µm of the

laser focus. This was done by simultaneously irradiating a thick aluminum plate

scanned through focus and maximizing the generated x-rays and γ-ray signals. The

±5 µm resolution is much smaller than the laser’s ∼ 25 µm Rayleigh range. The

laser contrast was measured on every shot by focusing laser light leakage through a

dielectric turning mirror onto a fast photodiode. Plastic (Mylar, CH), silicon nitride,

and aluminum targets were used in the experiments.

5.2 Experimental results

5.2.1 Proton energy as a function of target thickness and material

The maximum proton energy for dielectric targets (Mylar, CH, silicon nitride)

of varying thicknesses is shown in Fig. 5.2. The experiments consistently showed
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the maximum proton energy from transparent dielectrics targets was independent of

target thickness, with the exception of 100 nm CH. When comparing silicon nitride

to CH targets a sharp drop in proton energy from 4 MeV (CH) to ∼2.0 MeV (Si3N4)

was observed. Although the dielectrics are comparable in target thickness and have

a damage threshold above the laser ASE intensity, they differ in hydrogen content.

CH, Mylar, Si3N4 contain 67%, 36%, and 0% hydrogen respectively, although Si3N4

does have hydrogen containing impurities on its surface. Silicon nitride foils from

500 to 50 nm yielded roughly the same maximum proton energy, however for target

thicknesses below 50 nm no protons, x-rays, or γ-rays were observed.
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Figure 5.2: Maximum proton energy as a function of target thickness for CH, Mylar,
Si3N4 and Al.

In the past, thin Al targets have been the target of choice for proton acceleration

experiments because of their low cost and availability. The highest number of hot

electron is expected at the rear surface for conducting targets, thus creating a stronger

sheath and higher proton energy [88, 89]. The transport of hot electrons though
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an overdense plasma strongly depends on the cold return shielding current. It is

shown in Ref. [88, 89] that the return current in conductors is stronger, so more

electrons can propagate through the target and create a stronger sheath. However,

this was not directly observed for the presented experimental results. For Al target

thicknesses less than 2 µm the proton energy dropped quickly from ∼6 MeV to 1

MeV. The observed drop can be explained by the laser ASE intensity. The third

order autocorrelation showed a ∼30 ps pulse foot with an intensity greater than 1012

W/cm2, which is above the damage threshold for metal targets but below the damage

threshold for dielectric materials.

5.2.2 Proton spectra

Figure 5.3 shows typical proton spectra measured at three different angles: 0o,

10o, and 20o to the normal for two different types of targets, hydrogen containing

Mylar and CH and non-hydrogen containing Si3N4. Proton spectrum for a single

thickness (100 nm Si3N4, 300 nm CH, 1 µm Mylar) is shown and represents a typical

spectrum from that material type.

The spectra differ in that the maximum proton energy is higher for the hydrogen

containing materials. As described in more detail in section 5.5, for very thin foils,

the protons accelerated from hydrogen targets receive strong acceleration at the

front and rear target surface giving them higher energy than from protons from

Si3N4 targets, which only receive acceleration at the rear. The total proton number

at the maximum energy is the same order of magnitude for both hydrogen and non-

hydrogen containing targets. The highest energy protons are accelerated normal

to the target and the proton number and energy decrease as the observation angle

approaches the laser axis. These characteristics are consistent with target normal
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Figure 5.3: Proton spectra measured with a 0.45 T magnetic spectrometer at three
different angles, 0o, 10o, and 20o to the normal.

sheath acceleration (TNSA) [38, 90]. For all targets, the direction of the proton

beams was in the normal or slightly shifted toward the laser axis.

For 100 nm Si3N4 targets, the proton spectrum along the target normal axis

shows a maximum proton energy of 1.8 MeV and a single temperature of ∼215

keV, fit using a Boltzmann distribution, f(E) ∼ exp(−E/T ), where E and T are

the proton energy and temperature in MeV. However, for the hydrogen containing

targets the maximum proton energy is approximately 4 MeV (2 x higher) and there

are two proton populations with different Boltzmann-like distributions allowing one

to identify a THot and TCold component. One µm Mylar has a hot component with a
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temperature of THot = 1.32 MeV and a cold temperature of TCold = 192 keV. 300 nm

CH has a similar two temperature spectrum with THot = 0.95 MeV and TCold = 233

keV.

The cold temperature component from hydrogen containing targets (∼200 keV) is

similar to the single temperature distribution in Si3N4 (∼200 keV). The two temper-

ature spectrum is a large distinction between hydrogen and non-hydrogen containing

targets and can be attributed to protons being accelerated at different locations and

times during the interaction. In hydrogen containing targets protons may originate

from the front, middle or rear of the target. The protons within the bulk material

and rear surface are accelerated from different locations and appear to make up the

cold component of the spectrum. The hot component is made up of protons which

experience both front and rear target acceleration.

As shown in PIC simulations of high Z targets and simple numerical models of

proton behavior described by a freely expanding plasma into vacuum [41, 91, 92], the

protons exhibit a single exponential decay in number as the proton energy increases.

The additional structure in the spectra for hydrogen containing targets was observed

in the hydrogen PIC simulations where the low energy protons were observed to come

from multiple locations and times but did not affect the mechanism of the high energy

protons. The hot component, is the small fraction of protons which experience the

full strength of the accelerating fields. In other words, a small fraction of protons in

a hydrogen target are accelerated from the front and rear where the field strengths

are maximum. In the experiments, approximately 3 × 107 protons/MeV/str were

generated at 4.5 MeV in 1 µm Mylar. 1 steradian is (180/π)2 or 3282.8 square

degrees. Assuming a 3o divergence angle for the 4.5 MeV protons gives approximately

6 × 104 protons out of a total of ∼ 1 × 1011 protons or ∼ 0.0001 % were accelerated
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along the strongest fields.

5.2.3 Spatial profile of the proton beam

The spatial profile of the generated proton beam was measured in order to com-

pare the proton divergence for different target materials and thicknesses. The CR-39

detector consisted of strips of Mylar filters. By using stacks of filters with different

thickness, the ions with energies above the stopping range deposit their energy in the

CR-39 [93]. Therefore, the proton signal on the CR-39 is due to protons within a nar-

row energy range allowing one to measure the spatial distribution of the maximum

proton energies.
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Figure 5.4: Half angle energy steps for Si3N4, CH, Mylar, and Al for varying target
thicknesses. The plot was taken from the CR-39 raw data and shows
that the divergence angle decreases as the proton energy increases. The
divergence angle shows a similar trend for all the targets materials and
thicknesses.

Fig. 5.4 shows that the proton beam half-angle divergence increases linearly

from ∼ 3o to ∼ 20o when the proton energy drops from ∼7 MeV to about ∼3
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MeV. Therefore, laser accelerated protons are highly directed with a small transverse

emittance. The proton beams source size can be measured by placing a mesh screen in

the beam path [94]. By knowing the properties of the mesh screen and the geometric

setup the virtual proton source can be calculated with the following expression,

lvs = (L−lmD/dm)/(D/dm−1), where lvs is the distance of the virtual source to the

target, lm is the mesh distance behind the target, L is the CR-39 distance from the

target, and D is the diameter of the mesh image on the CR-39. Once lvs is calculated

the proton source size at the rear of the target is given by ds = D ∗ lvs/(lvs + L).

An example of the experimental setup and mesh image are shown in Fig. 5.5(a) and

Fig. 5.5(b) respectively.

The mesh image shows the protons are accelerated from ∼ 150 µm diameter region

the back surface of the target. Assuming a ∼ 10 divergence was measured for 7 MeV

Target Mesh = 500 lpi

Ddm

L

Lm

CR-39

lvs

Laser

Virtual pt 
source

(a)

4.3 MeV Protons 

Al 4 µm

(b)

Figure 5.5: (a) Schematic of virtual proton source. (b) Shadow of the mesh grid
imprinted in the proton beam profile.
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energy, this yields a normalized transverse emittance [94], given by ε ∼ βro∆θ, of

0.05π mm mrad, where ro is the transverse radial size, β is the ratio of the proton

velocity to the speed of light, and ∆θ is the divergence angle.

The observed energy cones can be explained by the following. During the rear

sheath acceleration process, a Coulomb repulsion among the protons early in the

acceleration stage gives them some transverse momentum [95, 96]. The low energy,

slow moving protons take a longer time to accelerate through and thus have more

time to propagate in the transverse direction. This leads to the observed energy

emission cones as illustrated in in Fig.5.6.

Figure 5.6: Simple schematic of the proton energy cones observed in the experiment.
The highest energy protons have the smallest divergence angle.

5.2.4 Electron beam characteristics

Hot electrons produced during the laser plasma interaction play a critical role

in determining the maximum proton energy in the TNSA regime [36]. As the inci-

dent laser propagates through the preplasma it accelerates electrons near the critical

surface to several MeV energy/temperature [97]. These hot electrons exit the ma-

terial, charging the target and creating an electrostatic sheath. Because the rear

field strength is linearly dependant upon the number of electrons which make up the

sheath, high Z, conducting materials will provide a large number of electrons.
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Figure 5.7: (a) Relative number of hot electrons as a function of target thickness and
(b) Comparison of the electron temperature of Al vs CH

Fig. 5.7(a) shows the relative number of electrons as a function of target thick-

nesses. The relative number of electrons was measured by background subtracting

the total integrated number of counts imaged from a Kodak Regular LANEX screen

with a 12 bit CCD camera. A 200 µm aluminum shield enclosed the Lanex screen

passing ∼180 keV electrons and above. Aluminum targets show roughly 3 times more

hot electrons than dielectric targets. It was observed that the number of hot elec-

trons is independent of the target density. Although silicon nitride is the most dense

target, it yields approximately the same number of electrons as the CH and Mylar

targets, while Al yields the most electrons. However, the number of electrons which

escape does depend on conductivity of the plasma. In order for the hot electrons

to efficiently propagate through the target a return current has to be generated.

Because the return current is carried by the cold background electron population

with a slow drift velocity it is affected by the target conductivity [89, 98, 99]. The

electron temperature (Fig. 5.7(b)) was measured using aluminum step filters and

fitting a Maxwellian-like distribution. The Al targets create a plasma temperature
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∼2x higher than dielectrics which may allow Al to create a stronger rear sheath.

The hot electron temperature was measured to be ∼1.3 MeV for Al and ∼0.6 MeV

for dielectrics. The electron beam divergence was roughly 300 full angle and showed

a maximum energy of ∼5.0 MeV (based on electron stopping range in Al from the

NIST webpage [100]) for both metals and dielectrics. The electron beam was centered

∼ 10o from the target normal toward the laser axis with ±5o shot-to-shot pointing

stability.

5.3 Hydrodynamic simulations

In order to obtain the plasma conditions due to the prepulse, which the main

laser will interact with, the 1-D radiation hydrodynamic code Hyades [101] was used.

Hyades is a Lagrangian, 1-D, three-temperature, radiation hydrodynamic code. Ra-

diation hydrodynamics and plasma properties are required to treat laser ablation

processes and shock propagation. The radiation temperature, electron and ion tem-

perature are calculated and tracked separately. A Lagrangian code assigns parcels of

material to zones, and the mass remains in the zone during the simulation. As the

simulation evolves, the zones expand or compress as the material density changes.

Radiative energy transport in Hyades is treated in a multi-group prescription mean-

ing the photons are divided by wavelength into groups. The opacities for each group

of energy are calculated. The degree of ionization can be determined by one of

the following models: Saha, Thomas-Fermi, LTE average-atom, time dependant or

steady-state non-LTE average-atom, or fully ionized model. The response of the ma-

terial is defined by thermo-mechanical and transport models. For sufficiently long

time scales, where non-equilibrium effects are ignored, the material response depends

on the mass density ρ, temperature T and material composition. The material’s ther-
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modynamic and equation of state properties are derived from realistic (SESAME or

other theoretical models) tables, quotidian equation of state (QEOS), or an ideal gas

model.

The laser in the hydrodynamic simulation is incident from the right and the

front edge of the targets start at position zero. In the simulations the targets were

irradiated with an 800 nm, 1 mJ pulse ramping from 109 W/cm2 to 1015 W/cm2 over

30 ps, coming in at a 30 degree angle of incidence which models the Hercules laser

prepulse interacting with the target. The Thomas-Fermi ionization model was used

in the plots below to calculate the laser deposition and heat condition.
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Figure 5.8: (a) 3ω autocorrelation. (b) Hyades simulation: Evolution of the density
structure of a 30 ps, 1 mJ prepulse incident upon a 500 nm Si3N4 target.

Fig. 5.8(a) shows a 3rd order autocorrelation of the HERCULES laser. This was

referenced in order to create the simulation prepulse. Fig. 5.8(b) shows the results

of a simulation of a 500 nm Si3N4 target irradiated with a laser prepulse and the

corresponding preplasma conditions at 10, 20, 25, and 30 ps. The simulation shows a

laser generated shock wave propagating through the target and the relativistic critical

surface, defined for the main pulse (4 × 1020 W/cm2), expands out approximately 1

µm in front of the target. For “thick” targets, such as 500 nm, the rear surface is
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still maintained after the 30 ps run time which is when the peak pulse arrives.
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Figure 5.9: Hyades simulations of the interaction of a 1 mJ pulse ramping from 109

W/cm2 to 1015 W/cm2 over 30 ps, coming in at a 30 degree angle of
incidence upon 4 different target thicknesses. 500 nm, 100 nm, 50 nm,
30 nm Si3N4. The simulations show the target heats up and expands
several microns in both the forward and rear directions. The rear plasma
expansion causes a weakening of the target rear sheath which accelerates
protons in the TNSA regime.

Fig. 5.9 shows hydro-simulations for 4 Si3N4 targets with different thicknesses

(500 nm, 100 nm, 50 nm, and 30 nm) at 30 ps where the y-axis is electron density in

units of the non-relativistic nc. A red line is drawn at 9.66 nc representing the rela-

tivistic critical density where the peak laser pulse will strongly interact. As the laser

arrives the target quickly ionizes and the plasma expands into vacuum. Although

the preplasma expands several microns for all 4 targets (500 nm, 100 nm, 50 nm, 30

nm), the scale length increases while the peak electron density decreases as the target

thickness is reduced. This can dramatically change the dominant mechanism in how

the laser energy is coupled to the target - for example, resonance absorption for short
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scale length or Brunel heating for sub-wavelength scale length. The plasma density

scale length at the relativistic critical surface (ncγ = 9.66nc) are 0.6λ, 1.2λ, 4.3λ for

500 nm, 100 nm, and 50 nm respectively, noting that 30 nm is below ncγ. The 30

nm target creates a 10 µm thick plasma with a peak electron density (∼ 3nc) below

the relativistic nc allowing the main laser to propagate through, but not allowing

protons to be accelerated efficiently as shown experimentally. This is consistent with

the measured proton data where no protons were observed for 30 nm targets. When

the high intensity pulse arrives upon the 50 nm target the peak electron density is

∼ 10 nc, almost matching the relativistic nc of 9.66 nc, suggesting that the laser

transmission can change drastically due to laser shot to shot fluctuations and may or

may not produce a strong proton beam. The laser generated shock wave, observed

for thick targets, appears to lose energy and doesn’t have a significant effect on thin

targets. The important result of these simulations is the long scale length observed

at the rear of the target. Because the rear of the target is completely deformed a

strong rear sheath cannot be created thus effecting the accelerated proton energy.

The results of these HYADES simulations may have important implications for

ultrahigh intensity thin target experiments. In this section Hyades was used to

simulate the profile of the plasma generated by the Hercules laser prepulse in order

to understand the conditions the main pulse will interact with and its effects on

the generation of protons. The simulations showed a significant rear side plasma

density gradient for targets thinner than 500 nm. The simulations showed that a

50 nm thick target was converted to near critical density plasma which expanded

several microns in thickness at both the front and rear surface. In the next section,

numerical and analytical arguments show that an initial proton density scale length

at the rear surface of the target will dramatically reduce the proton energy due to a
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poorly formed rear sheath.

5.4 Numerical solutions and the influence of a rear side den-

sity gradient

In the previous section, HYADES was used to model the effect of the laser pre-

pulse. The simulations showed the proton/ion density at the rear side of the ultra-

thin target can extend several microns completely altering the rear surface integrity.

This section uses a one dimensional simulation for the rear side acceleration of pro-

tons to quantify the influence of the initial proton density gradient caused by the

prepulse. This sections uses the analytical formulas derived in chapter 2 which are

based on the 1-D model originally developed by Mora et al. [41] and Crow et al.

[42].

As discussed in chapter 2 the target normal sheath acceleration mechanism strongly

depends on the electron density and temperature which make up the rear sheath.

An equally important parameter is the initial density distribution of the protons at

the rear surface. The analytical solutions in chapter 2 are only valid for step-like dis-

tributions and cannot account for a preformed density gradient. In order to analyze

this effect the Poisson equation, the equation of motion and the continuity equa-

tion given below must be solved numerically. The acceleration mechanism model is

described by the following equations

ǫ0
∂2Φ(z, t)

∂z2
= e(ne(z, t)) − ni(z, t)) (5.1)

[

∂

∂t
+ vi(z, t)

∂

∂t

]

ni(z, t) = 0 (5.2)

[

∂

∂t
+ vi(z, t)

∂

∂t

]

vi(z, t) = − e

mi

∂Φ(z, t)

∂z
(5.3)

where ne(z, t) and ni(z, t) are given by,
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ne(z, t) = ne0 exp

[

eΦ(z, t)

kBT

]

(5.4)

ni(z, 0) =



























ne0 For x ≤ 0

ne0 exp(−x/Lp) For x > 0

0 For x > xmax

The electron density ne(z, t) has an initial value of ne0, and a Boltzmann-like

temperature distribution. The electron distribution is assumed to be in thermal

equilibrium with the electrostatic potential for all times throughout the process.

This is reasonable because the protons move slowly and the electrons can quickly

rearrange themselves before the next time step. The initial proton distribution is

given by ne0 inside the target (x ≤ 0) implying charge neutrality which decays

exponentially with a characteristic scale length, Lp,(x > 0) and is zero beyond some

chosen distance xmax. The exponential profile can be changed to a step-like profile,

or have the HYADES rear scale length directly fed into the simulations. The protons

are assumed to be at rest for all the density profiles at t = 0 (the start of the

simulation).

Figure 5.10(a) shows the initial proton step density (dashed line) distribution

at t = 0 and the calculated proton distribution (solid line). The energy as a func-

tion of distance at time t = 150 fs is given in Fig. 5.10(b). The initial electron

and proton density was ne(t = 0) = np(t = 0) = 1 × 1021cm−3 with an electron

temperature of Te = 1 MeV. This electrostatic field accelerates protons from the

undisturbed rear surface to a maximum proton energy of approximately 11 MeV.

Typically, the ponderomotive potential is used to obtain the electron temperature,

kBT = mec
2(
√

1 + a2
0/2−1) ∼= 5.5 MeV and the run time for the simulation, t, equals
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Figure 5.10: Proton density and energy time evolution assuming a kBT = 1 MeV
electron temperature from an (a) initial step-like proton density at t = 0,
and t = 150 fs. (b) The corresponding proton energy in MeV at t = 150
fs as a function of position.

the pulse duration. In this thesis the measured electron temperature of ∼ 1 MeV

was used in place of the ponderomotive energy because the ponderomotive assump-

tion greatly differs from the experimental measurements. Using Mora’s analytical

equation,

Emax =
1

2
miv

2
f ≃ 2ZkBT



ln





ωppτ√
2eE

+

√

1 +
ω2

ppτ
2

2eE









2

(5.5)

where ωpp is the proton plasma frequency and τ is the laser duration, τ = 30 fs,

one gets a reasonable value of 2.9 MeV for the maximum proton energy. This value

is about half the measured proton energy from thick targets where the rear surface

would have maintained its integrity.

To obtain an estimate of the acceleration time, τacc, the equation of motion given

by

mp
dv

dt
= qE(t) (5.6)
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where the electric field E(t) is a function of time is assumed to take the form of a

parallel plate capacitor which represents the electron and proton sheath.

E(t) =
σ

ε0
=

Qtot

A(t) ε0
. (5.7)

As shown experimentally and in PIC simulations the electron beam diverges with

some angle θ thus causing the charge density σ to decrease as a function of time.

Assume the area of the parallel plate capacitor as a function of time is given by

A(t) = (r0 + vavgt tan(θ))2 (5.8)

where r0 is the starting size of the rear sheath and vavg is the speed at which the

sheath is propagating forward. The half angle θ was experimentally measured to

be approximately 15o and vavg =
√

kBT/me is the average electron velocity where

kBT ∼= 200 keV was taken from the PIC simulations as shown in the next section.

Combining Eqns. [5.6],[5.7],[5.8] one gets the following integral and solution,

vp =
Qtot q

mp ε0

∫ t

0

dt

(r0 + vavg tan(θ) t)2
(5.9)

vp =
Qtot q

mp ε0

[

1

vavg tan(θ)r0

− 1

(vavg tan(θ))(r0 + vavg tan(θ) t)

]

. (5.10)

The total charge Qtot = ne[cm
−3] × depth× π(r0)

2, where r0 = 1 µm is the starting

radius of the sheath, taken to be approximately the laser radius. The electron cloud

is taken to be 2 × the Debye length because the thickness of the sheath begins to

smear out as it expands. ne[cm
−3] = 1021 was chosen as the electron density and

approximately the density at the critical surface. Fig 5.11 shows the energy gain

of a test proton within the expanding parallel plate capacitor model as described

from Eqn. 5.10. Fig. 5.11 shows the acceleration time, τacc, is several times longer
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Figure 5.11: Proton energy as a function of time for an expanding parallel plate
capacitor model. As the capacitor expands in the transverse direction
the electric field decreases no longer accelerating the protons efficiently.
The expanding parallel plate capacitor model shows the rear target
sheath is maintained for several times the pulse duration.

than the pulse duration and after ∼200 fs the proton energy starts to saturate.

Depending on the input variables the absolute number can vary but is approximately

τacc = 5 τLaser or 150 fs. For this reason, the acceleration time for the simulations in

this section is assumed to be 150 fs. The capacitor model does not account for Qtot

as a function of time, since in real life the protons are moving across the capacitor

and decreasing the potential. Therefore, this model calculates the energy of the first

test proton to cross the capacitor. Eqn. 5.10 suggests Qtot is a more important factor

in determining the maximum proton energy then the average electron velocity given

by vavg =
√

kBT/me.

Figure 5.12(a) shows the initial proton density gradient taken from the 50 nm

Si3N4 HYADES simulation (dashed) (Fig. 5.9) for t = 0. The solid curve is the

proton layer at time, t = 150 fs. The proton energy as a function of position, Fig.

5.12(b), shows a maximum proton energy of approximately 3.5 MeV. This value is
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Figure 5.12: Proton density and energy time evolution assuming a kBT = 1 MeV
electron temperature and a starting density of taken from the 1-D
HYADES simulations for 50 nm Si3N4 target. (a) 50 nm Si3N4 ini-
tial proton density at t = 0, and t = 150 fs. (b) Proton energy in MeV
at t = 150 fs as a function of position

much lower than the maximum energy for the initial step-like proton density which

produced 11 MeV. This is because the initial proton density gradient reduces the

electric fields at the rear of the target. Although the total potential difference of the

charge separation is the same, the potential decreases over a larger area because the

gradient now does not have the large step density distribution. Therefore, the large

proton scale length at the target’s rear surface decreases the electric field which can

consequently decreases the proton energy by a factor of two or more.

5.5 2D PIC simulations

The analysis of the presented proton acceleration experiments are supported by

2D particle-in-cell simulations based on the code REMP (relativistic electromagnetic

particle) [102] mesh code based on particle-in-cell method. The acceleration of ions in

high-intensity laser interaction with the thin solid dense target is studied using either

an ultra-thin hydrogen foil or a two-layer aluminum-hydrogen foil. In the simulations
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presented here the grid mesh size is λ/200, space and time scales are given in units

of λ and 2λ/ω, respectively, where λ and ω, are the laser pulse wavelength and

frequency respectively. The electron density of the foil is varied from 100 nc - 400

nc depending on the interaction conditions, where nc is the critical density of the

plasma. The interaction of the laser pulse with the foil is simulated on a grid with

size of (x, y) = (20λ, 10λ) and 16 particles per cell. The laser pulse is introduced at

the left boundary and propagates along the x-axis, from left to right. The temporal

and spatial profiles of the pulse are Gaussian. The following laser parameters were

used in the simulations: laser power of 30 TW, pulse duration of 30 fs, spot size of

3 µm (FWHM). We performed simulations varying target thickness from l=0.01λ to

l=1λ.

A two layer hydrogen foil is simulated to represent the hydrogen rich CH target.

The first layer is 250λ thick and the electron density is 400 nc. The second layer

is assumed to be 0.05 λ thick and has an electron density of 50 nc. This second

lower density hydrogen layer simulates the rear surface proton contamination and is

used for both hydrogen and aluminum simulations. THe two layer setup allows for

particles to be independently tracked from both locations. The foil is placed at a

distance of 5λ from the left boundary.

The two curves in Fig. 5.13(a) correspond to the protons accelerated from the first

layer (squares) and the second layer or rear surface (circles). The incident laser pulse

generates a charge separation due to the ponderomotive force pushing the electrons

forward until the induced electrostatic field and the ponderomotive potential are

balanced. The protons within the laser focal volume will experience the electrostatic

field estimated to be ∼ a2
0/2γ by Pukhov [86] and shown to be in good agreement

in the presented simulations. The maximum longitudinal electrostatic field as a
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Figure 5.13: (a) PIC simulation results plotting the maximum proton energy at each
time step from the first (front - squares) and second (rear - circles) layer
of a 400 nc hydrogen target irradiated with a 30 TW, 30 fs laser. Simu-
lations show two distinct acceleration stages: first, a charge separation
at the target front due to the laser ponderomotive force accelerates the
protons to ∼1 MeV. Second, the protons receive an additional acceler-
ation due to the rear sheath which is maintained over several hundred
femtoseconds. Non-hydrogen contain targets only benefit from the rear
sheath. (b) PIC simulation results plotting the maximum electrostatic
field at each time step from the first (front - squares) and second (rear
- circles) layer.

function of time for front (squares) and rear (circles) protons is presented in Fig.

5.13(b) for a 0.35 λ thick two layer hydrogen foil. Fig.5.13(b) shows a strong quasi-

electrostatic field rising as the laser arrives at the target front at around ∼36 fs,

which reaches a maximum value of ∼12 TV/m when the laser peak intensity arrives.

The electric field at the front of the target exists during the duration of the laser

pulse and quickly drops to zero at around 60 fs. The protons, which are accelerated

as a result of the front field, are accelerated over roughly 10 nm and propagate into

the plasma bulk where they are no longer accelerated by the front sheath. The

protons gain about 1 MeV of energy and do not acquire energy as they propagate

through the target. Because the simulated target is thin (0.35 λ), a rear sheath field
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begins to appear around 40 fs and further accelerates the front protons to ∼4.5 MeV.

The corresponding proton energy as a function of time is shown in Fig. 5.13(a) for

both front (squares) and rear (circles) protons. The front protons gain energy from

the front sheath but do not gain energy as they propagate through the target. At

the rear surface the protons receive additional energy due to the rear sheath. The

rear sheath has a lower field strength but the charge separation is maintained over a

much longer time period (∼ 150 fs, which is consistent with the expanding capacitor

model). Also, the protons and rear sheath propagate forward together leading to a

steady rise in the proton energy gain over time.
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Figure 5.14: Simulation results showing the maximum proton energy as a function
of target thickness. “Squares” show protons from the front surface,
“circles” shows protons accelerated from the back surface. For targets
125 nm thick and greater the front protons are higher energy due to
the two stage acceleration mechanism. The maximum proton energy
decreases because the front and rear sheath begin to merge weakening
both fields. Below 50 nm the front and rear target (30 TW skin depth
∼55 nm) merge and the proton energy jumps 18 MeV.

Simulations of two layer hydrogen foils for varying target thicknesses were per-

formed and qualitatively followed the above situation resulting in slightly different
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proton energy values from the front and rear surfaces as shown in Fig. 5.14. It is

shown as the target thickness decreases from 300 nm to ∼120 nm, both the maximum

energy from the front and rear protons decrease. As described above, for hydrogen

containing materials the front protons have a higher maximum energy compared to

the rear protons. This trend changes as the target thickness is decreased to ∼100 nm

and the rear proton become more energetic. For target thicknesses ∼40 nm there is

no clear distinction between the front and rear surface and they merge as the target

thickness reaches the relativistic skin depth. This could explain why the maximum

proton energy dips for 100 nm thick targets in the experiments.

The two sheath acceleration mechanism is always beneficial for the front protons.

However, as the rear protons begin to move they are extracting energy and quenching

the rear sheath. Therefore, the two sheath acceleration mechanism is most beneficial

for target thicknesses between 200 nm - 600 nm. This is because the front protons

encounter the rear sheath and extract energy from the sheath before the rear protons

have a chance to do so allowing them to maximize their energy.

It is constructive to visualize the longitudinal fields created by the two charge

separations at the front and rear surface. Fig. 5.15(a) shows the front sheath in

units of a0 at t = 36 fs, when the peak of the laser arrives. The front sheath strength

is on the order of a0/2 and exists only during the pulse duration. At that time,

there is only a longitudinal field present at the target front and the rest of the target

appears “transparent”. Fig. 5.15(b) taken at t = 120 fs, shows much more structure

in the rear longitudinal fields. The thin target is deformed due to the laser’s pressure

causing the target and rear sheath to move forward together. This was the basis of

the expanding parallel plate capacitor model used in the above section to calculate

the acceleration time. As time progresses, the rear sheath diverges causing the
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Figure 5.15: PIC simulation results showing the longitudinal electrostatic sheath at
(a) 30 fs and (b) 120 fs. Long after the laser pulse has left the target
the rear sheath is still present. As (b) shows the rear sheath is diverging
and decreasing in strength but is still capable of accelerating protons
for ∼150 fs.

electrostatic field to decay until the protons can no longer extract energy. Depending

on the conditions of the simulation this happens somewhere between 150 fs and 300

fs. Because the proton energy asymptotically approaches some maximum value,

allowing the simulations run for 150 fs or 300 fs only changes the maximum energy

by a few percent.
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Assuming front surface protons are removed by the laser prepulse, the PIC sim-

ulations for Si3N4 targets follow the same mechanism. A front sheath is created

by the ponderomotive force separating the electrons and ions, but because the front

sheath exists for the laser duration the ions do not accelerate efficiently. There are no

protons within the front sheath capable of being accelerated through the target. As

with the hydrogen foil, the rear sheath is created which accelerates the protons from

the back surface. Because the protons are starting from rest however, the maximum

energy is approximately 2.5 MeV compared to 4 MeV from the hydrogen foil.

Lastly, turning to the electron momentum at 150 fs for a 300 nm hydrogen foil.

It is observed in the PIC simulations that most of the electrons are within the target

body and a very small percent of hot electrons are able to escape the target resulting

in a positively charged foil. The electrons at the rear of the target are trapped due

to the positively charged target and oscillate with an energy of approximately 200

keV, which was used on the expanding parallel plate capacitor model.

The PIC simulations are in good agreement with the experimental results. It is

observed that the protons accelerated from hydrogen containing targets benefit from

both the front and rear charge separations where non-hydrogen containing targets

only benefit from the target rear sheath. The front sheath accelerates the protons

giving them forward momentum to better extract energy from the rear sheath, thus

producing higher energy. For non-hydrogen targets, the rear protons are starting

from rest limiting the maximum energy gained.

5.6 Discussion/conclusions

The acceleration mechanism and origin of the most energetic laser generated pro-

tons is still debated. Previous experimental work along with simulations suggested
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two possible acceleration mechanisms to explain the observed protons. They may

originate from the laser irradiated front surface [35, 39, 103] or rear surface [40, 36].

PIC simulations by Pukhov [86] suggest it may be a combination of both mechanisms

acting simultaneously.

It was shown that the maximum proton energy obtained from a high-intensity

laser interacting with a solid target depends on the hydrogen content and the con-

ductivity (metal vs. dielectic) of the target material. Thick (> 1µm) Mylar and

aluminum targets give approximately the same proton energy, however the conditions

which create target normal sheath acceleration mechanism are different. For 1 µm

thick hydrogen containing targets, the laser’s ponderomotive potential isn’t strong

enough to accelerate front surface protons to the rear of the target before the rear

protons begin to accelerate and reduces the rear sheath. In other words, the front

protons may arrive at the rear surface too late when the sheath field is reduced and

therefore cannot take full advantage of the two accelerating fields as explained above.

The Al target produced similar energy compared to >1 µm Mylar, not because of a

two sheath acceleration, but because the number of accelerated electrons in the Al

target is larger thus creating a stronger rear sheath to pull the protons. It is clear

from the data that the two stage acceleration mechanism is more pronounced as the

target thickness is decreased. This is because the front protons can propagate com-

pletely through the ultrathin target and extract energy from the rear sheath before

the rear protons begin to do so. Therefore, only thin targets benefit from the two

sheath acceleration mechanism.

Turning now to the “thin” (< 500 nm) Si3N4 and CH targets which show a clear

distinction in the maximum proton energy and the two stage acceleration effect. In

the thick non-hydrogen (Al) and hydrogen (Mylar) containing targets the distinction
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was not clear because one was an opaque conductor and the other a transparent

dielectric. However, for thin targets both are transparent dielectrics and the only

major distinction is one has hydrogen and the other does not.

The electron divergence, direction, relative number, temperature, as well as the

3/2 harmonic were all measured and shown to be approximately the same for Si3N4

and CH targets. The only major difference is the maximum proton energy and the

hydrogen content in the target materials. CH’s chemical composition is roughly 60%

hydrogen and Si3N4 only has hydrogen containing impurities on its surface. The

maximum proton energy from the Si3N4 targets is about 2 MeV and does not change

with target thickness. Whether the target thickness is 50 or 500 nm the maximum

proton energy and divergence was measured to be the same.

Particle in cell simulations confirm two distinct acceleration stages for hydrogen

containing targets: first, a charge separation at the target front due to the laser’s

ponderomotive force, and second, the generated target normal sheath acceleration

(TNSA) mechanism. As discussed above, in order to take advantage of the two

stage acceleration mechanism, the target should be thin enough which allows the

front protons to reach the rear sheath and extract the most energy, but not too

thin because the front and rear charge separations will begin to merge consequently

weakening both sheaths. The front sheath is approximately the laser’s skin depth

δ =
√

(γ)c/wp (approximately 15-50 nm thick for γ=1-10) and the rear sheath is

generally quoted as the Debye length. Under ideal laser target conditions, meaning

no prepulse or target deformation, PIC simulations show the charge separations begin

to merge for targets ∼ 100 nm thick. For such thin targets the two charge separations

will merge for both H and non-hydrogen containing targets consequently weakening

the rear sheath for both.
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According to PIC simulations such ultrathin targets are capable of producing

energy higher than the observed 2 MeV. However, such thin targets are extremely

sensitive to any laser prepulses which cause both the front and rear surfaces to quickly

deform. 50 nm thick Si3N4 were the thinnest targets capable of producing protons

for the experimental conditions presented. The hydrodynamic code HYADES was

used to assess the plasma conditions the peak laser pulse interacted with. The

hydrodynamic simulation suggests the laser prepulse transforms thin targets into

near critical density plasma clouds dramatically changing the interaction conditions

and resulting in a lower maximum proton energy. The consequence of the rear surface

deformation was analyzed using both PIC simulations and analytical arguments.

Both showed the maximum proton energy can drop by 2 - 4 times depending on the

specific conditions.



CHAPTER VI

Relativistic Plasma Shutter for Ultra-intense

Laser Pulses

In the previous chapter proton generation experiments from solid targets were

discussed. Cross polarized wave generation (XPW) was implemented on the HER-

CULES laser system giving an ASE contrast ratio of 10−11, which was sufficient to

generate proton beams from 50 nm dielectric targets. However, the experimental

data along with simulations in the previous chapter showed the target was heavily

distorted due to the leading edge of laser pulse and suggest the contrast ratio needs

to be increased further.

In this chapter, a relativistic transmissive plasma shutter is proposed in order

to improve the laser contrast and allow for proton generation from a 30 TW laser

interaction with a 30 nm thick target. The relativistic plasma shutter consists of a

thin foil placed in front of the target so that the leading edge of the laser pulse fully

ionizes the foil. In order for the plasma shutter to be effective, the ablated foil must

expand such that the peak electron density is greater than the non-relativistic critical

density and less than the relativistic critical density. This plasma will transmit the

high intensity peak pulse while rejecting the low intensity pedestal resulting in a

significant increase in temporal contrast. When a clean, ultrahigh peak power laser

95
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interacts with a very thin target (< 70 nm) the laser’s ponderomotive force deforms

the plasma causing the protons to be predominately accelerated toward the laser

axis. The improved contrast is confirmed by measuring high energy protons at three

different angles from target rear with and without a plasma shutter. Hydrodynamic

and Particle-in-cell simulations (PIC) are used to explain the target deformation and

proton direction.

6.1 Experimental setup

The experiment was performed using the Hercules laser system. The target con-

sisted of two silicon nitride (Si3N4) foils of varying thickness (30 nm or 50 nm) sep-

arated by 20 µm. An f/2 off-axis parabolic mirror focused the 800 nm, p-polarized,

30 fs duration, laser pulse into a 3 µm FWHM focal spot diameter irradiating the

front edge of the rear foil at a 20o angle of incidence. The peak intensity was 4×1020

W/cm2 (ao = 0.85× 10−8 λ [µm] (I [W/cm2])1/2 = 13.6) and approximately 2× 1020

W/cm2 on the shutter. The laser system had a ∼ 10% shot-to-shot energy fluctu-

ation. The calculated Rayleigh range of the parabola is about 25 µm. The ASE

contrast, as measured by a third order autocorrelator, was 10−11, allowing for the

ASE intensity (109 W/cm2) to be below the damage threshold for dielectric targets.

However, the contrast measured from 30 ps to ∼ 1 ps before the laser peak begins to

degrade quickly from 10−11 to approximately 10−6. Strips of Mylar filters on top of

CR-39 track detectors were placed 10 cm behind the target to measure the maximum

proton energy. In a separate measurement, the proton spectrum was measured at

0o, 10o, and 20o (laser axis) to the normal using a 2.5 cm long, 0.45 T magnetic

spectrometer with a 120 µm diameter pinhole subtending 1.1 × 10−6 steradians.
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Figure 6.1: Schematic of the relativistic plasma shutter for ultra-intense laser pulses

6.2 Experimental results

6.2.1 Transmission

The thickness of the shutter was chosen based on experimental laser transmission

data. For example, if 0% of the laser light was transmitted from a 100 nm shutter,

than the target was still above the critical density when the peak pulse arrived. If a

100 nm shutter transmits ∼100% of the laser energy, then the target was below the

relativistic critical density allowing the laser to transmit through. The transmission

data was measured by placing targets of varying thickness 20 µm before the laser

focus. The laser light was captured using a parabolic mirror and the total transmitted

energy was measured. For thicknesses of 200 nm and above, approximately 0% of

the laser energy was transmitted, as shown in figure 6.3.

The transmission rises for 100 nm and 75 nm foils, were on average 6% and 40% of

the laser energy respectively. As Fig. 6.3 shows, 50 nm thick targets varied widely in

transmitted energy, ranging from ∼ 5% to 95% transmission due to laser shot-to-shot
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Figure 6.2: Raw laser transmission data imaged onto a CCD.

0 100 200 300 400 500
0

20

40

60

80

100

50

 

 

Pe
rc

en
t T

ra
ns

m
itt

an
ce

Target thickness [nm]

 Average Laser    
             Transmission

Figure 6.3: Percent transmission for Si3N4 foils of varying thickness placed 20 µm
before the laser focus.

energy fluctuations. However, 30 nm targets consistently transmitted 70% to 99% of

the laser energy, effectively removing between 1% and 30% of the laser’s front edge.

30 nm targets were used as a shutter throughout the experiment. The non-relativistic

critical density for 800 nm is nc = 1.72 × 1021 cm−3. For an ao = 13.6 and linearly

polarized laser light the time averaged gamma factor < γ >= (1 + a2
o/2)1/2 = 9.7,
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giving the relativistic critical density ncγ = 9.7nc = 1.66 × 1022 cm−3.

Because Si3N4 is a transparent dielectric, the ASE pedestal is below the dam-

age threshold and passes through the intact target. Consequently, the preplasma is

caused by the leading edge of the laser “foot.” According to hydrodynamic simula-

tions, a peak density between 3-7 ncr, which is between nγc and nc, is expected for a

0.5-1 mJ, 30 ps “foot” ablating a 30 nm Si3N4 target.

6.2.2 Proton spectrum

Figure 6.4 shows the proton spectrum measured at 0o, 10o, and 20o to the normal

for 50 nm Si3N4 targets with and without a 30 nm shutter. The proton spectrum

from the 50 nm Si3N4 target shows the highest energy protons are along the target

normal direction, and fewer low energy protons are accelerated along the laser axis.

The proton spectrum along the target normal axis shows a single temperature of 240

keV, fit using a Boltzmann distribution, f(E) ∼ exp(−E/Th), where E and Th are

the proton energy and temperature in MeV. Approximately 5×106 protons/MeV/str

were generated at 2.25 MeV. The proton temperatures along 10o and 20o are 250

keV and 80 keV respectively.

The data clearly shows that when the shutter is inserted, the highest energy

protons lie along the laser axis (20o) and exhibit a two temperature spectrum as

shown in Fig. 6.4(b). The higher energy protons, which consist of protons above

0.6 MeV, showed a 30% increase in temperature to 340 keV, while the low energy

protons show Tcold = 82 keV, similar to the 50 nm single target. The protons along

the target normal have decreased in energy to about 0.75 MeV and yield a much

lower proton temperature of 0.06 MeV. Although shot-to-shot variation may occur,

the proton spectra exhibit a clear trend. Due to the 30 nm shutter, the protons move
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away from the target normal direction toward the laser axis.

To further investigate this pulse cleaning technique, 30 nm targets were irradiated

with and without a shutter. Because of the laser prepulse no single 30 nm thick Si3N4

target generated any detectable protons. However, by inserting the plasma shutter,

1.8 MeV protons were observed. The maximum proton energy observed from 30 and

50 nm targets with and without a 30 nm shutter is shown in Fig. 6.5. The 50 nm

targets showed no significant increase in maximum proton energy by inserting the

plasma shutter because of laser energy losses due to propagation through the shutter.

Although the proton energy was similar the proton direction shifted toward the laser

axis. The next section describes features of the laser plasma interaction observed in

the experiment using hydro and PIC simulations.
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Figure 6.4: Proton beam energy spectrum from CR-39 detectors (a) without a 30
Si3N4 shutter and (b) with a 30 nm Si3N4 shutter placed in front of a
50 nm Si3N4 target. By inserting the shutter, the highest energy pro-
tons shift away from the target normal toward the laser axis which is
characteristic of a high contrast laser solid interaction.
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Figure 6.5: The four different cases with and without the 30 nm shutter in front of
50 nm and 30 nm targets. The bargraph shows that 30 nm targets alone
generate no protons. By inserting the 30 nm shutter the 1.8 MeV protons
are generated. The 50 nm targets does not benefit by inserting the 30
nm shutter and generates the same proton energy.

6.3 Hydrodynamic and PIC simulations

6.3.1 Hydrodynamic simulations

To understand this data it is convenient to separate the laser interaction into

two stages. First, the laser prepulse ionizes the shutter creating a cloud of low

density plasma expanding in front of the main interaction target. This is simulated

using the 1-dimensional hydrodynamics code HYADES [101] in order to characterize

the plasma conditions the high intensity peak pulse will experience. The second

stage, which is studied using 2-D PIC simulations, tracks the main pulse propagating

through the plasma shutter to characterize the laser pulse and then simulates the

interaction with the main target.

The hydrodynamic simulation in figure 5.9, in section 5.3 shows the electron

density in units of the non-relativistic nc for Si3N4 targets of varying thicknesses. In
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the simulations the targets were irradiated with an 800 nm, 1 mJ pulse ramping from

109 W/cm2 to 1015 W/cm2 over 30 ps, coming in at a 30 degree angle of incidence

as in chapter 5.
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Figure 6.6: HYADES simulation results of the laser prepulse irradiating a 30 nm
Si3N4 shutter placed 20µm in front of a 50 nm Si3N4 target. Insert shows
the laser pulse used in the simulations which ramps from 1×109 W/cm2

to 1 × 1015 W/cm2 over 30 ps.

In order to reproduce Fig. 6.3 using the Hyades simulation, the laser foot used

had between 1-3 mJ of energy. Based on these simulations it becomes clear that

50 nm targets is transformed into a ∼ 5 µm thick, ∼ 10nc peak density cloud of

plasma. When the peak laser arrives to interact with such conditions, the rear

surface cannot deform and the protons consequently are accelerated along the target

normal. To show that the integrity of the second target is maintained and not

affected by the expanding shutter, a 30 nm and 50 nm foil placed 20 µm apart was

also simulated using HYADES. As shown in Fig 6.6, after 30 ps, the 30 nm shutter

has been transformed into a relativistically underdense plasma, and the 50 nm foil

has started to heat up and expands from 50 nm to ∼ 70 nm with its peak electron
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density decreased approximately 20% from 940 nc (solid density = 3.44 g/cc) to 190

nc. From this simulation it is observed that the vacuum gap separating the two foils

is not breached by the expanding shutter and the second target is essentially intact.

6.3.2 2D PIC simulations

The PIC simulations were performed for two cases. First, the ideal case of the

laser pulse interacting with a 70 nm thick target to illustrate what is expected during

a clean interaction along with a simulation for a 3 nc, 10 µm thick, 200 nc density

target which represents the laser interaction with an expanded shutter. As shown in

the HYADES simulation, the rear 50 nm target expand from 50 nm to ∼ 70 nm due

to the front shutter heating and so 70 nm was simulated for completeness. Second,

the more realistic case, of the laser interacting with an expanded target due to the

laser prepulse. In this case, the target is assumed to have an electron density of 10

nc, which is above the relativistic critical density of the laser pulse, and 5 µm thick.

All the target conditions used in the PIC simulations were taken from the Hyades

simulations. As in chapter 5, the 2-D particle-in-cell simulations based on the code

REMP [102], and the acceleration of ions in high-intensity laser interaction with the

thin solid dense foils was studied by using a two-layer Silicon-hydrogen foil. The laser

pulse is introduced at the left boundary and propagates along the x-axis, from left

to right. The temporal and spatial profiles of the pulse are Gaussian. The following

laser parameters were used in simulations: laser power of 30 TW, pulse duration of

30 fs, spot size of 3 µm (FWHM).

Fig. 6.7 show the electron density at different times as the laser pulse propagates

though a 10 µm, 3 nc plasma cloud. This cloud represents the 30 nm shutter which

has expanded and decreased in peak density due to the laser prepulse. The plasma
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Figure 6.7: Results from 2D-PIC simulations. (a) and (b) show snapshots of the
electron density at 24 fs and 28 fs respectively as the laser pulse is prop-
agating through the 10 µm, 3 nc plasma shutter. This simulation shows
∼ 90% of the laser energy is transmitted through the shutter but the peak
intensity decreases by approximately 10 times due to laser divergence.

density shown in the x-y plane is for a normal incident laser pulse. In the first

snapshot Fig. 6.7(a) the laser enters from the left and a channel formation is seen

due to the expulsion of electrons along the propagation axis. Fig. 6.7(b) is the

electron density taken at a later time (t = 48 fs) when laser exits the low density

cloud before it is focused on the primary target. The simulations show the laser pulse

is guided and the peak intensity is maintained as it propagates through the 10µm

plasma cloud. Because of the large separation distance of 20 µm it was not possible

to simulate both the shutter and target together.

The following interaction scenario is observed for the 70 nm thick, 200 nc peak

density Si3N4 targets. As the peak intensity of the laser pulse enters the plasma,

the laser’s Gaussian spatial profile is imprinted upon the accelerated electrons which

quickly propagate through the thin target. The time evolution of the targets density

profile shows the laser ponderomotive force on the electrons accelerates them forward

creating a charge seperation which then accelerate the ions to approximately 0.5 MeV

per nucleon. The electrons being much lighter are accelerated immediately creating a
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Figure 6.8: PIC simulation results of a 30 TW laser irradiating a 70 nm, 200 nc, two-
layer Si-H target showing the laser’s Gaussian spatial profile imprinted
upon the electrons and ions at t = 102 fs.

charge separation on the order of the laser’s skin depth (∼8 nm). The ions/protons

are too heavy to respond quickly to the laser pulse, but show the imprint of the

laser’s spatial profile long after the laser has turned off. This consequence is observed

because the target is so thin and is not capable of dissipating the spatial information

before the target expands out. The Si ion density in Fig. 6.8 shows target deforming

with a structure matching that of the laser pulse for a 70 nm thick targets at 102 fs.

The electric field due to the charge separation of electrons and ions continues to

move as the protons acquire energy from the generated electrostatic sheath. However,

target deformation is observed only for sufficiently thin targets. Fig. 6.9, shows the

relative number of protons accelerated toward the laser axis direction as a function of

target thickness for a 300 off normal incident laser. As the target thickness decreases,

it becomes easier for the laser pressure to deform the rear surface which in turn directs

the protons toward the laser axis. For targets approximately 100 nm thick, 30 TW

lasers begin to easily deform the target thus shifting the protons toward the laser
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Figure 6.9: PIC simulation results showing the relative number of protons directed
toward the laser as axis as a function of target thickness. The simulations
were performed using a 30 TW laser incident at 300 off normal.

axis. As shown in the Fig. 6.9 the proton deflection angle quickly saturates because

the once the target rear surface matches the lasers spatial profile the thinner targets

will do the same.

The second case describes the single 50 nm Si3N4 target interaction which ex-

panded several microns due to the laser prepulse. After the target expands it is thick

enough to maintain the integrity of the targets rear surface. This causes the sheath

accelerated protons to be directed along the target normal direction. Fig. 6.10(a)

shows the proton deflection angle for 10 nc, 5 µm thick two-layer Silicon-hydrogen

target is along the target normal direction. 10 nc is above the relativistic critical

density for the laser intensity used in the experiments. The simulations show the

protons are accelerated normal to the targets rear surface because target deforma-

tion cannot happen for such thick targets which is consistent with the experimental

results. The protons accelerated from the 50 nm target alone are direction along the

target normal. Fig. 6.10(b) shows the maximum proton energy for such thick target
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conditions is approximately several MeV.
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Figure 6.10: PIC simulation results showing a 30 TW laser interaction with a 10nc,
5 µm thick two-layer Si-H target. (a) The proton acceleration angle
where 00 is normal to the target. And (b) the energy spectrum.

The experimental results suggest the plasma shutter did improve the laser con-

trast resulting in maximum proton energy of ∼2 MeV, which is consistent with

experiments performed with two plasma mirrors with similar power [104]. Also, the

proton energy was the same with and without the plasma shutter. In order to explain

this effect, a lineout of the transmitted laser pulse from the 30 nm shutter is shown

in Fig. 6.11.

Because the plasma density is below the relativistic critical density a large percent

of the laser energy exits the plasma shutter (∼ 90%), and the laser pulse profile does

not degrade as it propagates though the plasma due to self focusing. As a reference,

Fig. 6.11(a) shows the 30 TW laser pulse coming to a focus on the front side of the

3 nc, 10 µm thick plasma shutter before the laser interacts with the target. In the

absence of a target the electric field in the laser focus is a0=35. Fig. 6.11(c) shows

a ∼2 µm thick plasma channel formed by the laser pulse and gives a slightly higher

a0=36.87 indicating a small degree of self focusing and confirming the peak intensity
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Figure 6.11: PIC simulation results showing the high intensity laser temporal profile
before ((a),(b)-lineout) and after ((c),(d)-lineout) passing through the
10 µm 3 nc plasma shutter. After passing through the plasma cloud the
peak intensity laser has decreased by ∼10 times.

of the laser is maintained through the plasma shutter. However, Fig. 6.11(e) shows

the peak intensity of the laser decreased by a factor of 10, after propagating an
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additional 10 µm from the back of the plasma shutter, which is where the target was

placed. Assuming the same effect also takes place in the real experiment, and the

laser intensity decreased to ∼ 1019 W/cm2 this may explain why the 30 nm - 50 nm

double target resulted in protons with energy of 2 MeV. Its important to point out,

in the real experiment the target position can be optimized and placed closer to the

plasma shutter where the peak laser intensity is maintained.

6.4 Discussion/conclusions

After the insertion of the 30 nm shutter two important results were experimentally

observed. First, the proton beam’s direction shifted from the normal axis toward the

laser axis signifying target deformation due to the laser light pressure. In the target

normal sheath acceleration regime the protons are accelerated normal to the targets

rear surface. If the target experiences a deformation, due to the laser pulse, the

proton beam will replicate the structure always propagating normal the target’s rear

surface. As the PIC simulations showed, the laser pressure will deform a thin target,

but this can only happen if the contrast is sufficiently high. It was shown that the

peak intensity was maintained as the pulse propagated through a plasma cloud to

reach the primary target. However, immediately after exiting the plasma channel,

the laser pulse quickly diverged thus decreasing the peak intensity. Although the

total transmitted energy is ∼80%, the intensity dropped by an order of magnitude

to ∼1019 W/cm2. The second result was a 30 nm shutter in front of a 30 nm target

produced 1.8 MeV protons while no protons were detected for a 30 nm target alone.

The results of this chapter have important implications in understanding ultra-

high intensity interactions with ultrathin foils. Hydrodynamics simulations showed

that a 50 nm thick single target was converted to a near critical density plasma which
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expanded several microns in thickness before the main pulse arrived. The relativistic

plasma shutter technique is simple to implement and scaleable as the laser power is

increased. Use of this technique requires a detailed knowledge of the laser prepulse

parameters in order to optimize the laser contrast. Ultimately, one could “shape”

the profile of the plasma shutter to suit the needs of the experiment, for example

density tapering in the transverse direction to counter filamentation [105].



CHAPTER VII

Conclusions

7.1 Summary

This thesis presents the experimental data studying particle acceleration from

high intensity laser plasma interactions. The first set of experiments reports on the

production of quasi-monoenergetic electrons with energy up to 320 MeV with a 10

mrad angular divergence by focusing a 40 TW, 30 fs laser with an intensity of 1019

W/cm2 onto a supersonic He gas jet. The experiment demonstrates how the electron

beam energy scales as a function of plasma density. The electron beam energy is

shown to be controlled by changing the plasma density and ranges between 80 MeV

to 120 MeV for plasma densities between ne = 3.5×1019 to 2×1019 cm−3. 320 MeV

electrons were generated from a lower electron density ranging between ne = 1.5×1019

to 1.8 × 1019 cm−3. Finally, the quasi-monoenergeic electron beams with energy

between 100-150 MeV and charge of 0.5 nC were used to perform photonuclear

activation of C and Cu and photofission of natural uranium. The electron beams

generated by wakefield acceleration are been shown to be more effective in producing

high energy γ-rays (tens of MeV) which lie within the giant dipole resonance energy

than compared to previous experiments. By using quasi-monoenergetic electrons the

radioisotope production rates increases by one to two orders of magnitude per Joule

111
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of laser energy.

The second group of experiments investigated laser driven proton acceleration

from submicron targets using high intensity (4×1020 W/cm2), high contrast (10−11)

laser pulses. This contrast level was achieved by implementing XPW at the front

end of the Hercules laser system. The maximum proton energy generated from

ultra-thin targets has been shown to depend on the hydrogen content of the target

material and not on the targets thickness up to several microns. The two stages of

acceleration observed in PIC simulations was experimentally distinguished through

target selection. It was observed that the maximum proton energy for hydrogen

containing targets such as Mylar and CH was two times higher than for non-hydrogen

containing targets such as Si3N4. For thin hydrogen containing targets the protons

are accelerated first by charge separation created by the pondermotive potential,

propagate through the target body and receive additional acceleration due to the

rear sheath, whereas Si3N4 only receives TNSA thus yielding lower proton energy.

Hydrodynamic simulations confirmed that thin targets are easily deformed by the

foot of the laser pulses creating drastically different target conditions than expected.

HYADES simulations showed for the parameters of the Hercules pulse shape a 50

nm target creates a 5 µm plasma cloud with a peak electron density of ∼ 10 nc with

a large ion density gradient at the rear surface resulting in a weak field rear sheath,

thus dropping the proton energy to ∼2 MeV.

Finally, a relativistic plasma shutter technique was proposed and tested to further

increase the laser contrast. The shutter consists of a thin solid placed 20 µm before

the target. As leading edge of the laser fully ionizes the foil it will expands into

an underdense plasma allowing for the peak pulse to propagate through it. In the

described experiment this technique was used to suppress the picosecond laser pre-
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pulse thus creating a sharp interface for proton acceleration, however the technique

could be to any experiment of interest. PIC simulation show that a high intensity

(> 1020 W/cm2), ideal laser pulse strongly deforms a thin target (< 70 nm) causing

the accelerated protons to shift away from the target normal and towards the laser

axis. This characteristic effect was observed when the shutter was inserted before

a 50 nm target. The protons accelerated from the 50 nm target alone propagated

toward the target normal direction indicating rear surface target deformation did

not take place. This effect was confirmed when 30 nm target with a 30 nm shutter

produced 1.8 MeV protons, but when irradiated alone, didn’t produce any detectable

proton signal.

In prospect, the characteristics and capabilities of laser particle accelerators are

encouraging. They are often compared to the large scale conventional accelerators

which have been in development for over 60 years. In 50 years from now, it is

foreseeable that small scale laser accelerators will play a significant role in both

scientific research and practical applications.

7.2 Future Research

7.2.1 Electron acceleration and capillary discharge

Experiments on electron acceleration presented in this thesis showed electrons

with energies greater than 300 MeV can be produced by focusing a 40 TW laser onto

a supersonic He gas jet. Future experiments will attempt to increase the electron

beam stability, energy, and charge. In order to generate electron beams with better

stability and higher energy, one must decrease the plasma density and increase the

interaction length allowing electrons to be accelerated over a longer distance. This

can be done by using a gas filled [106, 107] or ablative capillary discharge [108] to
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guide the high intensity laser pulse. Recently, Leemans et al. [109] demonstrated

electron beams accelerated to 1 GeV using a 40 TW peak power laser and 3.3 cm

gas-filled capillary discharge waveguide. By decreasing the input laser intensity,

nonlinear effects such as wavebreaking and filamentation can be reduced, allowing for

the production of a stable wakefield structure. The combination of a stable wakefield

within a capillary tube, along with an external injection of electrons, could generate

stable, high energy, quasi-monoenergetic energy spread, high charge electrons beams.

There are many possible applications for such electron beams. One of particular

importance to homeland security is using the electron beam to generate γ-rays for

photonuclear resonance excitation of explosive or radioactive materials. Currently,

security concerns regarding the contents of airport luggage, among other things, are

increasing the demand for inspection technology. X-ray screening only allows the

shape of objects to be observed, and is limited in penetration depth due to the low

X-ray energy. If the explosive material is molded into common shapes, such as toys,

they will not be detected with conventional X-ray security screening.

Nuclear based detection methods, such as nuclear resonance fluorescence (NRF)

imaging, have the ability to detect explosives and radioactive material by identifying

their elemental composition. All nuclei have unique characteristic energy states, most

of which are found below 7 MeV. When in an excited energy state, the nucleus will

subsequently decay by the emission of photons in all directions with a signal specific

to the nuclear isotope. Therefore, by using a γ-ray beam with a continuous energy

distribution, photons at all energies will be present, ensuring excitation. This will

provide an immediate and complete identification of the isotopes in the sample.

There are two necessary parameters for this detection system to be effective.

First, a highly collimated, large number of γ-rays are needed in order to increase the
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number of nuclear excitation events. NRF resonances have very high cross-sections

ranging from 1 - 500 barns [66], which correspond to a ∼5% - 99% probability of

a scattering event. Uranium, for example, has a very high probability of nuclear

excitation. If one assumes ∼ 1010 incident γ-rays upon a sample, and a natural

linewidth of approximately 30 meV, the result will be ∼ 102 resonance fluorescence

photons radiating in 4π steradian. Assuming a 3 × 3 cm2 area high resolution

germanium detector placed 1 m away, one would detect about ∼ 10−2 photons,

about five orders of magnitude too low. The second necessary parameter is that the

γ-ray beam has a high repetition rate. If a γ-ray beam with a 3 mm diameter is

incident upon a 1 square foot briefcase for example, it would take approximately 2000

shots to scan the entire area. Currently, laser accelerated electrons can be produced

at approximately 10 Hz, resulting in a ∼3 minute scan time.

In summary, laser wakefield accelerated electron beams can be enhanced in energy,

charge, and stability by using a capillary waveguide along with an external electron

injection into the wakefield. One possible application of such electron beams is their

use in nuclear resonance fluorescence production to identify potentially hazardous

materials.

7.2.2 Protons acceleration to therapeutic energies (130 MeV)

As discussed in this thesis the dominate mechanism involving proton accelera-

tion from intense laser-solid interactions was the target normal sheath acceleration

(TNSA) mechanism. Proton acceleration from micron thick foil targets is a result of

the large, hundreds of GV/m electrostatic fields produced from the charge separation

of the hot electrons and ions. The ponderomotive force of such ultrahigh intensities

push the electrons forward with relativistic velocities (∼MeV) while the heavier ions
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remain relatively stationary, creating a charge separation which accelerates the ions

out of the target.

When a high contrast, high power laser pulse (> 500 TW) interacts with a sub-

micron solid target it ionizes the target in less than one optical period thus main-

taining the integrity of the overdense plasma. For sufficiently thin targets the lasers

ponderomotive force expels the electrons from the target with a transverse dimension

on the order of the laser spot size resulting in a net positive charge region. If the

energy of the laser accelerated electrons is large enough to overcome the Coulomb

attraction of the positive ion region, than the electrons will not return resulting in

ion acceleration in the “Coulomb exposition” regime. In terms of the dimension-

less electromagnetic vector potential a0 = 0.85(I [W/cm2] λ2[µm] 10−18)1/2 in order

to expel all the electrons and achieve the Coulomb explosion regime the following

condition must be satisfied

a0 > π2Ne

nc

l

λ
(7.1)

where Ne is the electron density, nc is the plasma critical density, c is the speed of

light, l is the foil thickness, and λ is the laser wavelength.

2D PIC simulations are used to study the acceleration of ions in high-intensity

laser interaction with the thin solid dense foils is studied by using an ultra-thin

two-layer aluminum-hydrogen foil. The aluminum and hydrogen layers are char-

acterized by their thickness LAl, LH and the transverse size DAl, DH correspond-

ingly. The transverse size of the Al layer is DAl=10λ, and of the hydrogen layer is

DH=3λ. The proton energy spectrum from the interaction of a 500 TW laser pulse

focused (f/D=1.5, focal spot 1.2 λ, FWHM) onto a thin double-layer foil (LAl=0.2λ,

LH=0.05λ) illustrates a sharp maximum around 130 MeV with energy spread of
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Figure 7.1: The protons energy spectrum from a PIC simulation of a 500 TW laser
pulse interacting with a double-layer target demonstrating a proton en-
ergy peak above 100 MeV

∆E/E ≈ 5% (Fig. 7.1). The simulations show that the heavy ions are accelerated

along the laser direction and, due to their repulsive field, inject a thin layer of protons

into the laser pulse for direct laser acceleration. The 130 MeV monoenergetic nature

of the generated proton beam demonstrates double layer targets are advantageous

for proton therapy in the direct Coulomb explosion regime.

In summary, ultrahigh-intensity lasers (1022 W/cm2) offer a unique condition to

conduct particle acceleration; however high peak power lasers (TW-PW) have tempo-

ral prepulses above the material damage threshold. 2D PIC simulations have shown

that such high-intensity, high contrast, short-pulse lasers are capable of accelerating

proton beams to quasi-monoenergetic energies above 100 MeV.
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