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ABSTRACT

To enhance thermal comfort and Indoor Air Quall&@) by using least amount of energy is a
challenge for building ventilation system. One a@asto this challenge Sventilation strategi€'s
which are characterized by the placement of thaiterl configurations and the control schemes
such as supply temperature and velocity. Mixing MJdisplacement (DV), and newly
introduced impinging jet (IJV) system, are the &ae options for a common ventilated room.
Past studies show that IJV performs impressivelytlyis system is still lacking of studies in
many aspects. For the practitioners to use thigesysimpinging jet characteristics, terminal
configurations, operation method such as Variabtevdlume (VAV) and Constant-Air-Volume
(CAV), and space volume, are four objectives thasinbe answered with the first priority. In the
process of completing these objectives, this diggen has maximized the use of Computational
Fluid Dynamics (CFD) by not only for visualizingethflow but also for developing a new
ventilation index called CFD ventilation performasc This index is unique for CFD and
impossible to be obtained from full scale experim&ecommended by the standards such as
ASHRAE RP-1133, full scale experiment was ratherdulr validating the CFD results such as
predictive models of an impinging jet. After implenting this newly developed index, well-
known indices such as ventilation effectiveness &MV-PPD (Predicted-Mean-Vote and
Predicted-Percentage-of-Dissatisfaction) with eglatentilation theories, parameters to make 13V
provided the better IAQ and consumed less energy the results. With high ventilation
effectiveness at least 1.1, IJV still can be swggplivith normal velocity and typical cool
temperature which is not possible for DV, whileadigantages are stratification discomfort and
draft near supply terminals. Given the confirmednpising results of a case study classroom,
there are many architectural applications posddniémplementing 1JV. Laboratories, passenger
terminals, operating, tunnels, atrium, etc, argatid candidates that come with different settings
and requirements. The configurations of I3V in ¢happlications combining with many unknown
impacts from furniture lay-out, people movemerdngient simulation, etc, raises the demands of

not only IJV future studies but also improving #vanced research tools such as CFD.
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CHAPTER 1
INTRODUCTION TO HVAC VENTILATION STRATEGIES

Ventilation is a mandatory tool for enhancing ocis’ well-being. Acceptable thermal
comfort and Indoor Air Quality (IAQ) are also arsestial part of it. Ventilation affects
room temperature, relative humidity (RH), Mean Radli Temperature (MRT), and
velocity; all of which are critical thermal comfdidctors [1]. Unlike the latter variables
though, clothing, and activities of occupants ds® additional factors which cannot be
controlled by ventilation. In order to quantify theal comfort with all of these variables,
a complex numerical process must be undertakenrddwdt of this numerical process is
a thermal comfort indicator called by many practigrs, a 'Predicted Mean Vote' and a
'Predicted Percentage of Dissatisfaction' (PMV-PPD)contrast to thermal comfort
variables which can be sensed by human perceptid®, variables are usually
undetectable. Numerous indoor air pollutants, idiclg organic and inorganic gases,
infectious microorganisms, biological agents, andhiological particles and fibers can
severely damage short and long-term human hedlthn2he worst case, the symptoms
can develop into Sick Building Syndrome (SBS) whichty reduce productivity and may
even cause death [3]. To overcome this problem,ynvamtilation techniques such as
source removal, air filtration, air tightness, viatiton air exchange, ventilation strategies,
HVAC system design, and others are available togate the consequences of various
pollutant species [2, 3]. One example is that di@ne infectious agents whidan be
effectively controlled by using engineering techugg such as filtration, ventilation air

exchange, disinfection procedures and pressureat¢y.

To assure acceptable thermal comfort and IAQ, theradion of a ventilation system

sometimes uses energy. The rate of energy consampigpends on the means of
ventilation whether it be natural or mechanicaltudal ventilation tends to be preferable
since it requires no energy. Thus, many practit®mensider it as a part of sustainable

design. The promotion of natural ventilation inldurgs is still controversial because it is



highly dependent on outdoor conditions. Control nmantherefore be precise. Room
temperature, humidity, and wind velocity can flitiwith outdoor climatic variation. In
addition, when outdoor climate is poor, occupany iine impacted by pollutants, odors,

particles, and noise.

To avoid these effects, mechanical ventilation lhaynecessary. Mechanical ventilation
can control room temperature and IAQ more precibglyeating, cooling, humidifying,
dehumidifying, filtering, and distributing the catidned air throughout the building [4].
With all these capabilities, the mechanical vehtla is mainly referred to as the
Heating, Ventilating, and Air Conditioning (HVACYystem. The filtration system which
minimizes particles before distributing outdoor tirthe occupied space is unique to the
HVAC system and is not available in natural vetitla. When air is distributed through
ductwork, the windows can be sealed from outdoat dad noise. This allows the room

acoustics and IAQ to be controlled and even impdove

These unique capabilities come with the major demkbof energy consumption for
operating the HVAC system. The 2006 annual enesgiew reveals that within the total
annual energy usage of the United States, about E5%sed by industrial and
commercial sectors. Out of this 55%, 18% is usedHBHAC systems [5]. Many HVAC
technologies have been developed for reducing gnesgge. One of them, called the
economizer, takes in outdoor air when outdoor diovth are appropriate (13-3 or 55-
65°F). When such a device is operated, it can effeltiteduce energy consumed by the
heating and cooling system. Nowadays, for humanfadnand because of a global
energy shortage and global warming issues, thelg@awent of more energy efficient
HVAC technologies which provide better thermal corhfand cleaner indoor air are
major challenges for both researchers and prastitaround the world.

In order to have both acceptable thermal comfodt I&Q with less energy use, research
on ventilation and other techniques has been cdadlxry many organizations around the
world. The oldest and most referenced organizasadhe American Society of Heating,
Refrigerating, and Air Conditioning Engineers (ASMR. The most important role of
ASHRAE is not just to study ventilation, but alsoprovide the guidelines and standards

for proper ventilation uses. ASHRAE Standard 58sed where thermal comfort in any



given space is concerned [6], while ASHRAE Stand&ds used for assuring acceptable
IAQ [7]. For energy conservation, ASHRAE standa@dc®vers not only the ventilation
system, but also the building envelope, lightingtesn, appliance load, etc. All the above
mentioned standards include the design methodsiabkes, and thresholds for
guaranteeing Indoor Environment Quality (IEQ). Natly have many states and
countries adopted these standards as a code tdimguventilation design, but also those
in the sustainability movement. One example is Tleadership in Energy and
Environmental Design (LEED) which already implenezhtthese standards in their
scoring criteria [8]. In order to meet these stated international standards, this
dissertation uses not only the previously mentiotteee standards, but also other
important standards such as ISO 7730 and ASHRABRER: Similar to the ASHRAE
Standard 55, ISO 7730 discusses the thermal canifattit also provides additional
details such as thermal comfort class [9]. Unlike previously mentioned standards,
ASHRAE RP-1133 is used mainly for simulation valida and verification and
particularly for Computational Fluid Dynamics (CF[P].

Past studies show that ventilation strategy mightobe of the solutions to improve
thermal comfort, IAQ, and energy HVAC conservatidn 11]. Ventilation strategy
includes the placement of supplies/returns and teeiperature, velocity, humidity, and
pollutant concentration. In this dissertation, Yeatilation strategy called Impinging Jet
Ventilation (IJV) and other available strategiesevamvestigated and compared. Here in
the first chapter, each available ventilation satis introduced first and then it is
followed by a brief description. Thereafter, thgemtives and methods are systematically
presented which led to the outcomes. The contobhuthade by each is presented at the
end of this chapter.

INTRODUCTION TO VENTILATION STRATEGIES

Organizations and practitioners have grouped \aditil strategies by their
characteristics and applications [1, 125HRAE Handbook of Fundamentals 2005
has suggested four ventilation strategies: Mixingt&n, Displacement Ventilation,
Unidirectional Airflow Ventilation (ceiling to floo and wall-wall), Under Floor Air
Distribution and Task/Ambient Conditionirig]. In the book,Ventilation of Buildings



by Awbi which is referenced by many practitioneventilation strategies have been
categorized differently [13]. Instead of four védation strategies, Awbi suggested five
ventilation strategies: Mixing Jet Ventilation (MJ\M.ocal Exhaust Ventilation (LEV),
Piston Ventilation, Displacement Ventilation (D\gnd Impinging Jet Ventilation (1JV)
[13]. The conceptual diagrams of these strategresshown inFigure 1. In these
diagrams, blue and red arrows similarly indicate thupply air stream and the
return/exhaust air stream, respectively. Diffenegttilation strategies make the patterns
of these streamlines vary and likewise as to theiformances. To understand how each
ventilation strategy performs and is operated, five descriptions of ventilation

strategies proposed by Awbi can be found as follows

Mixing Jet Ventilation (MJV) Local Exhaust Ventilation (LEV)  Piston Ventilation

A

Displacement Ventilation (DV) Impinging Jet Ventilation (1JV)
Figure 1 Conceptual diagrams of five ventilatioratggies

Mixing Jet Ventilation (MJV) , called the Mixing System by ASHRAE 2005, has
been the most common choice for most practitiorsgnse the HVAC was first
introduced. MJV fully utilizes turbulent flow by pplying high momentum jet into
the space. Thus, the temperature and concentratienusually assumed to be
homogeneous or well-mixed, while stratificatiorelgninated. In a well-mixed room,
heating and cooling is fast and effective, buthatsame time, the IAQ is sometimes
questionable. Past studies suggest that the vitileffectivenessof other strategies
where stratification is utilized were higher [7].néh MJV is applied, another concern

! See Equation 7 and Equation 8 in Chapter 2



is that noise might come from the vibrating difftss€lo avoid this advantage, strong
supply and return velocity must be matched with fttiéfusers and grills

recommended by manufacturers in order to satigfydom acoustic criteria.

Local Exhaust Ventilation (LEV) was invented to compensate for the weakness of
MJV by capturing the pollutants right above the rses and not allowing the
pollutants to be mixed freely. LEV does not rely thie supply but rather uses the
capturing device; that is, an exhaust vent. Thisaest vent is operated effectively
when placed right above and close to the pollutsmiirces. Because of this
configuration, LEV is commonly used in industrigipdications where the location of
pollutant sources must be known and specific. heoapplications, LEV might be
inappropriate because the source locations ardixeat and the exhaust vent might

not be visibly appealing for many designers.

Piston Ventilation, called Unidirectional Airflow Ventilation by ASHRAE
fundamentals 2005, supplies clean air from theingeibr wall with extremely low
velocity and avoids the mixing process. To obtdia same flow rate, the supply
terminal size must be large in order to push tHeifamts in one direction-either from
ceiling to floor or from wall to wall. Overall thtAQ is better than with MJV if
monitoring adjacent to or right below or next te supply [14]. As mentioned in the
ASHRAE fundamental 2005, this system replaces MiYhe applications like clean
rooms and operating rooms because it has highgitateon [15]. Similar to the MJV,

a weakness of Piston Ventilation is that no adwgata obtained from stratification.

Displacement Ventilation (DV) categorized as thdJnderfloor System by
ASHRAE fundamentals 2005, was first introducedhia fiate 1970’s. The principle of
this system is to supply low momentum air (slightboler than room temperature)
from the bottom of the room (either wall or flo@md vent the warm and polluted air
out near ceiling. Sometimes the supply terminaésimaregrated with the furniture to
provide Task and Ambient Ventilation which allows the user to adjust the heating
and cooling personally. The unique feature of DMhis utilization of stratification
that comes from avoiding direct mixing of the suggland room air. As a result, the

IAQ, as compared to MJV, is improved because \atidih effectiveness goes higher



than one, particularly under cooling scenarios Af].additional benefit of low supply
velocity comes from the ease of acoustic controwland warm supply velocity
though make heating less efficient [12]. Nowadd)¥, is being investigated as an
engineering technique to minimize the presencemfirenmental Tobacco Smoke.
Yet there is not solid evidence that DV can remEdy problems [16]. Past studies
also showed high levels of pollutants in both mixiand displacement ventilated
rooms [17]. For every ventilation strategy, ETS llhe most complex pollutant
distribution patterns because of the countless murabpollutants from ETS sources

and the occupants’ smoking behavior and movemeijt [1

Impinging Jet Ventilation (IJV), introduced in the late 1990’s, is claimed to have
advantages from both MJV and DV [19]. In theory Bupply terminal of 13V faces
towards the floor at the appropriate height andréiarn is placed near the ceiling
like the DV. When activated, the high momentum ks the floor drastically
decreasing its velocity. Séegure 2. The undisturbed room air allows stratification
to effectively occur. Like DV, this characterisiiccreases ventilation effectiveness
and promotes better IAQ [13]. An advantage over &)¢tem can be found when
using 13V under heating scenarios where low supplgcity is not suitable. Mid to
high supply velocity as used with 13V can prevearw air from rising too quickly.
Rather the warm air is mixed with the room air apgens with the mixing system.
Because of these advantages, an IJV system called Qdeen® is being
manufactured by Fresh AB Company and has alreadn bestalled in many
buildings in Sweden [20].

=
-

Figure 2 Gas tracer test of IJV system [21]
VENTILATION STRATEGY CHARACTERISTICS

After introducing available ventilation strategiele characteristics of each ventilation
strategy based on results from past studies aoeisiied here. Previously, three factors



were mentioned which determine how effective vatith strategies are. These three

factors, 1AQ, thermal comfort, and energy consuomptwill now be explored.

For IAQ, the concentration profile along the roormaight as showrFigure 3 can
represent the performance of each ventilation egsat The IAQ performance can be
judged by the pollutant concentration level in tireathing zorfe Supplying from the
ceiling, MJV might have a high pollutant conceritratlevel in the breathing zone
leading to a poor I1AQ. By placing the capturing idevabove the pollutant sources, LEV
can significantly remedy the excessive pollutianthis system, high concentration can
only be found if monitoring near the exhaust. Amstimethod to solve poor IAQ of MJV
is to push the air in one direction and avoid tivea mixing of the fresh air and the
contaminated air. With this technique, Piston Matitn, high concentrations increase
towards the return or exhaust. To further impro&@ | ventilation strategies must utilize
stratification as in systems like DV and IJV. Imasfication, fresh air enters on floor
level and warm and polluted air is exhausted atcwigng. This results in measurably
much lower pollutant concentrations in the breataone. Improvements in IAQ using
DV, 13V, or other strategies are thus realized. éstudies and actual implementations of

these systems by researchers and practitionerglwidg can be expected to increase.

MJV LEV Piston DV, WV

_

13 \

-

Concentration Concentration ‘ Concentration Concentration I
Figure 3 Conceptual concentration profiles aloregrtom height generated by different
ventilation systems [13]

Besides IAQ, a thermal comfort comparison betwegVMV, and 1JV made by Awbi,

Room Height
Room Height
Room Height

Distance from supply to exhaust

et al., [21] shows that local temperature, veloety air distribution are different. DV
and IJV have lower air temperature near the float both have high velocity near the
supplies. SeelTable 1 In 2003, they further investigated just the DVdalV in

classroom applications (s€eggure 5 andFigure 6) and found that the PMV-PPD of both

2 ASHRAE 62-2004 defines breathing zone as the regiithin an occupied space between planes 3 and
72 in. (75 and 1800 mm) above the floor and moentR ft (600 mm) from the walls or fixed air
conditioning equipment.



systems is on average equal. A range of 5-25% almgoom height and the higher PPD
near the floor was found in IJV system as plottadFigure 8. Similar to the
concentration profile, the air temperature of bsttiategies gradually increases from floor
to ceiling level about € or 5.4F (SeeFigure 7). Humidity control relies on the HVAC
coil temperature which must be less than or eqoall®C (55F) to effectively
dehumidify excessive moisture. In DV where a wauppsy temperature of 28 or 65F

is recommended [1], the humidity control might beolpematic if the same coll
temperature is assumed. To overcome this problevices such as Reheat Coil and
Power Induction Unit (PIU) which allow dry heatlle added to the cool supply air, are
options. Overall, ventilation strategies can impghetrmal comfort. In order to avoid the
thermal discomfort, knowledge or guidelines for g@p implementation of any
ventilation strategy must be available to praatiics.

Supply Temperature Velocity Air distribution Noise
type Summer Winter Summer Winter Summer Winter
MJIV Uniform Uniform with High in some As the Acceptable Acceptable Some
lower flow occupied zones | summer case noise
rate
DV Somewhat Like summer | Somewhat high | As the Acceptable Not so good | Silent
lower near but lower near supply but | summer case | everywhere close to
floor and temperature very low over window
supply difference the floor
terminal vertically
1JV Somewhat As summer Somewhat high | As the good Not so good | Silent
lower near but lower near supply summer case close to
floor and temperature terminal but window
supply difference very low over
terminal vertically the floor

Table 1 Summary of ventilation strategies compari@2]

As a cost for achieving thermal comfort and IAQ,nwation through the HVAC
demands energy. In the HVAC system, energy is usgdboth to distribute the
conditioned air by fan and by controlling the sypi@mperature of the HVAC refrigerant
or water loop. Flow rate reduction of any ventdatistrategy can decrease the fan energy
demand. This reduction is possible if designerg sie fan properly. Otherwise, any
given HVAC system must have a special device cadlédariable Flow Drive (VFD)
which can adjust the flow rate and consume onlyetiergy which is needed. Unlike fan
energy, the relationship between supply temperaack energy consumption is not as
straightforward. In the most optimized scenaridgeig thermal zones served by the same
Air Handling Unit (AHU) require the same supply teemature for proper
dehumidification which is typically P& or 55F. Theoretically speaking, this supply air



does not require additional treatments such asatitge cooling, or mixing and, thus, no
extra energy is needed. However, some ventilati@aiegies such as DV have a specific
supply temperature range which is aroundCl®r 65F. When placing or renovating
some particular zone served by an existing AHU wlikee supply temperature is°C3or
55°F to DV, either Reheat Coil (S&égure 4) or a Power Induction Unit, which is a box
with a small fan for mixing room and supply air, needed to increase the supply
temperature. These processes require extra enadggdalitional HVAC costs. Based on
these characteristics, the ventilation strategned tninimize flow rate while supplied

with typically cool air temperature significantlydrease energy conservation.

Evaporative or
Exhaust Desiccant Humidiﬁer
[}

Air Heat
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Figure 4 Supply temperature control with single Asj$tem

Instead of directly reducing the flow rate or maining the suitable supply temperature,
there is another way to reduce the HVAC energy aeinReducing the fresh air intake
can substantially reduce the energy used by HVAGwvéVer, fresh air intake must be
adequate for occupants for the achievement of appa@ble IAQ as suggested by the
ASHRAE Standard 62 [7]. The reduction of fresh@n be made if the room IAQ is
guaranteed to be within the threshold suggestedhisy standard. The use of proper
ventilation strategy allows this to be possiblefidi#nt ventilation strategy tends to
demand less fresh air, while unfavorable ventifatstrategy tends to need more. The
benefit of fresh air reduction depends on the catadimate because it only reduces the
energy demand when the outdoor condition is ingpyate for free cooling or heating. A

more detailed discussion of this topic can be foun@hapter 2.
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Figure 7 Temperature gradient along the room haghtV and DV (left) [21]
Figure 8 PPD along the room height of 13V and Dightt) [21]

RESEARCH STRATEGIES

To study ventilation strategies and their impactsderstanding of available research
strategies or tools is essential. Out of all thesfige tools, a full-scale experiment and a
Computational Fluid Dynamics (CFD) simulation haaen selected to be used in this
dissertation. A full-scale experiment is familiarrmost practitioners, but the numbers of
sensors are limited and airflow visualization ig possible. CFD provides an almost
limitless number of sensors so that allow airfleabe visualizedFigure 9 is an example
of CFD capability in visualizing airflow using thechnique called isosurface. Isosurface
is the hypothetical surface constructed by conngctine same air temperature. To plot
the isosurface requires large numbers of data poiumich, in a full-scale experiment,

they are usually inadequate in number.

3 Special thanks to Prof. Karimipanah and Prof. Afebithese images and results
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Figure 9 Isosurfaces generated by CFD simulation

A major disadvantage of CFD is that its validitygisestioned by many practitioners. The
previous study conducted by the author is one gtéovalidate CFD simulation and the
results show that the appropriate CFD setting dar galid results. The normalized
temperature profifegenerated by CFD corresponds to the concentratiofiie captured
from Laser Induced Fluorescence (LIF) [23]. $eégure 10. This study concluded that
accurate CFD results come from correct CFD inpuampeters which stem from either
full-scale or scale experiments. LIF technique bagn commonly used in research
related to both fluid mechanics and architectundloav. Cotel, et al., used PIV and LIF
to study the effect of jet impinging on stratifiedterfaces [24], while Brecht
demonstrated the use of LIF in architectural awflo a trajectory air jet in a livestock
building [25].

|1 1cc T 0

oo 01 02 03 04 05 06 07 08 089 41n 0.0 0.1 —0.2 0.3 0.45 05 06 07 08 098 1.0

Figure 10 Comparison of LIF and CFD results

Besides the validity issue, another limitation of[Cis the great time required for
computing the results. Large numbers of grids aadsient state simulation consumes a
huge amount of computational power and time. Soloe problems might not be
possible to be solved by using CFD because theptntédke more than a 100 years with

* Calculated byEquation 32
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the current super computer capability [26]. Whenirfg these types of problems, the full-
scale or scale experiment is the best alternalivéuilding ventilation, monitoring the
flow by using full-scale techniques such as senggas tracers, etc. has been common
among practitioners for decades. In this caseydhidity and computational limit are not
the concern. One example of applying a full-scatanitoring technique is seen at the
main terminal of the Kansai International Airport dapan [27]. In this study, flow

sensors were placed around the main terminal tatorahe building in real time.

CFD, scale, and full-scale experiment are not thly @vailable techniques to study
airflow. The Schlieren technique, which allows @sép visualize full-scale air flow
caused by the thermal properties of air, is a gexample of such an alternative. The
detailed mechanism of this technique can be foumdthe book, Schlieren &
Shadowgraph Techniquesby Settles [28]. In contrast to gas tracing, thehli®ren
technique is capable of revealing the plume fromt lseurces, including those of human
beings.Figure 11 shows that the thermal plume from a human bodguiscessfully
formed in a displacement ventilated room (left),ilesithe plume does not exist in a
mixing ventilated room (right) [29, 30]. This resdiemonstrates not only the use of the

Schlieren and Shadowgraph techniques but also romhfithe success of utilizing

stratification of DV over MJV.

& Pt

i

Figure 11 Airflow patterns captured by Schliered éihadowgraph-fechniques [29, 30]

A full detailed discussion of all research stragsgiised in this dissertation can be found
in Chapter 2; while the validity of CFD simulation for 1JV cdre found inChapter 3.

RESEARCH OBJECTIVES

As discussed earlier, past studies demonstrateg¢ adrantages and potential of the IJV

system, but there are still many variables in nefethvestigation in order to maximize
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the performances and avoid the disadvantages ®f{fstem. Ahead of many variables,
impinging jet characteristics, terminal configuoati the Variable Air Volume (VAV),

and Constant Air Volume (CAV) operations of HVAC®tems, and space volumes are
the first priority of study in this dissertatiom kddition to these variables, there are
multiple variables such as the pollutant type amchiion, floor characteristics, actual
real-time performances, etc, which have yet to rbeestigated. Undeniably, they are
important and are deserving of future study. Theabées chosen for this dissertation are
directly related to architectural and HVAC applioas which the practitioners need to
know prior to apply IJV. Based on these variablesr objectives have been formulated
and their variables and sequences are showfigare 12 Brief descriptions of each

objective are following.

Indices
Explore or propose =) - Methods Ventilation Effectiveness
methods/indices Ventilation requirement "cep ventilation indices
PMV-PPD
1 Jet Characteristics _
Velocity Centerline, Research Strategies
Obi #1 Compare IJV with Temperature Centerline, CFEi,tE:‘zlilt::eale’
J existing literature Spraading Angle
l Loz Terminal Configurations HVAC
116 W/im2 Base, Velocity, Tilted, VAV
, [JV terminal Distribution, height, Location
Obj #2 Configurations ==
l 160 W/m?2
1:;%‘;:‘; Ventilation Strategies HVAC
Obj #3 Ventilation strategies 9 W/m? e
in VAV and CAV S
160 W/m?2

116 Wm2  Space Volumes (IJV) HVAC
: IJV performances in 47 Wim? Small, Mid, Large VAV
SR different space sizes pundiY) LG

Figure 12 Diagram of dissertation objectives

In the first objective, impinging jet behavior i8 be investigated using both full-scale
and CFD simulations. Temperature and velocity aoaitared at different locations and
distances in order to formulate the predictive nidisot only is the CFD validated by

the full-scale data, but it also shows that preaxtérs can use predictive models to predict
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the jet behavior when CFD or full-scale is not &alae. For further discussion see
Chapter 3.

The second objective is to investigate the termouwlfigurations of the IJV system.
Nozzle velocity profiles, heights, locations, vetgc tilted angles, air distribution
patterns, are all variables to be studied by u&hgarametric cases. For comparing each
option, ventilation indices include ventilation etfiveness, PMV-PPD, and a new

indicator called CFD ventilation performances. 8etils inChapter 4.

In the third objective, HVAC operations with botlAV and CAV are to be tested against
three ventilation strategies, MJV, DV, and 1JV. idgvalidated CFD parameters obtained
from Chapter 3, these ventilation strategies are to be studieddasainly on CFD
where some unique scenarios like intense solaatiadi occur. Ranging from very high
cooling and heating load, parametric CFD simulaioh64 cases are tested against many
ventilation indices. The results show the advardaged disadvantages of each

ventilation system under specific scenarios. Seal#tails inChapter 5 andChapter 6.

Finally, the fourth objective aims to investigalte impact of space volumes. Similar to
the previous objective, important ventilation ireBcare used to evaluate IJV systems in
three different space volumes-small, medium, angelaAlong with these variables and
the additional four cooling load scenarios where WAV system is applied, at least 24

CFD parametric cases are required. The resulfgrasented itChapter 7.
OUTCOMES AND CONTRIBUTIONS

Upon completion of these four objectives, one owmieoof this dissertation is the
establishment ofappropriate parameters of 1JV for architectural and HVAC
applications. These parameters include appropriate supply teahpe, velocity, and
operated cooling load in order to maximize energgservation, thermal comfort, and
IAQ. A detailed discussion can be found @hapter 8 where these parameters are
applied to the actual case study classroom. Thesdts have been published by the
author in a peer-reviewed article in "The JourrdaGoeenbuilding” [31] and have been
presented at two majors conferences, the EPIC EX)&nd the IAQVEC 2007 [33, 34].
By contributing to a multi-disciplinary approachtime field of building ventilation, these

IJV parameters may be used by architects, enginaats designers who may have an
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important role in designing many architectural &gilons such as classrooms,
laboratories, atrium, commercial spaces, museuttsQae successful example of an 1V
system can be seen in a casino as showrkigare 13 When stratification occurs, a
pollutant from the human respiratory system,,C8uccessfully floats up toward the

ceiling and clean air is maintained in the breajtdone.

Figure 13 t successful IJV system in casino hall

Unlike the previous case, if the ventilation systesn not designed or operated
appropriately, there are many consequences. A canpoom, Angell Hall at the
University of Michigan, is an example of a mixingntilated room which shows these
negative effects. Monitored results shown Rigure 14 reveal air temperature and
velocity along the room height. Excessive draftceeding the 10% threshold was found
at the mentoring location. Not only can a mixingtdated room be drafty as a result, but
also an impinging ventilated room that was not prbpdesigned can exhibit the same

consequences.
45 4.5 45
4 4 4 —— Draft PD (%)
. ——Velocity (m/s)
35 1 Temperature (C) 35 35
3 3 3
€25 | £ 251 Eas
@ 2 T 2 2 5
I I I
15 15 15
1 1 1
0.5 0.5 0.5
0 0 0

210 215 220 225 230 000 025 050 0.75 1.00 0 10 20 30 40 5C

Temperature (C) Velocity (m/s) Draft PD (%)
Figure 14 Measured flow data at Angel Hall, Univgref Michigan

Generated by CFD simulatioRigure 15 shows a draft profile of an 1JV system at head

height of the large space size. When the supplycitylis too strong, 1JV can also create

® See calculation in Chapter 2.
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drafty conditions as indicated by the magenta-hggitéd area where draft PD exceeds
10%. Further discussion can be foundGhapters 3-5 With this draft, air velocity
throughout the room is intensively strong. Undegsth circumstances, stratification, as
shown inFigure 13, occurs with great difficulty, and thus the IAQght be not as high
as expected. This result shows how ventilationciesliin this case, draft and IAQ, are

linked to another.

oy v .

]
]
i We
|
]

- P %

47 Wisq.m. 116 W/sq.m. 160 W/sq.m.

133 ¢4 56 71 89 pu

PD (%) caused by draft | || [
Figure 15 Color coded CFD data of draft PD plo#ed.8m height

Further studies of the 1JV system are necessaryraydprovide solutions to some of the
most difficult problems in ventilation design, ndyn&nvironmental Tobacco Smoke
[16]. ASHRAE suggests that the outright banningmioking from the space is the only
way to prevent second-hand smoke and even staedgideering ventilation techniques
are not accepted as an effective solution [16]. fEselts from this dissertation show that
the IJV potentially improves IAQ more effectivelyain the conventional dilution system.
Many ventilation techniques, such as ventilationteraisolation, zoning, and
pressurization can enhance the 13V performancesserlpotentials should be investigated
and the outcomes might be used to resolve or mm@n&TS or other hazardous
pollutants in the future. ETS is an example of aineenely hazardous space, but the 1JV
might also find a place in any space where impm\hre IAQ in general is important.
Currently, such spaces with 1IJV systems are rar&d3#\, but there are examples of
various applications which use the 13V in Europartipularly in Sweden. At the very
least, this dissertation is a first attempt to poterthe use of this system in the USA with
the hope that this dissertation will initiate sesliand research about this system in the

future.
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CHAPTER 2
RESEARCH STRATEGIES AND VENTILATION RELATED THEORIE S

Related theories and research strategies are iamport order for readers to understand
this dissertation. In the first half of this chaptthe topic to be discussed is a detailed
description of the research strategies used. Insdwnd half, not only were related

theories from past studies summarized and intratjungt also new theories and indices.
RESEARCH STRATEGIES

As mentioned in this first chapter, full-scale esipent and CFD simulation are the two
main research strategies used mainly in this dessem. The research tool most
commonly applied by HVAC practitioners is the fomnthe full-scale experiment. In a
full-scale experiment, many types of sensors, sisc@onstant Temperature Anemometer
(CTA), thermocouples, C{B5ensors, and others, are placed in the space tplesdnhe
environmental parameters [35]. Since the measurtsriake place on-site and in real-
time, the collected data are widely considered @écabceptably valid. On the negative
side, a full-scale experiment can be very costindack-up units or sensors must be built
and purchased. Because of these extra costs, thieemwf sensors as well as the number
of data points is limited. One sample of the budgsiie can be found in the study at the
Kansai International Airport. In this study, thegj@tiive is to monitor the air temperature
of the terminal atrium to improve the HVAC contrsirategies [27]. To fulfill this
objective, the researchers have to wait until thi&ling is finished before conducting the
full-scale experiment on-site. If the researchexd proposed to study the building prior
to its completion, a mock-up would have been needwtithus, it would have been too
costly. These weaknesses can be resolved using shRblation because it does not
require an actual space. Only a high performancepater is needed to perform CFD
simulation from the beginning to the end and, thinse and costs can be minimized. The
CFD simulation process starts from a typical 3D glahd then it must be transformed

to a CFD model by the process of meshing which enlate an adequate number of

17



nodes and elements for the further simulation m®cdafter inputting and solving the
flow problem by computer, each node/element in @€D model consists of flow
parameters such as temperature, velocity, humiegl, density, etc... Then, these data
can be plotted in various formats such as colotaanformat which allows the flow to
be easily visualized. Once practitioners intuitveisualize the flow, it might help them

to have better understanding or ultimately reaehstiiutions of their airflow problems.

Currently, HVAC practices and studies increasinglly on CFD. Because it has been
used by many practitioners, CFD simulation methad been accepted as a significant
ventilation tool and added in ASHRAE fundamentd82 Chapter 34 [1]. Despite many
advantages of CFD discussed previously, limitatiand the validity of CFD is still
frequently questioned by many practitioners. Tuebtliflow behavior and the smallest
eddies are obstacles that CFD still can not oveecand accurately predict. The behavior
of full turbulent spectrum is not completely undecsl and is still under investigation.
For instance, the Navier-Stokes equations embedded CFD algorithm can be
simplified by using turbulent viscosity§ such as in the k-model [13, 36]. Using this
assumption, CFD might predict results that diffesni the actual flow because the
turbulent mixing differs from mixing relying on paidiffusivity where viscosity plays an
important role. Not only is this assumption impetfan CFD, but it also has limitations
on its spatial resolution. CFD requires large @usbf nodes and elements to be able to
predict accurate airflow behavior. In theory, tcedict the behavior of the smallest
eddies, the total CFD nodes/elements must be st é&pial to the Reynold numBeo
the power of three (Rp[26]. As a function of length, scale and velocitlje Re of a
large object with a very high velocity may be vémngh and thus the number of CFD
nodes estimated by Rmay also be extremely large. With an extremelgdaset of CFD
nodes, even the current state-of-the-art compuaterstll not handle this complexity with
an economic computational time. This forces thesus®e optimize or reduce the size of
CFD model, but the consequence of this reductiokes&FD limited to the small scale

of turbulent flow.

® See calculation in Equation 28
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To compensate for some of these weaknesses, thes@iidard, ASHRAE RP-1133,
requires a full-scale experiment to be performadvididating the CFD results. In order
for this dissertation to comply with this standaad;iVAC-IEQ laboratory was specially
built for the supporting activities which neededfudl-scale experiment. A set of
instruments such as an Indoor Flow measuremente®@ygtFS) and infrared (IR)
thermography were employed to record the monitaigtbw variables. In the following

sections, these techniques and equipment will berted in detail.

Indoor flow measurement system

Among many tools for a full-scale experiment tha available in the market, the tool to
be used in this dissertation must comply with dpecariteria which enable both
temperature and velocity of the unknown directidi@l to be measured. Among many
candidates, the Indoor Flow System-200 (IFS-200)Daytecdynamics satisfies these
criteria the best. The diagram of how this systantfions and the actual setup are shown
in Figure 16. Hardware and software are the two key componeitkis system. Four
omni-transducers, a CTA module, a connector boxjoge shield cable, a Data
Acquisition Card (DAQ), and computer are the handhat are required for operating
IFS-200 software [37]. The monitoring process bgginth signals from a probe (omni-
transducers) which link to a CTA module. Then, @A module converts the electrical
signal, prepares the data, and reduces noise be@rding the filtered signals to a
connector box. The data from a connector box, wbahsupport up to 16 CTA modules,
is processed and sent to the DAQ. After that, déjpgnon the speed and sampling rate,
the DAQ sends the data to the attached comput&200 software installed in that

computer interprets and translates the data int@dable format.

G

Cable

@-:D-‘ PC
o |
Power Adaptor Connector Box

Figure 16 Diagram of IFS-200 system and the acetip [38]
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IFS-200 and other indoor monitoring systems fumctjpite similarly, except that IFS-

200 is more convenient. The testing procedure ssgded to minimize errors that occur
when actual monitoring takes place. Unfortunatetymatter how superior the system is;
two types of error are unavoidable. One error issed by sensor limitation, but which
can be minimized by using high-quality and accursémsors. Accepted by many
standards such as ASHRAE and ISO, omni-transdwrersised in this study having a
temperature error of 0’6 and a velocity error of 0.03 m/s, and are thiexjadte enough

for indoor flow measurement. Another type of en®rexperimental error which stems
from the experimental procedures themselves, lie glacement of sensors and their
orientation and the unsteadiness of lab instrumestts.. To minimize this error, three
repeated measurements are taken under the samgiagmavith each measurement
lasting 20 seconds. After testingable 2 shows that the experimental error of velocity
measurement is large compared to other errorseXperimental error of temperature is
small relative to sensor error, while the experitakarror of velocity is almost half that

of sensor error.

Variables Sensor error Average exp. erro Max exrmr Min exp. error
Temperature (C) 0% 0.020°C 0.035°C 0.001°C
Velocity (m/s) 0.03 (0-6m/s) 0.015 m/s 0.043 m/s 003.m/s

Table 2 Monitoring system error summary

To avoid these errors, understanding of both harelwand software of full-scale
monitoring systems is also helpful. In the follogisection, only the detailed descriptions
of operating and calibrating the software are presg For the readers who wish to know
more about IFS-200, full detailed descriptions atle hardware component are provided
in APPENDIX A.

IFS-200 Software

Created by Dantecdynamics, IFS-200 software wagyuoed to specifically measure

indoor airflow [38]. The screen-captured imageshid software are shown Figure 17.
Figure 17 (mid) shows the real-time gauge of temperature egldcity which are
converted from the electrical voltage usiffgdder polynomial coefficients as shown in
Figure 17 (right). These coefficients can be used to adjusttemperature and velocity
ranges that should match the ranges of the expetifiable 3 shows the coefficients for

plugging in the polynomial function as presented Bquation 1. Based on the
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requirements of this dissertation, these coeffisiamere set to allow the temperature
range from 0-4%C and velocity up to 0-6 m/s with errors preseritedable 2 Once
these coefficients are set, users can adjust tt@rdieg period, number of recording
cycles, and pausing period (for the next recoraipgle). For instance, users can obtain
data of 30 second (recording period) or hourly §ay period) intervals for 24 hours
(recording cycles). In this software, the specigtfire for calculating local thermal

comfort indicators such as draft and turbulentnsity is also available.

Calibration canstants

Transducer # =
Ell =

WVELOCITY) TEMPERATURE)
IFOl § 2.628536E 3 10/ 5 1.492519€ 1
IF1| 3 £.FO542F 2 11| -5.477305F 1
FA 31617892 I12|24.262077E+1
F3 §-5.442225E-3 T3] 5-2.740397E 1
F4 § 25621573 |T4| 5 1.026361E+1
- = g 1 [FE| 52551 SETE-4 |T5] 5 -1.613832€ +0

5 = g GE ELIh:
558 00 Dentes Cynamica 5 Cancel
e s aess e v oo DANTEC == E==1
3600 by (AN COIGNT VR @ DYNAMICS

Figure 17 IFS-200 software cover (left), real-tigarige (mid), calibration page (right)

U=C,+CE"+C,E*+C,E*+C,E" +C,E® Equation 1

Where U = Velocity (m/s)
C = Coefficient
E = Electrical voltage

Coefficients Velocity (0-6 m/s) Temperature (0-45C)
Co +2.688598E-3 +4.492619E+1
C, +1.785040E-1 -5.477305E+1
C, +1.181528E-1 +4.282077E+1
Cs -1.074034E-1 -2.740397E+1
Cy +1.574443E-1 +1.026861E+1
Cs -4.168007E-2 -1.619883E+0

Table 3 Polynomial coefficients of both velocitydatemperature for IFS-200 software

HVAC-IEQ laboratory

IFS-200 is the stand-alone system intended forunsker the controlled conditions of the
HVAC-IEQ laboratory. This laboratory was speciatlgnstructed for supporting these
ventilation strategy studies with support fromirchitectural Engineering and
Construction (AEC) and Utilities & Plant Engineering (UPE) at the University of
Michigan. The term, Indoor Environment Quality (IE@efers to areas relating to human

well-being such as thermal comfort and IAQ whichyrba impacted by changing HVAC
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scenarios. In order to test different HVAC scergrithe HVAC equipment in this
laboratory is designed as shown in the HVAC sysiieagram ofFigure 17.

_____________ COOLING  HEATINC SUPFLY
: : COLL COIL EAN

- ITEMS SIOH I DL SEED
EOXES ARE OPTIOHAL
COMPONENTS

Figure 18 Diagram of HVAC system in HVAC-IEQ labtoey

VAV box 4 ‘

1JV tube

AHU

Figure 19 HVAC-IEQ Laboratory
This HVAC system consists of one Air Handling UGAHU) with a maximum supply
flow rate of 9,600 ft per minute (cfm) which can be reduced by adjustirg Variable
Flow Drive (VFD) [39]. To deliver the controlled gply temperature, a fan driven by the
VFD blows the air through the cooling and heating which is supplied by water from
chillers and boilers. Then, supplied air flows thgh the main duct and then is split into
two supply terminals. Each terminal is connectedht® Variable Air Volume (VAV)
boxes (sed-igure 19 which allows users to control the flow rate indegently. The
control of VAV boxes is available for both manualdaautomatic modes. Automatic
control allows each VAV to reduce or increase tbhe/frate according to the temperature
sensed by its thermostat. While manual controlval@isers to override the thermostat
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operation and directly assign the flow rate forre®&V box. After the air is supplied,
mixed, and reaches the balanced temperature, ttedmpom air is then returned directly
to the AHU, where a series of dampers controlsrét® of room air to the fresh air
intake. Then, again, the air is blown through tha, fwhere the process begins and
continues to run as long as the system is activéethe following section, the detailed
mechanisms and capabilities of the HVAC-IEQ labamatare discussed, including the
cooling load, supply temperature, flow rate and BA&gtrols.

Cooling load control

The HVAC system operates by balancing heat and taiaing the controlled
temperature. To balance the heat, a device thargiss a heating or cooling load is
required. Purposely selected for this task, a hzeebheater generates heat from the coil
which is supplied with steam or hot water. The &ditheat is controlled by a valve that,
in turn, adjusts the flow rate of the steam andhef hot water, so that users can freely
adjust the amount of cooling load. To have theilflidity of cooling load control, this

control mechanism must be independent of the m&AEisystem.

Supply temperature control

One of many important features of the HVAC-IEQ lediory is the supply temperature
control. There the supply temperature can be chedoby different techniques
depending on climatic variations. Four modes ofpbpipemperature control are available
and commonly used by the HVAC system as showkigare 20 [40]. When the outdoor
air temperature is less than°C3(55°F), the system utilizes both heating coils andHres
air intake to alter the supply temperature. Operawith mode 1 can be used when the
outdoor air is very cold by almost completely chasithe damper so that there is only
minimal fresh air intake. When warmer supply aineeded, the system will increase the
flow rate of steam in the heating coil. With thisesation mode, the Michigan winter
where the outside air temperature is typically efeeezing (6C or 32F) presents a
major problem. Cold outside air can be drawn im® $ystem too quickly, causing the
coils and other instruments to freeze. To proteetHVAC components, the AHU fan is
programmed to shut down and the fresh air dampeloged automatically. If the space
demands cooling, and the outdoor air is already, dd not below freezing, the system

can be operated under mode 2. Here the heating \@khut down, and the damper can
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be adjusted for the fresh air intake accordindieodooling demand. This operation mode

is very desirable because the cooling costs nothing

A Mode 1 Mode 2 Mode 3 Mode 4
_— 100 ......... i
B“Q \\ I
= Heating Caoling
| e Mixing Box Coil Valve
20 Coil Valve N
A : Dampers
g ‘\\
g _ ’
= %
&) \

o

i B

Figure 20 Typical operating modes of an AHU [40].
When the outdoor air temperature rises aboV€ 135F), the cold water from chiller is
needed as a cooling source. Mode 3 will be useldeifoutdoor air temperature is less
than the room temperature. Within this range, tiesh air damper is fully open, and
when more cooling is needed, more chilled watek lvéldrawn through the valve into the
cooling coil to match the supply temperature (Usus3°C (55°F)) as needed. The system
will be switched to mode 4 if the outdoor air isrmer than the room temperature. In this
mode, the fresh air damper will be moved to theimirm position, and only allow the
amount of fresh air required for the minimum veattdn which satisfies 1AQ criteria.
The cooling source is coming solely from chilledtevalf the cooling demand increases,
the cooling coil valve will be opened wider for igler flow rate of chilled water.

Flow rate control

Flow rate control is also as important as the teatpee control, and it can be controlled
in two steps. The primary step is to control iedity by VFD, while the secondary step
is to control the flow rate from the VAV box. Ingbry, VFD can alter the flow rate from
0-9,600 cfm. But due to the static pressure, cdlimgoby means of this device might be
difficult for the low flow rate range. Static press is usually caused by friction from
ductworks and HVAC components, and it must be awee by the air pressure
generated by a fan [41]. When the system is opgsdkely with VFD, flow rate coming
out of both terminals is equal. In this case, usenge no means to adjust the flow rate
independently. This limitation can be overcome k&g VAV boxes which allowing

occupants to use their damper to control the flate reffectively and individually. To
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obtain the desired flow rate, it is important ftretusers to synchronize supply air

pressure from the VFD and the damper position o¥/\bbxes.

BAS control

Both supply temperature, flow rate, and other patans of the HVAC-IEQ laboratory

are controlled by a Building Automation System (BASing software called Insight by

Siemens [42]. This software is capable of coningllihe HVAC system through control

points and sensors not only for the HVAC-IEQ lalborg but also for the entire The

University of Michigan campus. The applicationstbis software are not just for this

study, but they can be used for the actual buildiogtrol and maintenance. Once the
HVAC-IEQ is connected to the BAS system, it candoatrolled through the internet

where users remotely control HVAC parameters suElswgpply temperature, supply
velocity, room temperature, set point, etc... Thexibility and the software features

allow users to create control schemes which maldir theed. One example of a
customized control scheme created by the authardotrolling the 1JV system is shown

in Figure 21
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Figure 21 Control scheme of 1JV system in HVAC-IE&Qoratory
using INSIGHT, BAS software, by SIEMENS

Infrared Thermography Techniques
A major weakness of full-scale experiments is flisualization. In order to compensate

for this weakness, advanced visualization techrsiqaee possible alternatives. The
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Particle Imaginary Velocemetry (PIV) and Laser loeld Fluorescence (LIF) are some
examples commonly used to visualize flow in flui@ahanics studies [23, 43, 44]. The
LIF is also used for the study of building venid&t One example is the ventilation of
the livestock building by Van Brecht, et al.. andc@n, et al.., who applied the LIF
technique to study the trajectory of an air jet@wing from the ventilation system [25,
45]. However, due to their cost and complexity, tise of these visualization techniques

is still limited to building ventilation practices.

Compared to the previously mentioned techniquestntbl infrared thermography is
even costlier, but much simpler. This technique b@sn successfully used in military
and crime surveillance for many years and is begmto be popular in building sciences
studies. This technique is helpful increasing boddenergy conservation because it
detects leakage in a building due to poor desighcamstruction. Since the camera 'sees’
infrared, the infrared radiation from an objectcmrelated to its surface temperature.
This is then very useful for studying heat transierventilated spaces. Especially
customized for building research, FLIR ThermaCAMbE4 the infrared camera used in
this dissertation (as shown kigure 22) [46]. This model has a detectable temperature
range of -28C to 200C and thermal sensitivity of QC at 25C. This range and
sensitivity capture the heat transfer at a resmhutif 160x120 pixels which can then be
saved in universal formats such as JPEG. This irfageat can be viewed by any typical
software. But when using the specialized softwdireermaCAM quick view, users can
adjust the temperature range and process with somple statistical analysis of a
captured image [47]. After the processing by tiffvgare, an image of the impinging jet
temperature profile as shown Kigure 23 is a good example of the result that this

camera can produce.

78.0°F

7z.0

Figure 22 FLIR ThermaCAM EA45 (left)
Figure 23 Impinging jet temperature usthgrmal infrared thermography (right)
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Computational Fluid Dynamics (CFD)

Differing from the full-scale techniques descriqgeviously, CFD simulation is another
method to study architectural airflow. For this bggiion, many types of software
including FLUENT, FLOWVENT, ANSYS CFX, etc..., aravailable. Based on the
Navier-stokes equation, the calculation platforrhthese software are likely similar, but
unique features and user interfaces make eactcylartisoftware unique. Distinguished
by its excellent data visualization feature, ANSE¥EX can also handle any complex
geometry such as irregular shape objects. Userssicanlate a complex architectural
space and then see the flow cross-section, disptaperature isosurface, animate the air
stream, and export the filtered data easily. THestures allow for a more advanced
understanding of building airflow for both archite@nd engineers. Thermal analysis
using a temperature profile is a good example a¥ K&F-D data can be visualized and
provides information for the design decision-makpmgcess. An example of this analysis
is the natural ventilation of a solar chimney at¢ fichigan Solar House (MiSO) as
shown inFigure 24 by Navvab and Varodompun [48]. Besides thermalyaig CFD
simulation is also used in other applications, sashwind load studies and pedestrian
comfort. Figure 25 shows an example of the air pressure profile orbthikeling skins of

buildings in Las Vegas generated by CFD simulaf#).
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Figure 24 Temperature profiles of Michigan Solause (left) [48]
Figure 25 Effect of wind pressure on buildings aslVegas (Stripes) (right) [49]

CFD capabilities described previously require usesgertise. The CFD simulation

process and parameters are important basics whilchendiscussed as following.

CED simulation process
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To perform CFD simulation, single CFD software @& alone adequate. A series of other
software utilities must also be appliegdigure 26 shows a list of selected software
including AutoCAD, 3DsMAX, ANSYS ICEM, and ANSYS G& which are used to
perform 2D drawing, 3D modeling, meshing, and CRiutating, respectively. The
process first begins with creating the 3D represtér of studied space using AutoCAD
and 3DsMAX [50, 51]. The result, a 3D model, isrtheansferred to ANSYS ICEM
where a raw 3D geometry is meshed [$2¢ure 27 is an example of a meshed geometry
or CFD model containing a large number of CFD nodeportant for the CFD
computation process. Then, the CFD model is traresfeo ANSYS CFX, a CFD-based
program, which has three sub-software utilitiesststing of ANSYS CFX Pre, Solver,
and Post [36]. Once the CFD model is in CFX Prayilt allow users to set up both
necessary airflow components including boundarydtamns such as INLET, OUTLET,
WALL, OPENING, etc.., and scenario conditions sashinitial condition, airflow speed,
and solver models. The specified CFD model can beetransferred and solved by CFX
Solver where the CFD result file is produced. A¢ #nd of the CFD simulation process,
the results of the CFD simulation can be transtete CFX Post, allowing users to
visualize the data, export the data, and creatarimation. In brief, this summarizes the
procedure for CFD simulation. More detailed infotima is found in the ANSYS CFX

users’ manudl36, 52].

LutoC A0, SDENLEX

¥
ANSYS ICEM

L 4
Pre

Solwet

Fost

AMNSYS CFX

Figure 26 CFD simulation pipeline (left)
Figure 27 Example of CFD model in different resmlns (right)

CED simulation parameters
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In the CFD simulation process, many CFD paramedegsinvolved. These parameters,
the CFD code, computational method, time integrheme, turbulent model, and scheme
for the advection term, are sensitive and impeeator CFD accuracy. With increasing
CFD usage, the accuracy of CFD analysis is the evonof many organizations. In
Europe, the International Energy Agency [53] prastica report called, "Energy
Conservation within Buildings and Communities SgsteProgramme”. Annex 20 of this
report discusses the CFD model and accuracy. Arffatterns within a building were
evaluated to compare 20 CFD simulations with aatu@surement using the tested cell
[53, 54]. The tested cell is a simple room witbomplex supply diffuser which enabled
the research team to independently model or setdah®lex supply diffuser in various
desired ways. Upon comparing the results, the @xeetal data and the CFD results
varied widely among the research groups. As a tiesmnex 20 concludes that CFD
must be carefully set up for each specific applcabf five technical parameters: the
turbulent model, the modeling of the characteristipply jet, boundary conditions, grid
size and number, and the numerical procedure.driftBA, a CFD simulation guideline
is also proposed by ASHRAE in ASHRAE RP-1133. Chen,al.. who wrote this
standard, also makes the same recommendation WBOEER parameters must be
systematically reported [10]. The author of thissertation has also used these
parameters to validate the IJV using full-scaleegkpent data in a previous publication
[31], as well as in the present publication.

In Table 4, the recommended format of Yoshei, et al.. [5Bhves the CFD parameters
used in this dissertation. The first parametehes€FD code which can be any software
available on the market. Then, the second paraneet@rcomputational method which
can be either steady state or transient statemA imntegral scheme, which is the number
of iterations in the CFD solving process, is thedttparameter. Generally, 40 to 100
iterations is enough for converging the steadyessatulation [36]. The fourth parameter
is the turbulent model. Turbulent models are thannwalculation platform in CFD
simulation [56, 57]. Turbulent models including kRenormalized Group &{RNG k<),
k-Q, Large Eddy Simulation (LES), Direct Numerical Siation (DNS), etc.., are
different in numerical method, time consumptionsule resolutions, and suitable

applications. Details of each turbulent model agecdbed inindoor Air Engineering
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[11] by Zhang. More details of the numerical practs each model are presented in the
user manual of each CFD software including ANSYSXCRB6]. Lastly, the fifth
parameter is the scheme for the advection termlwiica method of computational
resolutions available for high resolution and upWischemes. High resolution may
provide more accurate results, but it is time-comsg. On the other hand, upwind loses

some accuracy to the reduction in computationad tim

CFD code ANSYS CFX 5.7-10.0
Computational method ardJnstructured grid (Tetra + prism layer
time integral scheme Steady state (60 iterations)

Turbulent model RNG k-or k-Q

Scheme for advection term Upwind

Table 4 CFD parameters used in this dissertation
VENTILATION RELATED THEORIES

Research strategies must be utilized based onigakttteories. In ventilation studies, the
body of knowledge is immense and impossible to fesgnted all in this section. After
reviewing past studies, only five related theohase been selected to be discussed here:
the ventilation requirement, ventilation critenantilation control using CFD simulation,

and flow dimensionless parameters.

Ventilation Requirement

The first step in using both full-scale and CFD dasimulated ventilated room is to study
the concept of the ventilation requirement. ThetiNe&tion requirement is the minimum
flow rate required to maintain an acceptable thoislof thermal comfort and IAQ in a
room. Depending on the desired thermal comfort 1&gl the ventilation requirement is
then used to calculate the necessary room temperdtumidity level, and COlevel.
Once the ventilation requirement has been detexnihe flow rate of supply air must be
equal to the highest requirement [11, 49]. The ephof ventilation requirement is based
on the assumption that the supply air parametapgplg temperature, humidity, velocity,
and pollutant concentration, are usually bettenttteose of the room where the heat,
water vapor, and heat sources are located. Irtyetile ventilation rate of the maintained
temperature, water vapor, and £® not exactly equal, but usually the control @dm

temperature is given top priority. People feel corable only in a narrow range of air
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temperature, but a greater range of humidity and €& be tolerated. An example of
determining the minimum flow rate from the supply temperature can be seen in
Figure 28 Each dotted line represents the ventilation meguents of temperature,
humidity level, and carbon dioxid&he solid line represents the minimum ventilation
rate needed to be supplied. When cool air temperagti supplied, the flow rate to
maintain appropriate room temperature can be exetow. If supplying with the flow
rate, the room level of COmight exceed the threshold. To reduce,G@® within the
threshold limit, the C@level must be used to calculate and then pickea asnimum
ventilation rate (see red circle) instead of usemgperature. When this situation happens,
thermal comfort in the room is unsatisfactory beeauhe cool air is forced to
continuously supply as long as €@emains high. The situation can be reversed when
the supply temperature is warm. The flow rate nmbestincreased to meet the thermal
demand first (see red circle). At this point, thewf rate is automatically higher than the
demand from both water vapor and £QOhis situation might make temperature,
humidity and CQ level met the expected criteria, but the energessary for ventilation

in this high thermal demand state can be excesS$ive.ideal circumstance is when all
demands are equal (green circle) and when all @arvenmtilated with the lowest
ventilation rate. The following sections show hosacle variable controls the ventilation
requirement numerically.

4

Sensible heat Qrmax
balance

= .,;: Air conditioning
4
) s = needed
Moisture balance *. [, ..~

Required ,
ventilation .~ Dehumidification

s
“  needed

Ventilation rate

Air cleaning
needed

Supply air temperature
Figure 28 Minimum requirement of three ventilatwriteria [11]

Thermal ventilation requirement

"This problem typically occurs when applying the VAystem.
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The room air temperature {Tis the most used variable for controlling the tilation
rate or flow rate (Q) based dquation 2. In this equation, other variables that change
room temperature include supply air temperaturg §fid the cooling or heating Idad
(9), which is the amount of heat in the space. Ehjgation represents how the HVAC is
being controlled using these variables. Constamt\&ilume (CAV) and Variable Air
Volume (VAV) are the available methods of contit@RV is operated by changing the
supply temperature, but maintaining the constaow ftate; while VAV is operated by
changing the flow rate, but maintaining the constupply temperature. More detailed
discussion of these control strategies can be foun€hapter 5 and 6, ASHRAE
Fundamental 2005 or other related literatures [#,14 58].

Q= q
k(T, - T) Equation 2
Where Q = flow rate (CFM, itsec)
q = total cooling load (Btu/h, W)
Ta = room temperature (F, C)
Ts = supplied temperature (F, C)
k =1.08 in IP system1,227 in Sl system

Humidity ventilation requirement

Like the thermal one, humidity control is based tbe same principle as shown in
Equation 3. The room humidity level (yy depends on supply humidity level Jwflow
rate (Q), and total vapor load (YWwhich is mostly generated by humans and by
infiltration [11]. Once the humidity level is comied, it is usually converted to the

format of Relative Humidity (RH) using the psychretmc chart [59].

Q _ WpVS .
= (W, —w,) Equation 3
Where Q = flow rate (CFH, 1s)
W, = total vapor emission rate (lbs/h, kg/s)
Wy = room air humidity level (kgpo/kQary air)
Ws = supplied air humidity level (kgho/kQdry air)
Vo = supplied air specific volume (cu.ft/Ibs>kg)

Pollution ventilation requirement

8Details on the load calculations are found in mEMAC handbooks such @8sSHRAE Fundamentals
®Calculation can be found 'SHRAE Handbook of Fundamentals 2005
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Once the temperature and humidity level is satisfiee last factor to be met is the IAQ,
which concerns various types of pollutants from ynanurces. To study all pollutant
spices might be impossible. The most common paltudad the one most strictly to be
controlled is CQ@ Since it is not filterable, it must be reducedatpwing more fresh air
into the room. The minimum ventilation rate to redundoor CQ from ASHRAE 2004-
62 depends on the activities and density of theipacts [13] and can be calculated by
usingEquation 4. The room level of C®O(C,) is calculated from the CQroncentration
of supply air (@), flow rate (Q), and the total GGM,), according to the number of
occupants and their activities (THP). Sequation 5. In addition to this equation, an
alternative method of calculation of @@roduction is possible usingigure 29. For
instance, a seated occupant (1 MET) generatesa€@.25 liters/min. [15]. By replacing
CO;, with a different pollutantEquation 4 can still be applied to calculate an adequate

ventilation rate for that type of pollutant.

OXYGEN CONSUMPTION, CO; PRODUCTION, LIMIN

Figure 29 Q@ demand and C{production
of different occupants’ activities [15]

PHYSICAL ACTIVITY, MET UNITS

In some cases, the G@oncentration can be described in PPM-V units, parts per
million of CO, volume in air volume. When this unit is appli&égjuation 5 is then used
to calculate the ventilation rate [11] and the lewill be the same as iBquation 4.

M, Equation 4
Q=—""-—
(Ca - Cs)

M _ v Equation 5

Q= L x10° q
(Ca— ppmv Cs— ppmv)

v - THP Equation 6

Pre 2460(
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Where Q = flow rate (CFH, {ts)
M, = total CQ emission rate (Ibs/h, kg/s)
G, =room air CQ level (Ibs/cu.ft, kg/m)
G = supplied air C@level (Ibs/cu.ft, kg/r)
Ca-ppmv = Foom air CQ PPMV (nPCO,/mair)
C ppmv = Supplied air CQPPMV (nPCO,/m®air)
Ve = supplied C@specific volume (cu.ft/Ibs, ikg)
THP = Total Heat Production (W) of number of
occupants x total heat generating by human body

Ventilation Criteria

After the room ventilation system is controlled ngsithe ventilation requirement, the
conditions within the room must be in compliancéhwgeveral of the ventilation criteria.
The following sections will discuss both the famuilicriteria, such as Ventilation
Effectiveness (VEFg) and Predicted Mean Vote and Predicted Percerfbatisfied
(PMV-PPD), and the newly introduced criteria of C¥BPntilation Performances.

Ventilation Effectiveness (VEE)

The ventilation effectiveness index is commonly dussy ventilation practitioners to
compared how the ventilation systems or air digtrdn systems perform in given rooms
[1, 13, 60]. High ventilation effectiveness dirgcenefits the room IAQ and has been
adopted as a scoring category in the sustainalwéitppaign of LEED [8]. Ventilation
effectiveness is considered from two aspects [BIO¢. first aspect is room heat transfer to
which Thermal Ventilation Effectiveness/thermal VEF &) is applied.Calculated by
using air temperature at the supply)(Texhaust (To), and the room average or the
breathing zone averagg ), as shown irEquation 7, g is then equal to one T and T

are equal. Higl is desirable and is achieved by maintainipdpigher thant . Using the
same principleConcentration Ventilation Effectiveness/ Concentrabn VEF (g) is
the second aspect directly related to 1A€.is calculated by using the pollution
concentration measured at the exhdu&,), concentration at the supply terminak)(C
and the average concentration at a given spagslfown inEquation 8. Similar tos;, &
also decreases or increases by the relationshipebatthe concentration at the exhaust

and the room average or the breathing zone average.

2 The room is completely mixed. If not, the totabnoaverage temperature is used.
™ The room is completely mixed. If not, the totabnoaverage pollutant concentration is used.
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T,-T, Equation 7

_TS
. —C, Equation 8

E. = 6_—CS
Another way to compute. is to use the local mean age of air. A short louehn age
indicates that the air is efficiently ventilated atgiven point. A long local mean age
shows a poorly ventilated area such as a stagmamt Wwhere the pollutants are generally
high. Local mean age is not only obtained from lkdcale experiment using the gas
tracer technique, but also from a CFD simulatioas®&l on the gas tracer technique,
ASHRAE-129 is the standard for determining the lonaan age of air and which are
functions of the pollutant (tracer gas) concentrat{G(t)) over time (t) divided by the
initial concentration (g) [61]. SeeEquation 11 t; or inversed room air change (ACH in
1/h) represents the average mean age of air irdbm and is calculated from the
ventilation rate (Q in fith) and the room volume (V in $nas written inEquation 10.
The ratio of inversed room air changg to the local mean age;) give €. as a result
(SeeEquation 9). Further detail regarding local mean age anig found in ventilation
handbooks and related publications by Awbi, et[48, 62, 63].

LT Equation 9
&
1 Q Equation 10
T, =— =—
" ACH V
1% Equation 11
r =—jci (t)dt
Co?
Air Distribution Configuration g (E)
Ceiling supply of cool air 1.0
Ceiling supply of warm air and floor return 1.0
Ceiling supply of warm air 15°F (8°C) or more ab®pace temperature and ceiling return. 0.8

Ceiling supply of warm air less than 15°F (8°C)abspace temperature and ceiling return provide
that the 150 fpm (0.8 m/s) supply air jet reacloewithin 4.5 ft (1.4 m) of floor leveNote: For lower
velocity supply airEz= 0.8.

Floor supply of cool air and ceiling return provittat the 150 fpm (0.8 m/s) supply jet reachedt4.% 1.0
(1.4 m) or more above the flod¥ote: Most underfloor air distribution systems complighathis proviso.

o

1.0

Floor supply of cool air and ceiling return, prositiow velocity displacement ventilation achieves 1.2
unidirectional flow and thermal stratification

Floor supply of warm air and floor return 1.0
Floor supply of warm air and ceiling return 0.7
Makeup supply drawn in on the opposite side ofrtimen from the exhaust and/or return 0.8
Makeup supply drawn in near to the exhaust aneétoirm location 0.5

Table 5 Ventilation Effectiveness suggested by ABHRS2-2004 [7]
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gc of each ventilation strategy was determined by R8H 62-2004 See€lable 5.
Generally, any strategy operating with a coolingdmdas highe;, and any strategy
operating with a heating mode has lew64]. DV has the highest VEF in cooling mode
with a g; of 1.2, while the MJV generally hassa of 1. When both systems switch to
heating, thes is reduced to 0.8 and 0.7, respectively [7]. tiidd be noted that an of
IJV does not yet exist, but is thereby proposettis dissertation.

v Ve Equation 12

0z

&

The application ok, can be found ifEquation 12 Outdoor air in the breathing zone,
(Vp2), the minimum ventilation rate recommended by ASHR62-2004 in Table 6-1 is
divided bye; to determine the zone outdoor airflowyf/ Zone outdoor airflow is an

actual flow rate that is induced into the HVAC syst

Sinceg, affects the fresh air intake rate, it indicates talationship between ventilation
effectiveness and the energy consumption of the B\8ystem. This relationship is
described by the HVAC air-side diagram kigure 30. When g increases, the fresh
outdoor air intake (¥, decreases, and so does the demand on the opeshtiee HVAC
system, especially when the outdoor air is notrtfadlly suitable. An example of fresh air
intake for AHU with a single duct VAV system undéfferent ventilation strategies was
demonstrated by Stanke [65]. He commented that som@intaining the cooling mode
will tend to get higheg; than rooms with heating mode as a majority. Intias toe, &
directly relates to overall flow rate or the minimuventilation requirement (Q) of a
ventilated room as written iBquation 13. If & increases, the actual overall flow rate (Q)
decreases, and thus the fan size and energy fot\WA€ is decreased. Otherwise, if the
flow rate remains constant, highcan reduce the temperature differencgTJ. For the
HVAC design, this means that either supply tempeeatan be warmer; otherwise the
room temperature is cooler.

Equation 13

_ q
T Ty,
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Figure 30 Relationship of overall flow rate andstiair intake in HVAC system

The energy conservation of a highs still controversial. The advantage of the reuaunc

of overall flow rate is valid, but once the flowteds lower, the return air is also warmer.
Once the warm air returns to the AHU, it increasses cooling coil load. More cooling
energy is consumed at the plant (chiller) so thatenor colder chilled water is produced.
But this may, in turn, cause the designed cooliygjesn to be undersized. The energy
conservation at the fan, but wastage at the coalmibmay be balanced out and may
result in the same overall energy usage [1]. Therowersial impact of high or low is
not dealt within this dissertation, but rather timepact of energy conservation is

discussed using.

CFD Ventilation Performances

A negative impact comes about when using only legidh effectiveness since the local
thermal discomfort, the interaction between theupents at a given location and the
thermal environment is disregarded [9]. Local thermal discomfort, asfied by

ASHRAE 55, includes temperature stratification, fraadiant asymmetry, and floor
temperature [6]. Since the two former indicatore directly impacted by the use of
ventilation strategies, only those two are refeeeintn this dissertation. Stratification
discomfort can happen in a DV and an 1JV ventilatamin where stratification is usually
utilized for enhancing the IAQ. When the temperatis too stratified, stratification

discomfort occurs and increases the Percentagassaiisfied (PD). A PD of 10% is to

be expected when the temperature difference frarhéight of 1.1 to 0.1m differs more

12 This is an environment concerned with thermal artffictors- temperature, relative humidity, mean
radiant temperature, wind velocity, clothing anthaties.
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than 3C or 5.4F [1, 13]. Draft occurs when high velocity air blewn certain human
body parts, such as the ear and neck. In cool teanhpes, a person tends to be more
sensitive to drafts and this sensitivity can beifjiesl by the PD calculated bigquation

14. Using this equation, an air temperature of 23.&nd an air velocity of 0.15 m/s on

an occupant’s ear or neck leads to a PD of 10%3]L,

PD= (34-t,,)(V,, — 005 °? (037v, Tu+ 314) Equation 14
Where PD = Discomfort caused by draft (%)

Tay = local air temperature, in degrees Celsius, 260°26 °C

va, = local mean air velocity (m/s), if <0.05, use 005

Tu = local turbulence intensity, in percent, 10 %6@®0% (if

unknown, 40 % may be used)
Determining locations for monitoring the local tived comfort is difficult. ASHRAE 55
suggests that the monitoring location be in theupx area, but that the temperature and
velocity be largely varied within that area. In erdto resolve this limitation, new
indicators calledCFD ventilation performancesare introduced here. CFD simulation
determines both draft and stratification discoméontl is then mapped and plotted on any
given plane. Once mapped, the area where the diveshold is exceeded can be
guantified and then normalized by room area. Theaues are both normalized, so that
draft and stratification discomfort then become @mnsionless. Normalized stratification
discomfort is calculated by the ratio between roamea and temperature differences
exceeding & (from 1.1m to 0.1m) to the total room area. Seeation 15. Based on
this concept, normalized draft area is then catedldby the ratio between room area
where the dissatisfaction (PD) caused by drafic(dated byEquation 14) exceeds 10%
as shown irEquation 16.

This same concept is applied to actual pollutamelke not given by using ventilation
effectiveness as an indicator. The actual pollutamel is needed to prevent critical
conditions which may affect the occupants’ healthEquation 17, normalized CQ
which is the ratio between the average,GD nose level to the standard £& 1000
ppmv, is proposed as an indicator for CFD ventlagperformances [13]. 1000 ppmv of
CQO, is the highest threshold recommended by ASHRAE doy occupied space.
Increasing the fresh air intake rate is usuallylibst strategy to avoid exceeding the 1000
ppmvlevel [66, 67].
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Equation 15 Equation 16 Equation 17
Stratification discomfort Draft Normalized GO
A>3c APD>10 Ce
A\oom Aoom ClOOQmeV
Apac= Apps15m Ceta=
area of selected plane where | area of selected plane where | CO, concentration of selected
temperature of 1-0.1 m draft discomfort exceeds 10% | plane
exceeding I A 0on= room area Cio00ppm
Acon= room area CO, at 1000ppmv

Table 6 Summary of CFD ventilation performancesatigus

In order to use CFD ventilation performances, CkBuations which provide dense grid
resolution are necessary. As discussed beforell-achle experiment is usually limited
by the sensors' availability thus making indicat@sch as stratification discomfort and
draft, almost impossible to quantifyable 6 shows the calculation of three variables,
including stratification discomfort, draft, and g@Relative Humidity (RH) is a missing
indicator which is excluded here, but it was inéddin the PMV-PPD calculation

discussed in the following section.

Predicted Mean Vote (PMV) and Predicted Perce@atisfied (PPD)
Local thermal discomfort may be fine for analyzimiissatisfaction in a thermal

environment with specific variables, but it is reotuseful indicator for identifying the
overall thermal comfort of any given space. Thermainfort occurs when the heat
produced by humans and that of the environmendlasniced [1, 68]. The heat balance of
a human body in a given time of exposure and clonabndition is affected by
temperature, humidity, radiation, wind speed, feagy of persistence, clothing, activity
and body position [69]. Generally, the preferredtamperature ranges from 20.5-2&3
(69-74F) for winter and 23-28%€ (73.5-84F) for summel*; while the preferred RH in
a conditioned space is 50%. However, a RH rangiog f20%-75% also satisfies the
thermal comfort criteria [6, 9]. To prevent drdfie mean air velocity should not exceed
0.1-0.18 m/s (0.35-0.6 fp¥)[1]. With the many criteria to consider, thermahtfort is
difficult to determine. To solve this problem, agle indicator, Predicted Mean Vote or

PMV, is proposed. Based on radiant energy balaeteden the human body and the

3 At RH 50%
14 At PPD of 10% and range of mean air temperatu0e26'C
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environment, PMV is used to describe comfort rastgdistically [1]. PMV is composed
of both personal and environmental factors whiehumually based on the Sl system. The
former includes metabolic rate (M), work (W), andthing (). The latter consists of
room temperature ¢J, radiation (T), humidity (R), and wind velocity (f). Metabolism
(M) depends on foods and breathing rates which tmisrmine the typical occupant’s
metabolic rate per skin surface area foundrable 7. Due to the inefficiency of the
human body, work (W) is usually only generated @%Z2of a given metabolic rate. A
clothing area factor {j) is calculated from the Clo-value;flshown inTable 8 If the
Clo-value is more than 0.&kquation 18is usedand for the otherEquation 19is used.
Besides the air temperature, mean radiation teriyerqT;) is obtained by a globe
thermometer in a full-scale measurement or it isutated byEquation 20 if using a
CFD simulation. Vapor pressure can be obtained ftben psychrometric chart or by
using Equation 21, if the humidity level (w) is given. Air velocity reduces air film
resistance and increases evaporation rate andesatss heat loss from the body by
reducing the convective heat transfer coefficidng). (The highest his picked by either
Equation 22 or Equation 23 Once these variables are determined, a PMV cloulis
presented ifcquation 24. The effect of clothing { is presented iEquation 25[13]. In
this dissertation, the metabolic rate and clothaigoccupants were fixed at M (for
seating) of 58 W/mand (k for light working) of 0.7.

Activities Metabolic Clothing ensemble Jl(clo)
rate (W/ nf) Node 0
Reclining 46 Short 0.1
Seated, relaxed 58 Light work ensemble 0.7
Standing activity (shopping) 93 Typical Indoor winter cloth 1
Medium activities (garage work) 165 Heavy Business suit 1.5
Table 7 Metabolic rate of typical activities TaBl€lo-value of typical clothing
Equation 18 (top) Equation 20 Equation 21 Equation 22 (top)
Equation 19 (bottom Equation 23 (bottom)
fy =105+ 011, Q. = 5.6705<10°T* w, = 062x 10°P, | h = 23§T,-T,)%
fy =100+ 01 h, =121V
Io= Clo-value (Clo) O radiation energy| wy=humidity level| he= heat transfer coefficierft
f,= clothing area factor (W/m?) (kg/kg) (W/m?K)
T, = mean radiation| P;= water vapor T.=clothing temperature (C
temperature (K) pressure T=air temperature (C)
(Pascal) v=air velocity (m/s)

Table 9 Equations for PMV parameters
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PMV=
(0.303°%" 1 0,028{(M —W)— 305x10°[5733- 69(M —W)—P,] - 044(M —W)—58.15]

—1.7x10°M (5867- P,)— 0.0014V (34—T,) - 396x10°® f [(T, +273* -T*]- f,h (T, -T,)

Equation 24
ty = 35.7-0.028M —-W) - 0.155l ,{(M —W) - 305x10° x[5733- 69(M -W)-P,]
~ 04(M -W)-5815-1.7x10°M (5867- P,) -~ 0.0014M (34-T,)
Equation 25
PPD=100-95exp-{0.03353(PM¥%40.2179(PMV¥} Equation 26
PPD
[%] 80 \\ ] ‘ //
&0 . 1 ] |
N —_ . p—
% AN /
= \\\ . //I
N /
10 \_\ / | Figure 31 PMV-
: e PPD curve
4 -?-_() -1,5 =10 (). 5 ¥ 05 1,0 1.5 .')_-_[]

PMY

Equation 18 throughEquation 26 are referenced from ASHRAE 55 and ISO 7730 for
the PMV and PPD calculations [6, 9]. Typically, PMahges from +3 to -3 or from hot
to cold {-3(cold), -2(cool),-1(slightly cool), O éutral), +1(slightly warm), +2(warm),
and +3(hot)}. A PMV of 0 is the most desirable [9].7A PPD can be calculated directly
from the PMV and from the values ranging from 0-%00f thermal dissatisfaction. The
relationship between the PPD and the PMV is shawhigure 31 and calculated by
Equation 26. At a PMV=0, PPD equals 5%. To calculate both tM/Rand the PPD,
complications and inconveniences are avoided bygusavailable tools such as
PSYCHTOOL where users examine various comfort factbat interactively impact
PMV-PPD [71].

Category Overall Thermal Comfort Local Discomfort
PPD PMV DR% PD% caused by
Stratification Warm or Radiant
discomfort cool floor asymmetry
A <6 -0.2<PMV<+0.2 <10 <3 (2C) <10 <5
B <10 -0.5<PMV<+0.5 <20 <5 (3C) <10 <5
C <15 -0.7 <PMV < +0.7 <30 <10 (4C <15 <10

Table 10 ISO 7730-2005 thermal comfort categorwasipaces[9]
In ISO-7730, appendix A shows the thermal comfategorization as presentedliable

10. The space categories, A-C, are ranked accordirxpected upper and lower PMV,
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PPD, and PD. The PD includes stratification disamnffloor temperature, and radiant
asymmetry [9]. As with local thermal discomfortethest monitoring location to measure
PMV-PPV is difficult to determine. The same concepusing CFD nodes to compute
the CFD ventilation performances is also appliedehea order to obtain the average
PMV-PPD at a given height.

Ventilation control using CFD simulation

Ventilation control using CFD simulation differsofm the control in an actual building.
The control relates directly to the simulation typavailable in CFD which include
steady stateor transient state [36]. The transient state is time and memory-carsg,
but the actual HVAC functions (thermostat and faaivation) can be simulated. On the
contrary, the steady state takes less time and meimat the actual HVAC functions are
not applicable. Since this research deals with m@amametric studies, time is a major

constraint. Steady state CFD simulation is thuseho

A limitation of steady state is that room condigprsuch as temperature, depend on
cooling load and HVAC capacity. The room tempemtcan not be directly controlled.
Instead, the thermal energy balance automaticadtgrchines the room temperature,
which is affected by loads, supply temperature andply flow rateas described by
Equation 2. In this equation, it is assumed that the airospletely mixed and thus the
room air temperature is homogeneous. In realitgtiitation of air temperature renders

this equation immaterial.

In most spaces, only the breathing zone (or O-1l&ight) is assumed to be utilized [13].
Compared to the area close to the ceiling (highan t1.8m), thermal comfort and the
occupant’s satisfaction within this breathing zomeist be carefully controlled. In
traditional mixing systems (MJV), the air temperatus quite homogeneous and
therefore cooling or heating energy is wasted inda@oning the whole space. To solve
this limitation, DV and 1JV are the solution sintteese methods condition mainly the
breathing zone. The advantage is also describatidaynal ventilation effectiveness,
calculated withfEquation 7. High & means the breathing zone temperature is clogeeto
supply temperature than to the average room termyera; is not only useful for

comparing the thermal performances of differenttiaiion strategies, but also for
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applying CFD ventilation controls. Using a singlECCsimulation case, the overall space
temperature is fixed at about 235usingEquation 2. If the breathing zone temperature
comes out lower than the overall space temperatuvall be higher than one. This is
used then to adjust the actual flow rate rathen tioaset the average temperature of the
breathing zone closer to the control temperatuee §sint temperature). Sésquation

13. Once this method is applied, it should be notet the average room temperature
may be higher than that of the control temperatlings process of determinirgg (using
Equation 27) and flow rate can be foundFmgure 32 where two series of grids are
applied. The 0.50x0.50 m grids of 0.1, 1.1 and laBenaveraged in order to represent the
breathing zone temperature; glp 5), while a grid of 2.7m is added to calculate therall

space temperature {¥.o.9).
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t = uation
T1.8—0.1 - Ts 9
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Figure 32 The CFD temperature control method
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Figure 33 Stratification discomfort, draft, and lptnt concentration
(CO,) predicted by CFD simulations.

The outcome is an actual flow rate for a second Gkbulation (CFD#2). If CFD#1

shows a room temperature of 2&5or 74F, CFD#2 will also show a breathing zone
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temperature close to 28 or 74F, the control temperature. Obtained from the CED#2
both PMV-PPD and CFD ventilation performances adl ves the stratification
discomfort, draft, and normalized G@re accurately determined in the same way as the

temperature control. Ségégure 33

Table 11 concludes the CFD grid planes that are used wwuledé ventilation indexes.
Sinceg; relates to the heat transfer of the human bodg,manes from ankle to head are
selected. Associated with human respiratignthe grid planes at the nose level sitting
and standing are averaged. £4&hd draft are categorized separately for botingitind
standing. Defined by ASHRAE 55, stratification dietfort can be calculated by grid
planes at 0.1 and 1.1m [6]. In contrast to the roith@exes, the calculation of PMV-PPD
is based on heat transfer from the core of the laoatlyon the environment [1]; therefore,

only the grid plane at the body core level, 1.13rysed.

Standing | Sitting
&t 0.1-1.8m
Ee 0.6-1.8m
CO, and draft 1.8m | 1.1m
Stratification discomfort 0.1-1.1m
PMV-PPD 1.1m

Table 11 CFD grid planes selection
Flow Dimensionless Parameters
The last section of this chapter is dedicated tdistussion of flow dimensionless
numbers which are significant for flow characteti@a, particularly in fluid dynamics.
Among the many dimensionless numbers available, tmportant dimensionless
numbers, including the Reynold Number (Re) and Riehardson Number (Ri), are
discussed.
Reynold Number (Re)
Calculated by fluid densit{p), velocity (u), length scale (L), and fluid viscosify) as

shown inEquation 28, Re is the ratio of inertia force and viscous #éBnd is used to

determine the flow turbulence. If the ratio betwésgrtia force and viscous force is low,
fluid viscosity dominates and the flow is laminHrthe ratio between inertia and viscous
force is high enough, the flow tends to be turbul&he flow is then also independent of
fluid viscosity. The transition range between laaminand turbulent depends on
applications and many factors such as surface resgg) heat transfer, vibration, noise,
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etc.. In pipe flow, flow with Re less than 3,000aminar, but the flow becomes turbulent
if the Re is more than 3,000 [1].
_pUL F

inertia

Re 4 P Equation 28

Richardson Number (Ri)

When a fluid density difference is present, Ri bees an important parameter. Typically

the density of fluid [35] changes, when the tempemvaries. In a ventilated room,
mixing between different air temperatures is commihius, Ri is quite a significant
parameter. Calculated by usigguation 29, Ri has the same variables as Re, including
p, u, L. The additional variables from Re are gmawicceleration (g) and density

difference of fluid 4p).

Rl — A/JgL — I:bouyancy
pU?2 F

inertia

Equation 29

As the ratio between buoyancy force and inertietdoRi is used to quantify the mixing
rate in addition to Re. In general, when Ri is lthe entrainment and mixing of the fluid
layer occurs easily. When Ri is high, the mixingl @mtrainment of the fluid layer hardly
occurs. The entrainment of fluids when Ri is eqoialess than one is most effective

because inertia force highly dominates buoyancgefor

In this study, the Re and Ri are set up based omirial characteristicsTable 12

includes the variables used for calculating botimbers. Supply velocity is used as a
reference velocity (b). Air dynamic viscosityy) and air densityp) are based on supply
temperature. The air density difference is caledatrom room air temperature and
supply temperature. The length scale (L) is catedldy the nozzle diameter (d) or, in

some cases, the inversed square of nozzle supgay(Aj).

Re= 2Yo Ri= 229t
U PUg
Re parameters Units Ri parameters Units

p | Air density of supply temperaturel  kg/m| p Air density of supply temperature kgim

U, | Peak supply velocity m/s M | Peak supply velocity m/s

L | Inverse square of supply are&) | m L Inverse square of supply are&\} m

u | Supply air dynamic viscosity kg/m*s4p | The difference of air density dfkg/m’
control temperature and supply
temperature

Table 12 Defined Re and Ri used in this study
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CHAPTER 3
IMPINGING JET CHARACTERISTICS

In architectural applications, an impinging jetcategorized by the location of a nozzle
where radial, wall, and corner impinging jets ams$ble options. These available
options are shown in a diagram showrkigure 34. Locating the nozzle at the center of
the room, radial impinging jet or a radial wall jeds previously been investigated by
Poreh, et al.. in 1967 who studied the charactesisif an impinging jet in an isothermal
environment [72, 73]. Karimipanah and Awbi are thest researchers who have
extensively investigated another type of impingjegcalled a wall impinging jet [21,

22]. They used full-scale experiment and CFD talgtooth jet characteristics and their
performances within a ventilated classroom [21]likénradial and wall jets, a corner
impinging jet has not yet been investigated; anditswill be investigated here in this

dissertation first time. In this chapter, the fiodtjective is to quantify the characteristics
of the impinging jet. An additional objective is thscover parameters for obtaining
validated CFD results which will then be appliedfurther CFD simulations in the

following chapters. This chapter begins with a dsston of general impinging jet

behavior and then proceeds to the experimentalsandlation results of three different

options for an impinging jet.

Radial I3V Wall IV Corner 13V
Figure 34 Diagram of three options for an 1JV siste

IMPINGING JET BEHAVIOR

For a better understanding of the impinging jetadwtr that is to be discussed in this

section, readers should have a basic knowledget @nd plume which is to be found in
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Appendix B. Unlike a typical free jet, the placement of thppglies and returns make an
impinging jet unique because the supply terminalstnface the floor with 0.3-1m height
and the returns must be located near the ceilifgs Betting allows impinging jet
structures to develop asfi@e jet region, animpinging region, and awall jet region.
Initially, the jet behaves as a free jet which &led thefree jet region. Then, the
impinging surface (floor) starts to impact the §t75% of the distance from the jet
nozzle. The velocity at the centerline quickly reesito zero when the jet hits the floor.
The point where the velocity decreases to zerothegressure is strongest is called the
stagnation point and occurs in thampinging region. After that, the remaining
momentum distributes along the impinging surfacensha jet boundary layer is formed
and there sharply decreases its velocity. In #gson, the jet behaves as a typical wall jet
and this is why it has been called thall jet region [21]. SeeFigure 35. Since a
boundary layer is formed only near the floor suefathe ambient room air is not
disturbed by the jet velocity. Normally, this didtance occurs when using an overhead

mixing system or a MJV.
| lJ| °
T —g3
h

Free Jet Region

— Impingement Region

Wall Jet Region
YUZ

Figure 35 Three jet regions and the definitiongsrgdinging jet characteristics

Among these three regions, the wall jet regionhis most important and the chief
concern. If it is not properly designed, its vetgatan disturb the occupants who may
feel thermal discomfort. The typical characterstaf a wall jet are usually described
with two parameters: maximum velocity of the celmerjet (U,) and the spread angle of
the jet. The maximum velocity typically decays aotihe normalized nozzle distance
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(x/VA or x/d), and the decay rate is slow or fast delemon the jet structure regidnis
While the velocity dissipates, the jet spreads widdis spreading characteristic of the
jet is normally measured by using the height of tte#@ maximum velocity (y» at Uy);

so that the larger the value, the wider the je¢agi{74].

THE COMPARISON OF RADIAL IMPINGING JET W ITH PAST STUDY

Comparing past impinging jet study with this stughows remarkable developments in
the present application of radial impinging jete. the 1970s, Poreh and Tsuei
investigated the radial impinging jet or radial lalot for architectural application, but
rather for fluid mechanics studies. Their resulisvg jet characteristics such as velocity
profile, turbulent intensity, jet structure, etf72] This jet characteristic will then be
compared with CFD results coming from a differestting. After going through many
trials, two variables, turbulent models and nozaocity profiles, appear to show the

greatest influence on jet characteristics.

CFD turbulent model for Impinging Jet Study

Many turbulent models, such agkRNG k<, k-Q, Reynolds Stress etc.., are available in
CFD software, and yet, among these models, thenbedel for impinging jet simulation
is still unconvincing. Awbi, et al.. suggested te#ther ke or RNG ke are both correct
enough for HVAC study. Using the same calculatitatfprm as ke, the RNG ke model
consumes 15% more computational power than tygeal but the results are more
accurate, especially for impinging jet study [18)ifferent results are reported by
Knowles who suggests that thes kactually tends to over-predict,lUalong the nozzle
distances [75]. The ANSYS CFX manual also discuisesapplications of each model.
The ke and RNG ke limitations in aerospace applications are also traead. Both
models poorly predict the flow behavior at the ctewpboundary layers and wakes
behind airplane wings. This concern is forcing stgs to develop a better turbulent
model that compensates for the weaknesses of thenkl of the RNG le-model. kQ is
the answer for such an application. It is alsoitable candidate for impinging jet studies
where a complex flow boundary layer occurs in ta@gitional region, as well as in most

problems in aerospace applications. To discovermode which model is the best for

including potential core, characteristic decaysymmetric decay, and terminal region
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impinging jet studies, the same setting as Porekjseriment was simulated by using

both RNG ke and kQ. Settings and results are discussed in the foligwegment.

Full-scale and CFD simulation setting

The experimental setup of Poreh, et al. was coeducoh a flat aluminum plate with a
radius of 1.75m (69 inches). A two-inch diametepinging tube was located 0.6m (2ft)
above the center of the aluminum plate which segdphkn isothermal air jet at room
temperature towards it at a velocity of 103m/s (84 The velocity profiles of the jet
distributing along the floor are reported at th#edent normalized distances. The same
setting is repeated by CFD simulation using twdawlgnt models, RNG k-and kQ as
shown inFigure 36. The high nozzle velocity of the full-scale expeent may lead to
instability in the CFD simulation. Thus, the Reyw®Inumber (Re) is reduced from
1.96x1G to 1.96x10 for this application by decreasing the supply wijoto 10.3m/s
(34f/s). Additional CFD parameters are showif able 4.

h =2 feet

e |
e

Figure 36 CFD model of impinging jet for compariseith Poreh, et al.

Comparison of full-scale and CFD results

After plotting and observing the normalized velgcirofile (U/U,) from the CFD
simulation, varying outcomes result from the diéigtr turbulent models. IRigure 37, k-

Q produces velocity profiles which dissipate fasted spread wider than the RNGe k-
The velocity profiles of both turbulent models a@mpared to the measured data from
Poreh, et al. ifrigure 38. Since the jet velocity profiles of ®-fit Poreh’s data better, the
k-Q model appears to have a higher accuracy than thé R-. This finding may
improve the accuracy of 1V simulations which am@sddl on the RNG &-model

previously recommended by Awbi, et al. [13]. Likiner turbulent models, & also has
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limitations. The k€ model being investigated in this study does stf completely fit
the velocity curves of Poreh, et al. because thmetdtion of kQ is in predicting the
transition from laminar to turbulent flow near adt surface [36]. The prediction of the
k-Q model is much improved if velocity is measured ffmm the nozzle; in this case
x/d>33. This reduction of error makes theQkmodel suitable for ventilation studies
because most task areas where velocity and teroperate often monitored are usually

located far from the supply terminals. Another wayreduce this error is to implement

the nozzle treatment which is discussed in the@wathg section.

.0 0.1 0.2 0.3 0.4 0.5 0.8 0.7 IO .0

N I T T I '
Normalized velocity profile H

Flgure 37 Impinging jet velocity profiles of ®-(left) and RNG ke (right) model
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Figure 38 Plots of impinging jet velocity of®-(left) and RNG ke (right) model

RADIAL IMPINGING JETS IN ARCHITECTURAL SETTING

The previous study is conducted on a small scdtangevhere the results differ from the
larger scale setting such as in an architecturatespTo solve this problem and advance
further, both isothermal and buoyant impinging (@toling) are set up not only in the
HVAC laboratory, but are also modeled in a CFD datian as shown irFigure 39
throughFigure 41 As in the previous test, the results not only destrate the behavior
of a radial impinging jet, but also prove the vilicbf CFD simulation. The velocity and
temperature profiles of a radial impinging jet (d&gure 40) are measured at given
nozzle distances in both actual and CFD modelhénHVAC laboratory as shown in
Figure 43 After testing the quality of the CFD model, tHaboratory requires 1.5
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millions grids to reach grid independency [10, 56hen, the k2 model showing the
greatest accuracy in the previous section is agpph@ additional variable which results
in more accurate CFD outcomes for both isothermdlran-isothermal conditions is the

nozzle velocity profile. A detailed discussion retjag this outcome follows.

x/d=3

Jl‘l--I-J x/chzs | Xhlj=7

Xd=2 " yyd=a""" 5425

Figure 39 Impinging jet measurement in full-scaMAC laboratory (left)
Figure 40 Diagram of impinging jet measurementii¢ietnt nozzle distances (right)
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Figure 41 CFD model of full-scale
laboratory (left)

Baseboard

Nozzle velocity profiles
With a k€ model, the previous study indicates some errorshe velocity profile

prediction. Based on past studies of pipe flow fitjzzle velocity profiles may be the key
variable to attain higher CFD accuracy. Two appheacto model velocity profiles are
taken; one is theaniform velocity profile and the other is thieoundary layer velocity

profile which takes tube friction into account. S&gure 42 andFigure 43.

Figure 42 Uniform velocity profile of IV nozzleeft)
Figure 43 Boundary layer profile of 13V nozzle (iid
Figure 44 Color plot of boundary layer velocity fleof I3V nozzle (right)
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Velocity causes either laminar or turbulent flow anpipe [1]. Laminar flow occurs
(Re<2,000) when velocity in the pipe is low and timsreases the slope of the velocity
profile. When pipe velocity increases, flow becom@bulent (Re>4,000) thus making
the velocity profile uniform across the sectionaopipe. Sed-igure 45. The boundary
layer velocity profile is created frofaquation 30 which is commonly used in pipe flow
studies. fax is the nozzle diameter; while r is the radius & given point in a nozzle
section. U is the maximum velocity at the nozzle center anid the supply velocity at a
givenr.

r

U=U.-1—) Equation 30

a=.f Equation 31

Equation 31 calculates power facton, by using the pipe fiction coefficient (f) which
depends on Reynold numbers (Re), pipe index rowgghfkg, and pipe diameter (D). The
relationship can be found in a Moody diagram, aswshin Figure 46. The estimated Re
is 67,000, while k is 0.6 for a smooth metal sugfakt a diameter of 0.3m (300 mm), the
relative roughness (k/D) equals to 0.002. Uditguation 31, the friction coefficient is
0.28 which gives1=0.167. The results of this equation are showhigure 44 as a color
plot on a nozzle where the red color indicates hglocity and the green color indicates
low velocity.
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Figure 45 Laminar and turbulent pipe flow (left] [1
Figure 46 Moody diagram, the friction coefficieritpape flow (right)
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Comparison of CFD and full-scale data of isothermatadial impinging jet

In isothermal testing, a round nozzle diameter @0 (1ft) is fixed at 0.75m (2.5ft)
above the floor. A nozzle is placed on a specibliyit tripod and air is supplied at a
velocity of 2.65m/s (8.75f/s) and at the room terapae of 28C (70F). The flow
characteristics are captured by omni-transduceexepl at the various normalized
distances. Under steady state condition, each s#dtas monitored for 20 seconds long,
averaged and then compared with the CFD dat&idare 47, the CFD results of both
nozzle treatments are plotted. The nozzle with #owtm velocity profile produces a
wider jet velocity distribution, especially nearetimozzle. After reaching the floor, the
velocity of a nozzle with a uniform velocity prdadilsustains longer and dissipates slower
than that of a nozzle with a boundary layer profile

Uniform nozzle velocity (CFD #1) Boundary layer nozle velocity (CFD#2)

0.0 0102 0.3 04 05 06 07 08 0910
| |
Normalized Velocity Profile (U/Uo) H
Figure 47 Velocity profiles comparison of differentpinging nozzle treatment.

The velocity profiles of different nozzle distancg&d) are plotted and compared with the
results from a full-scale experimenthingure 48 where CFD#1 represents a nozzle with
a uniform velocity profile and CFD#2 representsoaate with a boundary layer profile.
Overall, the latter, a nozzle with a boundary lagesfile, performs better. When x/d is
greater than 5, the CFD results of a nozzle witbandary layer profile almost match the
data measured from the full-scale experiment, whileozzle with a uniform velocity

profile overestimates the normalized velocity ahakzzle distances.

Two common problems which both nozzle treatmenitgdagpredict are the height of jet
peak velocity (i) in a transitional region where a free jet transte to a wall jet. In this
transitional region (x/d=1), the velocity profilerges predicted by CFD are poor fit for
the curves projected from the experimental dat& Wh of full-scale elevates from 0.75
inches at x/d=1 to 2 inches at x/d=7, but both CHBDutations always maintain the
height of U, at 0.5 inches.
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Figure 48 Normalized velocity profiles of CFD andl{scale experiment with different
nozzle treatments

When the free jet hits the floor at the stagnapomt, the velocity is quickly reduced to
zero. This is a unique characteristic of an impiggjet which is noteworthy [72, 73].
Figure 49 shows the plot of the full-scale data against @D simulations. All cases
tend to show the same agreement. CFD#1 (uniforcitglprofile) conforms closely to
the full-scale experiment, while the velocity of @2 (boundary layer profile) dissipates
faster than the full-scale.
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Comparison of CFD and full-scale data of buoyant reial impinging jet

Although the previous section demonstrates thaCRP simulation with the appropriate
setting can replicate the full-scale experimentwéasonable accuracy, the heat transfer
is neglected. Temperature prediction is necessarythiermal comfort analysis, and it
must thus be validated. The experiment is conduatethe HVAC-IEQ laboratory

operated under the cooling mode by overriding bieerhostat function. Located at 0.75m
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(2.5ft) height, a nozzle supplied air at a tempaebf 13C (55F) at 3.15m/s (10.4f/s).
The heat gain stems from six fluorescent fixtured a baseboard heating system. To
monitor the HVAC system in the laboratory, temperatsensors are placed in the
locations indicated in the HVAC diagram diigure 50 (left). Using different color-
coding, the time/history data is plotted Figure 50. During the testing period, the
outdoor air temperature (red dotted line) risestapl3C (25°F), while the supply
temperature (dark blue line) holds steady a&lC1®5F), since it is set. After the room
temperature (green line) is constant at 23.{74F)'®, the measurement is taken within
the time period highlighted in orange. In additionthe temperature sensor, an infrared
thermography technique is also used to record uhflace temperature during the testing
period. The surface temperature of the fluoresfighires reaches 6C (140F) and the
surface of the baseboard heater reach€€ 386°F) as shown inFigure 51 These
temperatures are then used for CFD specificatiBased on these experimental data, the
HVAC-IEQ laboratory is modeled and then simulated using CFD. The following
section includes a discussion of the results from full-scale and CFD simulations.
These results include the velocity of the isothdraral the buoyant impinging jet, the

normalized temperature, and the temperature amtiAekt given room heights.

Sl
| I ¥ I --. " --- Outdoor Dry Bulb
. ‘ 40 4 - - - -Outdoor Wet Bulb
r ’
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Mixed Air

50°C
40
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Figure 51 Surface temperature of heat sourcesiréxieft) and baseboard heaters (right)
taken by infrared camera
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1% This measurement took place at x/d=9 from an Elvhinal at a height of 1.1m.
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In Figure 52, the color-coded temperature profile is plotted ahows the temperature
stratification occurring at approximately 4¢5 (7.2-10.8F) from floor to ceiling. The
cool air dissipates rapidly after the impingingieadches the floor. The same distribution

is confirmed by the temperature profile recordedngisthe infrared thermography
technique irFigure 52 (right).
Temperature (C)

!28
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Figure 52 CFD temperature profiles (left) and wédaumage of impinging jet in cooling
mode (right).

The velocity profile of the isothermal and buoyanpinging jet is compared iRigure
53. The examples of the velocity profile at x/d=3 axid=7 indicate the similarity
between the CFD and experiment results. Since ¢laeity profile of the isothermal and
the buoyant IJV are identical, the velocity disatibn of the impinging jet is independent
of its supply temperature (in cooling mode).
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Figure 53 Normalized velocity profiles of CFD andl{scale experiment of isothermal
and buoyant impinging jet.

Previously, the K model accurately predicted the velocity distribatiof the IJV
system. In this section, this model is used to st temperature distribution of the
impinging jet. The test is made only in the coolsagnario where the cool supply air is
gradually mixed with the heat generated by the Beatces. After warming, the cool jet
stream completely dissipates and reaches the ¢otemoperature. A quick or slow

mixing process is determined by the normalized &napire ¢/0,). The variables for
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calculating the normalized temperature are thereefee temperature ()T temperature at

any given point (T), and the supply temperaturg. (See the calculation in

Equation 32. In this study, the Tof 25°C (78F) is applied. At any given point, if the air
temperature almost equals the supply temperatueendrmalized temperature is close to
one. On the contrary, if the temperature reaches réference temperatur®/0,
approaches zero.

9 T,-T

. r

o, T T, Equation 32

(]

In Figure 54, the normalized temperature and velocity from @D and the full-scale
experiment are compared by using the data from x/dkit3, x/d=5, and x/d=7. Overall,
since the normalized temperature dissipates sltvegr the normalized velocity does, the
maximum normalized temperaturé,J is always higher than the maximum normalized
temperature (k) of 0.2 at all nozzle distances. As with the ndieeal velocity profile,

Om occurs close to the surface boundary (floor) aradigally decreases along the room
height. For the CFD validation, the error bars dwuesensor error are also overlaid in
these charts. Like the velocity prediction, CFOSd0 predict the temperature profile of
the transitional region, x/d=1. Beyond the x/d=3 &rtge CFD temperature prediction is
within the acceptable error ranges. Based on thesdts, not only is the velocity, but

also the temperature prediction is reasonably dabépusing the &2 model.
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Figure 54 Normalized temperature and velocity pesfof CFD and full-scale
experiment
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To substantiate the validity of CFD, both the terapgre and velocity near the surface
boundary, as well as the temperature and velocdsn fCFD, are compared with the
experimental measurements obtained along the ragghth SeeFigure 55 andFigure
56. The data from different selected nozzle distaixds3, x/d=5, and x/d=7- are
measured at 0-2.1m (0-7ft). The CFD and experimelatia are nearly identical for both
temperature and velocity. Accordingly, the CFD sstelly simulate the temperature and
velocity dissipation, not only near the floor, lalso accurately along the room height.
Based on the recommendations of ASHRAE RP 1133sethresults offer critical

evidence for the claim that CFD parameters areqpiate for such modeling.
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Figure 55 Room temperature profiles of CFD andduahle experiment of radial 13V in
cooling mode
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WALL IMPINGING JET IN ARCHITECTURAL SETTING

Unlike a radial impinging jet where is no impaabrir any side-wall, once a side-wall is
mounted to an impinging jet tube, it is categorizeda wall impinging jet. Previously
studied by Karimipanah and Awbi, a wall impingingt jis tested in a full-scale
experiment [21]. In their study, the measuremergsaade at three angles-30, 60, and 90
degrees- using a nozzle as the mid-point as showfigure 57. Then measurement
points are placed at the normalized distancegAixdf 3.5-9.25. A supply velocity (4)

of 1.6m/s (5.3f/s) at P& (64F) is provided from a rectangular nozzle. This tetmas a
free area of 0.1sq.m. (1sq. ft) and is located alibe floor at ranges from 0.3-1.0m (1-
3.3 ft). The peak (I), half (Uy) jet velocity and jet spread anglei(YVA) are recorded.
The same experimental setup as Karimipanah, et atlopted in this study. In a variation
from Karimipanah, et al., a rectangular nozzleeiglaced by a round nozzle 1ft (0.3m)
diameter. In order to study the wall effect, thisdy also adds an extra measurement
angle of 0 degrees (parallel to the side-wall). Shpply temperature is lowered to°C3
(55°F) and the velocity is increased to 3.4m/s. BotrDCihd experimental data are
compared in the following section.

IJV Terminals Wall UV Corner Y
t-d reT}él%ITjudd\?eT;

>a|>< ST
30 hggee 30- ree\/é %
60- degl‘e&__l__/ L -

30-degree

Impingement “Measurement
Point Point

Figure 57 Experimental setup and sensor layout
Comparison of CFD and full-scale data of buoyant wihimpinging jet
The results inFigure 58 compare the velocity profiles of CFD and the fdhle
experiment conducted in this study with the velpgitofiles measured by Karimipanah,
et al. (indicated by the bright green and orangs)ddhe normalized distances of x/d=3
and x/d=7 are shown in the left and right columspesetively. The results indicate that
the strongest velocity measured is near and pataltbe wall (at O degrees). The U/alt
0 degrees reaches 0.2 at x/d=7, while theydfthe other points (30, 60, 90 degrees) are

less. Additional momentum may be the reason for High velocity measured at O
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degrees. Blocked by the side-wall, the remainingn@tum forces the redirection of its

course and increases the jet momentum along tleensadl.
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Figure 58 Normalized velocity profiles of wall inmging jet

Since the CFD and full-scale data show agreemeRD @arameters such as grids
resolution, turbulent models and others are appatgpfor further studies. The turbulent
model, k€, is suitable not only for a radial impinging jeyt also for a wall impinging
jet. Given that only peak and half jet velocity al& available from Karimipanah, et al.,
the same concurrence is found in two out of theeghmeasurement angles-90 degree and
60 degree. With the 30 degree, the velocity datagurted by Karimipanah, et al. exceeds
that found in this study. The velocity differenceaynstem from the use of different

nozzle shapes or from experimental error.
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In Awbi’s experiment, the rectangular nozzle isdjs&hereas in this study the round
nozzle is used. The effect of nozzle shape has seeelied by Rajaratham and Pani who
have conducted experiments with circular, squaeetangular, and elliptical nozzles
using a 3D wall jet. The setting of the nozzles o¥all impinging jet and of a 3D wall jet
are similarly attached to a side-wall, and thusithigal jet structure of both jets is alike.
An additional element of the wall impinging jet feifing from that of the 3D wall jet is
the opposite floor facing the impinging jet nozzZBased on the 3D wall jet diagram in
Figure 59 Rajaratnam and Pani conclude that the normalieedterline velocity
(UmdUo) and spreading rate (b) of a 3D wall jet are similar for all nozzle gies [76].
Figure 60 shows the normalized centerline velocity decayslifferent nozzle shapes
which are almost identical aneigure 61 demonstrates that the jet spreading rate of
different nozzle shapes along the y axis is alsvlai. Because of these similarities in 3D
wall jet study, the jet structure of a wall impingijet supplied with different nozzle

shapes makes no significant difference.

so} % or b—h’ <090+0045 & ]

Zl=l 40} /

Figure 59 3D wall jet variables (top left) 2 |sf , — ]
Figure 60 3D wall jet centerline velocity <"°*°f / souate mozze  aun s |
decay (top right) [76] o : ancmas Nozne wn s |
A X O L I L 1 L L L L
Figure 61 3D wall jet spread angle of Y o s s e e R

axis (bottom right) [76] _dT R

Studies by Zhao, et al. also using a radial immpigget with different nozzle shapes,
likewise concluded that the nozzle shapes, whetheare, circle, or ellipse, have no
significant impact on the impinging jet structuré7]. Because of this finding, the

differing velocity profiles at the 60 degree angié the present study and of the
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Karimipanah, et al. studies may, in fact, ariserfrmeasurement error stemming from

sensor accuracy, calibration process, measurerepeatability, etc.

Besides the velocity profile, the temperature peois also important for the impinging
jet analysis. Because the study conducted by Kpanah, et al. does not discuss the
temperature distribution of a wall 1JV, this presetudy will therefore undertake to
address this gap in the research. S&pire 62 Like the velocity profile, the results
indicate a close agreement between CFD and fulestata. Unlike the velocity profile
where a wall has a strong impact, temperatureiligion dissipates similarly in all
measured angles. Overall, the peak normalized texnpe at x/d=3 starts at 0.7 and
declines to 0.4 at x/d=7.
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Figure 62 Normalized temperature profiles of walpinging jet

CORNER IMPINGING JET IN ARCHITECTURAL SETTING
A corner impinging jet may be suited for many atetiural spaces. Unlike the radial and

wall impinging jets, a corner impinging jet is affed in a greater way by walls. The side
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walls keep the jet velocity dissipating from therwar towards the central room space.
Instead of having a 360 degree distribution likadial 13V, a corner 13V only has room
for a 90 degree distribution in a typical room a@nnAs a result, the jet momentum is
more intense and the velocity is stronger.

Comparison of CFD and full-scale data of buoyant amer impinging jet

The normalized velocity of a corner impinging jesing both full-scale and CFD
simulation is plotted irFigure 63. At a 0 degree angle the jet profile is paraltelthe
wall, while at a 30 degree angle the jet is meaktoe/ards the center. Like the wall 13V,
the side walls increase the velocity of the 0O degnere than that of the 30-degree. CFD

and full-scale data are generally similar, excelpemvx/d is less than or equal to 3.
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Figure 64 Normalized temperature profiles of colinginging jet

Figure 64 shows the normalized temperature profiles of a@ommpinging jet with data

from both CFD and a full-scale experiment. Analagjtaithe normalized velocity profile,
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the temperature also dissipates slower than thalradd wall impinging jets do. Large
error is found in the near field (x/d=3), but theémgradually decreases and shows close
correlation in far field (x/d=7). The cause of CHDor may lie in the effects of the
measured distances and in the effects of bothoas ind side-wall. Similar to the velocity
profile, a larger error gap of the normalized terap@e profile is found when measuring

parallel to the wall at O degrees.
IJV WITH DIFFERENT TERMINAL HEIGHTS

Aside from the nozzle locations, the terminal heighay affect impinging jet
characteristics. In the previously-mentioned stumy Karimipanah, et al., only the
terminal height at 0.75m (2.5 ft) is studied. Twad&ional terminal heights, 0.30m (1.0
ft) and 1.05m (3.5 ft) are added in this section.

Supply height has a small impact on both velocitg aemperature distribution. The
normalized velocity and temperature of 13V with yag terminal heights are plotted in
Figure 65. When supplying at an elevated height, velocitgays somewhat slower,
while the temperature decays faster. When movimgrtbzzle towards the floor, the
friction increases; thus, the velocity is reducedlike velocity, temperature distributes
with less friction. Cool supply air penetrates mdeeply if the nozzle is moved closer to
the floor. These findings are numerically confirmieg comparing both full-scale and

CFD simulations as shown kigure 66.
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Figure 66 Normalized velocity profiles and temperatof 1JV at different heights

After completing the parametric simulations, modate proposed predicting the peak
normalized velocity (WU, and the normalized jet spready$) depending on the

normalized distance (x/d). These variables arerdestin the impinging jet diagram as

shown inFigure 35. Table 13andTable 14conclude the predictive models of the radial,

wall, and corner IJV with different measured angled terminal heights, respectively.

A3
u, \d
Angle 90-degree | 60-degree | 30-degree | 0-degree
Radial Impinging Jet
Constant A B A B A B A B
H = 0.30m 1.066 -1.767 N.A. N.A. N.A. N.A. N.A. N.A
H=0.75m 0.888 -1.027 N.A. N.A. N.A. N.A. N.A. N.A
H =1.05m 0.708 -0.824 N.A. N.A. N.A. N.A. N.A. N.A.
Constant Wall Impinging Jet
H = 0.30m 1.265 -1.252 1.463 -1.38{ 1.397 -1.161 1.255 -0.892
H=0.75m 1.111 -1.068 1.176 -1.089 1.091 -0.9¥Y3 98D.| -0.794
H =1.05m 0.844 -0.837 0.882 -0.870 0.83p -0.767 08.8§ -0.699
Constant Corner Impinging Jet
H=0.30m N.A. N.A. N.A. N.A. 2.241 -1.294 1.526 .905
H=0.75m N.A. N.A. N.A. N.A. 1.854 -1.115 1.45 806
H =1.05m N.A. N.A. N.A. N.A. 0.936 -0.657 0.696 309

Table 13 Predictive model for normalized peak vi&yoaf 1JV
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ym:C(xj+D

d d
Angle 90-degree | 60-degree | 30-degree | 0-degree

Radial Impinging Jet
Constant C D C D C D C D
H = 0.30m 0.115 -0.170 N.A. N.A. N.A. N.A. N.A. N.A
H=0.75m 0.113 -0.150 N.A. N.A. N.A. N.A. N.A. N.A
H =1.05m 0.057 -0.158 N.A. N.A. N.A. N.A. N.A. N.A.
Constant Wall Impinging Jet

H=0.30m 0.115 -0.101 0.099 -0.06] 0.078 0.033 0.065 0.129
H=0.75m 0.083 0.035 0.079 0.03( 0.05)/ 0.137 0.(520.247
H =1.05m 0.052 0.177 0.034 0.284 0.031L 0.299 0.0260.38

Constant Corner Impinging Jet

H = 0.30m N.A. N.A. N.A. N.A. 0.078 0.026 0.057 651
H=0.75m N.A. N.A. N.A. N.A. 0.057 0.137 0.052 [<]3%
H =1.05m N.A. N.A. N.A. N.A. 0.026 0.287 0.024 029

Table 14 Predictive model for normalized jet spretlV

Table 13is used for maximum jet velocity prediction, whil@able 14is used for jet
spread prediction. For example, in order to pretflietcorner 13V at a 0.3m (1ft) height at
a 30 degree angle, a constant A of 1.397 and a-B.d61 can predict YU,. A constant
C of 0.078 and a D of 0.033 can then predigid. See the highlighted cells Trable 13
andTable 14

SUMMARY

In this chapter, predictive models for radial, watid corner impinging jets are not the
only outcomes. Parameters for accurate CFD sinomatif an 1IJV system are also
described. The turbulent model and nozzle velquitfile are the key parameters for an
impinging jet simulation. The turbulent model,(k-and a nozzle with a boundary
velocity profile provide the most satisfactory a@amy. By using these CFD parameters,
placements and heights of an impinging tube areulsited. The resulting predictive
models are validated by the experimental data. asethese models, the velocity and
the jet spread of an impinging jet are strongly acted by the measured distances and by
the side walls. These findings and acquired CFupaters are used in the next chapter
which discusses the effect of a terminal configoradf an 1JV system in detail.
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CHAPTER 4

NOZZLE TREATMENTS AND TERMINAL CONFIGURATIONS OF
IMPINGING JET SYSTEM

Results in the previous chapter show that the place of supply terminals may affect
airflow parameters such as temperature and velqmitfiles. Placement of supply
terminals is only one aspect among many terminafigorations. Understanding the 13V
terminal configurations and their impacts are theosid objective of this dissertation and
will be discussed in this chapter. CFD simulatiohick relies on validated CFD

parameters obtained from the previous chapterisrtain research tool for this chapter.
SETUP OF CFD SIMULATION

A medium-size space is chosen as a case studyaybet and CFD model are shown in
Figure 67. This case study is located in the northern hehaisp (U.S.) with south facing
glass. The cooling load generated by external ssufglass, wall, and roof) and internal
sources (humans and appliances) reaches 116.\Wha direct solar radiation measured
before hitting the south window glass is at 600 W/amd then, using the Solar Heat Gain
Coefficient (SHGC) of 0.43, it is reduced to 250M%{290 W/nt after accounting for
conduction) after passing through the glass. Thiugamt, CQ, is assumed to be
produced by human exhalation. The CFD input pararaetre summarized rable 15

Sources | Load/unit | Amount | Load

Thermal Load (q)

Glass 290 W/M 20 M? 5,800 W
Light 60 W/unit 8 units 480 W
Human heat 75 W/people 2 people 1500w
Total Cooling Load 6,430 W
Humidity (W,)

Human vapor | _2.7xI%gls | 2 people] 5.4x10%kg/s |
Pollution (M,)

Human CQ | 0.77 x10°%kg/s | 2 people] 1.5x10%kg/s

Table 15 Load calculation summary for the studiddfterminal configurations

This chapter divides the 1JV terminals’ study intwo aspects. First, the nozzle

treatments with different velocity profiles are @stigated once again since, as suggested
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in the previous chapter, they are a critical patamfor accurate CFD simulation. This
time, the investigation is not concerned with thmpinging jet profile but rather shifted
toward the thermal comfort and IAQ. Unlike the nezxelocity profile, the second
aspect examines the impact of terminal configurgtiike nozzle size, height, tilted
angle, location and grills. These terminal confajions and the nozzle velocity profiles
are then tested against relevant indices like laiutn effectiveness, CFD ventilation

performances and PMV-PPD.

EXHAUSTS

Figure 67 Case study space plan (left) and CFD inodét)

Nozzle treatments with different velocity profiles

An 1JV nozzle is treated as an "inlet" in CFD-injgat parameters. When the supply
velocity is specified, the default usually assurtied the velocity is uniform throughout
the area of a given inlet. As proved in the presichapter, a uniform velocity profile is
not appropriate for jet velocity profile studiesorFgreater accuracy, a boundary layer
profile is the solution. On the negative side, setting of a boundary layer profile is
complicated because it requires additional mathieadafunctions. When a boundary
layer is applied, the velocity at any given pointhin the supply area is no longer
uniform. Velocity gradually increases from zero maaozzle edge and reaches a peak at
the center. See the difference between both noeelecity profiles in Figure 68.
Through the different nozzle velocity profiles, thet profiles along the floor are
impacted. Whether this impact will similarly ocdiar room thermal comfort and 1AQ is

the question.

"u=Us e
Figure 68 IJV nozzle uniform (left) and boundarydavelocity profiles (right)
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Mathematical functions are required for specifythg nozzle boundary layer profile.
Unlike in the previous chapter, the nozzle shamaghks from a circle to a rectangle. The
function for a circular nozzle as shown HEguation 30 must be modified for a
rectangular nozzle. For any rectangular nozZtgjation 33 is usedwith x and y being
the distances along the x and y axis measured fharcenter. If xaxand yh.x are the
maximum distances measured from the nozzle cethienyidth and length of the nozzle
are 2%.axand 2ynax respectively. The constant to adjust the velobdyndary curveq.,

of 0.167" is specified. | is the maximum velocity at the nozzle center and/hich is
thevelocity at any point in the nozzle cross sect®the product oEquation 33.

_ __ X yapq_ Y ya Equation 33
Uu=u,@ < )“ @ )

max max

In the CFD specification process, flow rate is lyadetermined by using the ventilation
requirement inEquation 2-Equation 4 as presented in Chapter 2. As a required CFD
input, the supply velocity of a nozzle with a umifovelocity profile is easily obtained by
dividing the flow rate by the nozzle area. On thheo hand, to specify the supply
velocity of a nozzle with a boundary layer profgenot a simple activity. In this case, U
is the required unknown variable in the CFD simatat The process of solving,Us
presented irEquation 34 and Equation 35. If assuming the flow rate of both nozzles
with different profiles is equal, then, the flowteaof a nozzle with a uniform velocity of
AUxmaymax €quals the integration dquation 33, which is plugged intd&Equation 34.
After solving Equation 34, Equation 35is the function that solves the, df a nozzle
with a boundary velocity profile. In this studyget@xnax and 2y.ax are 1 ft andx equates
to 0.167. If the U of the uniform velocity profile 1.8 m/s, the bof the boundary layer
profile is 2.5 m/s which is then used as an inpuhe CFD simulation.

{7 Equation 34
UX max Ymax = 4”dedy =4U J' J’ - X )< (L— y )% dxdy q
B ° X maxY max Xmax yma><
4UXmax Yinax = 4IJdedy 4U ( Xmax ymaX) Equat|0n 35

(a+1)?
Parametric study of IJV terminal configurations
As previously discussed, the nozzle velocity peofihanges the supply condition by

mathematical manipulation. The physical settinghef IJV terminals is another variable

" More detailed explanations are found in ChaptgFigure 45)
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that significantly changes the initial supply cdimais. Once a supply condition is
changed, room comfort and the IAQ may be affectedunderstand the impact of the
physical setting of the 13V terminals, six IJV cigirations as shown iRigure 69 are
tested by using Variable Air Volume (VAV) with apply temperature of £8 (55°F)
from two IJV terminals. Six terminal configuratiomse tested under the same cooling,
humidity, and pollutant loads in the the same &tigdy room used in the investigation in

the previous section. Detailed explanations of eaohfiguration to be tested are

| % | ;
N am?
| | 10
|JV#5J< 1JV#6
Higher Nozzle Solar iati
[

1JV#4
Figure 69 Six physical settings of 1JV terminal igarations

described as follows:

Tilted Nozzl

Base Case (IJV#LFor this study, the setup was similar to the n@zgith a uniform
velocity profile as discussed previously. A rectalag supply terminal with an area of 1
ft? (1ftx1ft) is located above the floor at 0.75 m5(8).

A Small Nozzle (IJV#2)increases the supply velocity by rushing the hiodgh the
small supply area. Once the supply velocity inaeesasoom thermal comfort and the IAQ
might be directly impacted. In this scenario, taene configurations as the base case are
used except that the area of the nozzle is redbgdualf which then doubles the supply

velocity.

Air Distribution (IJV#3) here refers to the flow pattern or air directiotyalvhich
usually changes when employing the supply diffusergrills. A supply diffuser is an
important component for preventing draft causedabyypical mixing system. Once
activated, a diffuser alternates air distributiohiehever ways the designers wish. For
this study, the diffuser shown Figure 70is used. This diffuser is designed to lessen the
spread of cool air along the floor so that stredifion discomfort should be hindered.

Figure 70 IJV with supply grill to alternate aisttibution

Tilted Nozzle (IJV#4) refers to the angle between a nozzle and a flbwee. IJV with a

nozzle perpendicular to a floor is typical, but @nfperpendicular or tilted nozzle is
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however rarely discussed. A tilted nozzle changesdupply air direction as a whole
toward the tilted direction. A tilted angle of 1&gtees toward the wall aims the nozzle
simultaneously at both wall and floor. As with thB/#3, this setting should lessen
stratification discomfort and dratft.

Height of a nozzle (IJV#5)was studied in the previous chapter for the impiggiet
characteristics. The findings show that a highewation slightly increases the jet peak
velocity along the floor. This characteristic atiecoom thermal comfort and the 1AQ
more than anticipated. To study this impact, theziteheight is moved from 0.75 (2.5ft)
to a height of 1.2m (4ft).

Location of a nozzle (IJV#6)may strongly affect the performances of the 1IJViays
especially where radiation through glass is core@riwhen the room is radiated, the
floor close to the glass is usually heated firsthmy high sun. By placing a nozzle close to
or away from the glass, the cool supply air encersdifferent floor temperatures rising
from shaded or unshaded areas. After the supply@ord air is mixed, the room thermal
comfort and the IAQ may vary extremely. In order dwamine the effects of glass
radiation, the same nozzle as in the base caseldsated closer to the south-facing

window glass.

SIMULATION RESULTS

The simulation results are reported in two parisstfFthe temperature, normalized £0
and velocity along the room height of the nozzes;h with different velocity profiles,
are presented iRigure 71 This data is obtained from measurements at thieecef the

room as shown ifigure 72

2.70 2.70 - 2.70

—— Boundary Layer « - < -Boundary Layer| 2.40 - f:yu::iary
—— Uniform ® - - -Uniform
L) —=— Uniform

Height (m)

0.00 T T —1 | 000 besmmsemiiiiTTT
185 205 225 245 26.5

Temperature (C) Velocity (m/s) Normalized CQ
Figure 71 Temperature (left), velocity (mid), armrmalized CQ (right) along the room
height of different supply velocity profiles

0.00 T T T 0.00 T T
0.00 0.15 0.30 0.45 0.60 0.38 0.40 0.42 0.44
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Figure 72 Measurement location for comparing the
results from 13V with different velocity

profiles

Second, results of 1JV with different terminal cguofations are plotted on a cross section

of a case study room. Such results as showsigare 73 include profiles of temperature

and normalized C®

Tilted Nozz

dia'On

18C 19C 20C 21C 22C 23C 24C 25C 26C 27C 28C

TemperatUIwr 66.2F 68.0F &9.8F 71.6F 73.4F 752F 77.0F 7B8.8F B80.6F B2.4F
0.40 0.50 0.60 0.70 ?.80 0.90 1.00

Normalized CGQ
Figure 73 Temperature contour of I3V with differégiminal configurations
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DISCUSSION
As with the simulation results, the discussion asosists of two parts: the results using

the nozzle with the different velocity profiles atite IJV with the different terminal
configurations. Both are analyzed with three vatith indices; ventilation effectiveness,
CFD ventilation performances, and PMV-PPD. Thesdices are discussed and

introduced in Chapter 2.

Nozzle with different velocity profiles

In Figure 71, temperature, velocity, and normalized Ofeasured at the room center
show close agreement between the nozzles withritieron and boundary layer profiles.
The difference is small compared to the sensor @fréthe IFS-200 system which has a
temperature error of +6 and a velocity error of +0.03 m/s. The error o®.C
measurement is also relatively large compared ¢oQGRD data. The best GBensor

from HOBO has a C@error of 50 ppmv which is equal to the normaliz=d, of 0.05.

Calculated byEquation 7 and Equation 8, ventilation effectiveness) of both nozzle
velocity profiles is quite similare; for both cases shows closer agreement thasy of
both cases are identical at 1.@9.of a nozzle with a uniform velocity profile and a

boundary velocity profile are 1.37 and 1.28 respebt.
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0.35 0.4 0.45 0.5 0.55 0.3 04 0506 070809 1
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Figure 74 Average temperature of different nozzle
velocity profiles (top left)

Figure 75 Normalized C£of different nozzle velocity
profiles (top right)
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=
[

B Uniform

0.1 B Boundary Layer

2‘0 2‘1 2‘2 2‘3 2‘4 2‘5 2‘6 27 Figu_re 76 Normalized draft of different nozzle ety
Temperature (C) proflles (bottom Ieft)

Calculated byEquation 15 Equation 16, and Equation 17, the CFD ventilation
performances of both nozzle velocity profiles aviteythe same. Results of CFD nodes

shown inTable 11are plotted and summarizedkigure 74, Figure 75, andFigure 76
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where the average air temperature and normalizeda@@draft are compared. The close
agreement of both velocity profiles is found notyofnom these variables, but also from
stratification discomfort which both reach at 0.Ptaft at the 1.8m height of both nozzle
velocity profiles is the most dissimilar, but isllstery small because the error of the

normalized draft (room normalized area caused bift)ddiffers by only 0.4%.

Analogous to the CFD ventilation performances, botzzle velocity profiles have
almost identical PMV-PPD. The PPD of a uniform i profile and a boundary
velocity profile are 29.3% and 27.9%, respectivdlye 1.4% difference comes from the
air velocity sensitivity in the PPD calculation lguation 24-Equation 26. The PPD is
extremely high when air velocity exceeds 0.11 tiifhe velocity then rises by only 0.01
m/s above that, the PPD increases from 28.3% ®%80r by 2%.

1JV with different terminal configurations

After discussing the results of the 1JV with ditfat nozzle velocity profiles, the same
ventilation indices are used for comparing the With different terminal configurations.
First, the discussion begins with ventilation effeeness €). Usinge; and the ventilation
control technique presentedkigure 32 (Chapter 2), the flow rate is determined for each
IJV terminal configuration which brings room temgiere up to 23% (74F). As
Figure 77 shows, thes; of all terminal configurations is quite alike. Thawests; is at
1.09, while the highest is at 1.12. Like the;, theg; of all configurations range closely
from 1.08 to 1.32 as shown figure 77. Because both the and theg. of the six
terminal configurations chosen for this study extceene, the selected terminal
configurations may not impact so negatively on gperonservation, thermal comfort,

and the IAQ when using the 13V system.

1Jv-1 1.22
1Jv-2 1.08

1JVv-3 1.16
1JVv-4 7:| 1.17
1JV-5 1.32
VEFt 1JV-6 =1-29 VEFc

08 0.9 1 11 12 13 14 0 04 08 12 16 2 24

Figure 77g(Left) ande(Right) of IJV terminal configurations
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The next indices to be discussed are the CFD wiotil performances. By using
Equation 15Equation 17, the CFD ventilation performances of all terminal
configurations are shown figure 78 The indicator that makes almost no difference in
any terminal configurations is normalized £Q@verall, normalized C@increases when
the measured height increases with about a 1.58relifce (or 15 ppmv). On the other
hand, draft and stratification discomfort show thiferences when different terminal
configurations are adopted. The base case, 1JVélises the highest stratification
discomfort in around 21% of the room area. Whertching to the other configurations,
stratification discomfort tends to similarly decsea Among these configurations, the
most effective method is to increase the supplgaigl as seen in IJV#2, which reduces
stratification discomfort to 9%. However, when ghegply velocity is too strong, draft is
the consequence. IJV#2 exponentially increases alared draft from 1 t0o16%, while
others maintain the same low level of draft. Supgywith half the velocity of IJV#2,
IJV#1 causes normalized draft from 1 to 1.5% fothiibe 1.1m and 1.8m heights. After
moving the IJV tubes higher as in IJV#5, the diradteases slightly from the base case to
2-2.5%. This finding corresponds to the findings Ghmapter 3 which conclude that
increasing the nozzle height increases the jetcitgl@along the floorUsing the supply
grill (IIV#3) and relocating the tubes (IJV#6) alsareases draft at 1.8m to 3-5% when
compared to the base case. The most effective itpehio reduce draft to nearly nil is
achieved by tilting the tubes toward the wall (13N#

T
1JV-1 0.21

;
I - ' -
‘ Wv-1 B Planel.lm V-1 EPlanel.lm
I I
V-2 0.09 ! V-2 WPlanel8m | 3v.2 B Planel.8m
I I I I Il
V-3 013 | 13V-3 | 19v-3 l l
- I I I I I
V-4 [ 0.17 | 1Jv-4 | 1av-4 | |
1 I I I 1 T
1IV-5 0.14 } 13V-5 1 13V-5 ! !
‘ Stratification ‘ | |
V-6 1011 Di_‘v,comfort 1JV-6 ' Draft| NV-6 Normalized CO2
Il Il L
0 0.1 02 03 04 0 005 01 015 0z 04 0425 045 0475 05 0525

Figure 78 CFD ventilation performances of all I&/ninal configurations

PMV-PPD of IJV with different terminal configuratio ns

The PPD of all terminal configurations lies arou2itt29% which exceeds the thermal
comfort threshold by 17-19%. As shownRigure 79, only slight differences in the PPD
are found because high PPD is caused by high PN the radiating glass assigned in
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all cases. This effect is seenkigure 80 where the isosurface of PMV +0.75 is plotted.
This isosurface is created by connecting the daitat of equal value, which in this case
is a PMV of +0.75. To reduce the PPD caused by RiglV, glazing irradiance in a room
with any 1JV terminal configurations must be rediidey selecting glass with lower

SHGC or by using shading devices.

|
|
|
1JV-3 27.20
4 |

V-2 [ 29.27: 3
I I
I I I : :
19v-4 2850 |
I I I
1IV-5 2861 | |
I I I I

V-6 27.14 L PPD

24 25 26 27 28 29 30 31 32 33 34 35
Figure 79 PPD of all 13V terminal configuratiofheft)
Figure 80 Isosurface of PMV +0.75 of IJV#1 (right

SUMMARY
In this chapter, the nozzles with different velggtofiles and 13V with different terminal
configurations are studied. Unlike the impinging haracteristics in the previous
chapter, this chapter shows that using a nozzle svitiniform velocity profile gives the
same results when using the nozzle with a boundaygr profile. Outcomes like
ventilation effectiveness, CFD ventilation performas, and PMV-PPD, are similarly
obtained with the simpler CFD set-up which in tunakes further simulations easier.
When these indices are applied to the comparisoniJdf with different terminal
configurations, commonalities are found among ialcenfigurations, with the exception
of CFD ventilation performances. Different termimanfigurations distinctly impact
draft and stratification discomfort. The most effee way to reduce stratification
discomfort is to increase supply velocity, butls same time excessive draft must be a
concern. Supply velocity not only has strong impatiut it is also the most common
variable in HVAC design. Thus, it deserves furtagamination which will be presented
in the next and following chapters. Studies abbatdther terminal configurations are not
continued in this dissertation, but this does neamthat these topics are exhausted.
Since each configuration shows unique advantageslisadvantages for specific HVAC
applications, the demand for future studies of ¢hesw 1JV terminal configurations is

great.
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CHAPTER 5

PERFORMANCES OF DIFFERENT VENTILATION STRATEGIES UN DER
VARIABLE AIR VOLUME SYSTEM

The principle of Variable Air Volume (VAV) is to cdrol the room temperature by
varying the flow rate or the supply air volume [78his mechanism is possible because
of equipment called a VAV box. The VAV box contais actuator which can be rotated
to adjust the amount of supply air. The amount @bpdy air is determined by a
thermostat that detects the room air temperatund, then the VAV box reacts by
increasing or decreasing the supply flow rate. Sepdlow rate and room temperature
are balanced by following the relationship Eguation 2. When using flow rate as a
control parameter, advantages are the temperatumeot precision and small, smooth
temperature swing [41]. An additional benefit isesgy conservation which can be
obtained if the fan size or speed of the Air HamgllUnit (AHU) is reduced. When
cooling demand decreases, the flow rate can beceeddwithout the use of additional
heating energy. Because of these advantages, VAMnbes a common system for
medium and large buildings. However, VAV also hasis negative consequences. VAV
still relies on the duct and actuator which drog #fficiency due to system friction [78].
The supply temperature is usually fixed at the g@imt (usually 13C or 55F) which is
not flexible for the control of humidity. Anotheralvback of VAV is the dropping of
IAQ when flow rate is inadequate. Low flow rate etatined by low cooling load is not
sufficient to remove the pollutants generated bynans or other soures, and the
concentration level might exceed the thresholdbyeASHRAE-62. To minimize this
problem, the minimum flow rate of the VAV system usually set up and strictly
maintained by using the number of occupants andespizes as the criteria [7, 13]. This
minimum flow rate forces the VAV system to use raenergy in maintaining thermal

comfort by activating the reheat coil to slightlycrease the supply temperature. Only
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within this condition, must VAV be operated for kiag and cooling simultaneously,

which thereby causes a drop in energy efficiency.

The objective of this chapter is to study how eaehtilation strategy performs under a
VAV system. The three ventilation strategies totésted include MJV, DV, and 1JV
which have been already introduced in Chapter & Fsgure 81). As discovered in the
previous chapter, supply velocity is important. |3Which has two supply velocity
ranges, includes 1JV#2 which has twice the sup@lpaity of the 1IJV#1. Combining
these two with DV and MJV, four ventilation straegywere tested against four different
cooling load scenarios operated with the VAV systBasults will be discussed by using
ventilation effectiveness, CFD ventilation perfomoas, and PMV-PPD. Similar results
were published by the author of this dissertateond can be found in the peer-reviewed

journal [32] shown in the list of references.

EXHAUSTS

Figure 81 The CFD model of the case study spadedifterent ventilation strategies

COOLING LOAD SCENARIOS AND eQUEST SIMULATION

A wide range of cooling load scenarios was setougtiidy the performances of different
ventilation strategies. By using the direct caltola method fromEquation 2, four
cooling loads ranging from low to high of 9, 47,615nd 160 W/mwere studied. Each
represented the thermal environment for a partidii@e and/or season. Solar irradiance
is a major contributor to these cooling loads. Satadiance is mainly determined by
sun positions as shown kigure 82 The figure shows the sun chart for latitude 40 of
northern hemisphere. The 9 W/rnase represents the morning and evening scenarios,
when the oblique angle from the sun is almost peiral the glass. The 47 Wfand 116
W/m? cases represent the before noon and after nodatiticors, when the oblique angle

from the sun is less parallel to the glass. Thanéor represents the partly cloudy
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condition, while the latter represents clear skyditbons. The case with the peak cooling

load, 160 W/, occurs in winter noon, when the sun is aimosp@edicular to the glass.

At latitude 40, the solar incident angle to thesglacan be as low as 26.5 degrees.
Referring to the riverlo’s function, which is thelationship of transmitted/reflected
radiation energy and the incident angle, the suh wan incident angle of 26.5 degrees
can have as much penetration into the space ast@esin with an angle of O degrees
[79]. After adding to the other cooling load compats, peak cooling load reaches 160
W/m?. eQUEST, a DOE-2 energy simulation software, comdi that this peak cooling
load will occur on February™7at 1 pm [80, 81]. Modeled by this softwafégure 83
shows an energy model of the studied space anaviioée building in both plan and

perspective views.

Figure 82 thdéoad scenarios setup in relation to the sun postio
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Figure 83 thease studied space modeled with eQUEST

CFD SCENARIOS SETUP
Detailed data of cooling, humidity, and pollutanddis are necessary for CFD simulation.

In addition to humidity and pollutant loads, coglifbads mentioned previously were

79



broken down by contributing components, and preskin Table 16 Based on these

cooling loads, flow rates for each scenario as shoable 17 can be obtained by using

Equation 2, where the supply temperature of the VAV system fivael at 13C (55°F)

and the control temperature of 2XC5(74°F). Shown in both actual and Air Change per

Hour (ACH) formats, these flow rates were usededtednine the supply velocity of each

ventilation strategy. This supply velocity impadisth Re and RY. If the supply

temperature is fixed, faster supply velocity caoréase Re, while reduce Ri. With the

lowest supply velocity, DV has the lowest Re rangeile has the highest Ri range. With

the highest supply velocity, Re of IJV#2 becomeshighest, and Ri becomes the lowest.

Cooling Load Scenario

Case 9W/nf | Case 47W/M | Case 116W/m | Case 160W/m
Glass SC/ U-value/ Area 0.7/ 0.29 Btu/h ft F/ 2b m
Conduction 169 W 432 W 839 W -726"\]
Vertical radiation 207 W 1,576 W 4,987 W 8,982 W
Humans (2 people) 146 W
Light oW 464 W
Total cooling load 523 W 2,618 W | 6,436 W| 8,866 W
Vapor (2 people) 5.4x10°kg/s

CO2 (2 people)

1.5x10%kg/s

Table 16 Theooling, humidity, pollutant load summary for VAVfaulation

Ventilation Strategies

MJV DV 1IV#1L 1IV#2
CFD#1 CFD#1 CFD#1 CFD#1
Load (160 W/m)
Flow rate (ni/s) 0.68 0.68 0.68 0.68
ACH 15.23 15.23 15.23 15.23
Velocity (m/s) 3.14 0.44 3.66 7.32
Re/Ri 83,595/ 0.0182 31,292/ 2.482 90,251/ 0.012 7,635/ 0.002
Load (116 W/m)
Flow rate (ni/s) 0.50 0.50 0.50 0.50
ACH 11.2 11.2 11.2 11.2
Velocity (m/s) 2.5 0.32 2.69 5.38
Re/Ri 63,961/ 0.028 22,883/ 0.047 66,347/ 0.023 825,0.004
Load (47 W/m)
Flow rate (ni/s) 0.20 0.20 0.20 0.20
ACH 4.48 4.48 4.48 4.48
Velocity (m/s) 0.95 0.129 1.08 2.15
Re/Ri 24,936/ 0.197 9,189/ 28.921 26,588/ 0.142 517,0.026
Load (9 W/nf)
Flow rate (ni/s) 0.04 0.04 0.04 0.04
ACH 0.9 0.9 0.9 0.9
Velocity (m/s) 0.185 0.026 0.215 0.430
Re/Ri 4,921/5.251 1,845/ 709.210 5,305/ 3.607 3,60638

Table 17 The CFD flow rate setup for the VAV sintidas

18 Discussed in Chapter 2 in the section of dimerie&mflow parameters

19 Conduction heat loss
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SIMULATION RESULTS
The CFD results are rendered in temperature ardtaot distribution formats.

MJIV DV

9 W/nf (0.9ACH) 9 W/nf (0.9ACH)

18C 19C 20C 21C 22C 23C 24C 25C 26C 27C 28C

&4.4F 66.2F &BOF 49.8F 71.6F 734F 752F 77.0F 7BBF BO.6F B24F
Temperature

Figure 84 The temperature profiles of MJV and D\demthe VAV system
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Figure 85 The temperature profiles of [JV#1 and#dVWinder the VAV system
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Figure 86 The C@concentration profiles of MJV and DV under the VAYystem
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Figure 87 The C@concentration profiles of IJV#1 and 1JV#2 undex YAV system
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DISCUSSION
The discussion is divided into three parts whictlude ventilation effectiveness, CFD
ventilation performances, and PMV-PPD.

Ventilation Effectiveness of ventilation strategiesinder the VAV system

Ventilation effectivenesse) of MJV, DV, IJV#1, and IJV#2 was plotted froRigure 88
to Figure 91, where only the selected scenarios of low (9 ¥y/amd high (116 W/f)
cooling loads are showikigure 88 andFigure 89 represent ; usingEquation 7, while

Figure 90 andFigure 91 represent concentrati@n usingEquation 8.

&t
Figure 8%; at the low cooling load of 9 W/under VAV system
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From the results plotted iRigure 88 andFigure 89, it can be seen that increasing the
cooling load makes; near the floor highly differentiated from the a®g, but decreasing
cooling load makes; at all heights uniform. If one is concerned onlithwe; within
breathing zoneg; of both DV and 1JV#1 tends to be highest as showigure 88 (high
cooling load). IJV#2 has a lowey, but still higher tharm; of MJV. These results confirm
that MJV homogenously mixes the air in the spacel, equally distributes;. On the
contrary, since IJV and DV utilize stratificatiathe higher; in the breathing zone can be
expected. 1IIJV#2, which utilizes a faster supplyoedly than IJV#1, mixes the air faster,

and thus stratification decreases. Low cooling laatlices stratification and makes the

of all strategies similar, as shownHigure 89.
MIV

Figure 91, at the low cooling load of 9 W/under VAV system
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Theeg. of four strategies are plotted kiigure 90 andFigure 91to represent high and low
cooling load scenarios, respectively. High with color values greater than 1.0 and
indicated by the yellow to red color, representsanl air. The; near the human nose is
low (less than 1), because of the high,@&yel produced by exhaling. Similar ¢g high
cooling load increases the differential from floor to ceiling. For high cooly load
(Figure 90, MJV and IJV#2 have the most homogeneeudJV#1 and DV perform
better because they can sustain higlithin the breathing zone. When supply velocity
increases, the Cplume might not form successfully and rise towtre ceiling. As a
result, the concentrated GGs mixed with breathing zone air, and reduegsThis
negative characteristic affects both MJV and IJ\Von@rsely, DV is capable of
maintaining highe. for both cooling loads, because low supply velodibes not disturb
the plume, which rises vertically toward the cejlitn Figure 91 (low cooling load), as
opposed to the; plots, IJV#1 and 1JV#2 clearly perform better thddV because. of
both ventilation strategies is distinctly noticemblThe cleaner air (high:) of IJV is

preserved within the breathing zone, and exhaled <tiGcessfully rises upward.

g andg; were plotted against cooling load variationFigure 92, where bothe values
were calculated by averaging the grid data in tteathing zone at heights of 1.1 and 1.8
meters. MJV consistently maintainsjust above 1.0 in all cooling load ranges but stil
low compared to DV. DV starts to exceed MJV at alicg of 85 W/nf, and has the
highestg; at the peak cooling load range. Both 13V surpas¥ EtJa cooling of 50 W/t
Beyond this pointg; of both IJV sharply increases. Both IJV hayeeaching 1.1 at a
cooling load of 116 W/ but when cooling load increases to 160 \//bothe; drop to

be the same as with MJV. As mentioned in Chaptéighe; may reduce overall air flow
rate in HVAC system. Thus, the overall flow ratduetion of IJV is considered possible
when the cooling load range is within 50-160 \&/m

Compared withe;, different results were found i was applied to IJV. All strategies
have ag. higher than 0.9, which is recommended by LEED If®® scoring [8]. As
expected, MJV maintaing slightly above 1.0 in all cooling load scenariasd DV has
highere. than MJV in all scenarios. Thg of DV increases when cooling load increases,
and it reaches 1.34 at cooling load of 160 W/dnlike &, 13V#1 clearly performs above
IJV#2. 1JV#1 has the highest averagereaching 116 W/fmwhen cooling load is lower
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than 130 W/ If cooling load continues to rise, tlgdrops to meet MJV at the peak
cooling load. 1JV#2, with double the supply velgcaf 1JV#1, is able to maintain.
above MJV, but less than both IJV#1 and DV. If copload surpasses 140 Winthee.

of 1IJV#2 drops below MJV. Since overall IJV hashege. than the MJV system, the
fresh air intake rate can be proportionally redycstd this reduction leads to energy
conservation for HVYAC system. This finding can lEled to ASHRAE 62 standard in
the ventilation effectiveness section [7], wherdijV is suggested to hawg (or E,) of
1.0, 13V should achieve the higher rating. To exgegh 1JV performances, one should
be aware that supply velocity strongly affeets and low supply velocity is more
effective than high velocity. In addition, high ding load (more than 160 W/Anshould

be avoided because it can significantly reduceglod an 1JV system.
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Figure 92 averaga (left) ande (right) of the VAV system

In order the reduce peak cooling load, a standacti as ASHRAE 90.1 and 90.2 should
be strictly implemented [82]. Based on these statgjdhe cooling load can be reduced
by glass and wall selection, and maintain apprognandow to wall ratio (WWR). The
results from eQUEST demonstrate that when the glassSHGC of 0.7 is replaced by
0.21, the peak cooling load is reduced by 93 W/hne same reduction can be expected
if the glass area is minimized. With this coolimgd reduction, the 1JV systems become

suitable options for this case study space.

CFD ventilation Performances of ventilation strateges under VAV system
In this section, the CFD ventilation performancésvidVv, DV, and IJV are compared.
Using Equation 15 - Equation 17, the normalized stratification discomfort, dradtd

normalized CQ are the indicators. A good ventilation strategystd bring these
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variables as close to zero as possible, becauseans the room has no stratification
discomfort, draft and free of GOWhen these indicators are not zero, some probtems
be detected. For instance, for stratification dsfmwt, As3d/Arom 0f 0.5 means half of
the room exceeds the threshold of temperaturerdiffee (8C from 1.1m-0.1m). For
draft, App>100dAr0omOf 0.5 means half of the room at a given heighteexs PD caused
by draft of 10%. For nominated GO Cea/Cioooppmv Of 0.5 means that the GO
concentration reaches half of the standard (1000vpp

From Figure 93 to Figure 95, the CFD ventilation performances of each strategye
plotted against cooling load variation. Both draftd normalized C®were plotted for
both 1.1m and 1.8m height to represent the headigoof different activities. Both

advantages and disadvantages of each ventilatiategy will be discussed below.
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MJV has a major advantage in stratification discompoetvention because stratification
discomfort does not occur in all cooling scenariddisadvantage of MJV is excessive
draft which linearly increases as the cooling lages up. The peak of draft for both
1.1m and 1.8m reaches 0.22 and 0.25 at peak cdoly respectively. See the red line
in Figure 94. In Figure 96, where the magenta color area is PD exceeding fi@¥graft
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of the MJV system generally occurs near the glasisthe wall. With this high velocity,

the CQ level is almost identical for both the 1.8m antim.planes (see the red line in
Figure 95). In contradiction to a previous study [12], MJ¥e$ not always have the
worst IAQ. At 1.8m height, MJV almost always perfar slightly better than the others,
but in the lower height (1.1m), MJV loses the oppoity to improve IAQ because no

stratification has been utilized.

DV has the highest stratification discomfort (see Hloe in Figure 93). The supply
velocity of DV is low, and not strong enough tofguéntly dilute the cool supply air to
the desired room temperature. The consequence isfishto cause stratification
discomfort reaching 0.44 at cooling load of 116 \i/ffhis problem can be solved by
using a reheat system or power induction box [4, 8s discussed in the Chapter 1,
both modifications lead to additional energy demand more HVAC cost. Because of
the low supply velocity of DV, a major advantage¥ is draft which is almost zero.
The highest draft is below 0.04 for the peak caplivad condition at 1.1m height (see
blue line inFigure 94). Figure 96 confirms that PD caused by draft of the DV system
the lowest, and it only occurs near the wall whistopposite to the supply terminal.
Utilizing stratification, DV maintains low C©Oconcentration at 1.1m height, but €0
concentration increases by 3% at 1.8m height. Téiationship is sustained for all
cooling scenarios. In contrast to a previous sfudy, the normalized Coof DV is not
always better than MJV, particularly at the stagdheight (1.8m). The blue line in
Figure 95 shows that normalized Gf DV can exceed MJV at around 0.01 in all

cooling load scenarios.

Results show that IJV can solve stratification dmtort of DV without any HVAC
modification by using stronger supply velocity. #\ has stratification discomfort at
0.21 for both 47 and 116 Wfmbut it can be reduced to 0.09 if using higherpsyp
velocity, as it is in IJV#2. See both green linasFigure 93 With the same supply
velocity, 13V has lower draft than the MJV systehhe peak draft reaches 0.07 for the
peak cooling load scenario. This draft skyrocketeemv supply velocity is doubled in
IJV#2. Still, 1IJV#2 can maintain lower draft thanJM, if the cooling load is low and
should be less than 110 WAmAt this cooling load, draft exceeds the MJV (skek
green line inFigure 94). Figure 96 confirms that IJV#1 causes less draft than 1J\RE2.
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of over 10% (magenta area) of IJV#1 only occurs tiea wall, while PD of the 1JV#2
occurs intensely throughout the conditioned sphicerder to reduce the draft problem of
IJV#2, the cooling load must be decreased. Sinlahe findings inFigure 94, Figure
97 shows that the PD of over 10% for the 1JV#2 sigaritly declines when compared
with MJV at a cooling load of 116 W/mLike DV, 1JV successfully utilizes stratification
by having normalized Cfat the 1.1m height lower than MJV. This normalize@, at
the 1.1m height is also consistently lower thart tifathe 1.8m height of around 0.03.
However, in peak cooling load scenarios, the 16en¥\Vthe 13V might not perform as

well as expected if the supply velocity is too stgoFigure 95 shows that its normalized

CO, surpasses both DV and MJV.
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Figure 97 Draft at the 1.8m height for the cooliogd of 116 W/rh

PMV-PPD of different ventilation strategies under he VAV system
In Figure 98 the PMV'’s for four ventilation strategies wereféd. PMV increases as
cooling load increases, particularly PMV monitomeear glass where intense radiation

occurs. These results mean that the occupant ness gan suffer from thermal
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discomfort regardless of which ventilation stratégyapplied. None of the strategies can
solve this problem unless glass with a lower U-gand lower SHGC is installed. When
the space is properly designed by minimizing theling load, the PMV can be reduced
to zero. These results point to the fact that gnef§cient design not only reduces the

direct cost of energy, but also promotes thermaifoot as an additional benefit.

-3.00 -2.25 -1.50 -0.75 0.00 0.75 |1.50 .25 3.00
o I i

Figure 98 The PMV of different ventilation strategiunder the VAV system
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One interesting finding is found when the IJV hakigh PMV near glass. With this
extremely warm condition, IJV might surprisinglyffeu from a low PMV near the floor
because of a strong jet velocity being suppliednfibe 1JV terminals. To prevent this
low PMV problem, supply velocity must be approplgtmaintained. At a cooling of 47
W/m?, 13V#2 supplies with a velocity of 2.15 m/s, btitl floes not produce the low
PMV near the floor. Then, this supply velocity ran@round 2 m/s) should be set as the
highest limit for the 1JV system.

Calculated by usindequation 26, the PPD of each strategy is plottedFRigure 99.
Based on ISO 7730, where the PPD in conditionedespaategory C) should not exceed
10% [13], all strategies similarly maintain a PPhmw this threshold for the low cooling
load range. If cooling load goes beyond 35 W/the PPD will exceed 10% for all
strategies. Within this upper range, each venbitasitrategy starts to perform differently.
The PPD of DV skyrockets reaching 71% at a cooloagl of 116 W/r. At the same
time, 1IJV#2 maintains the lowest PPD at 41%, beeadatidias the highest average air
velocity. This high velocity accelerates the body&at loss and, in turn, can reduce PMV
and PPD. It should be a concern that this PPD temucomes with excessive draft,

which was discussed previously.
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SUMMARY

In the VAV system, major ventilation indices sholmat IJV has superior performance
over the mixing and displacement systems. To miairttas performance, 1JV must be
strictly operated within specific boundaries. Betand CFD ventilation performances of
IJV point to the same outcome. When the coolingl legceeds 116 W/me potentially

drops, and draft increases dramatically. Withirs ttinge, the: and e. of 1IJV exceed
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those of MJV. Since the. of a DV and an MJV system in cooling mode recomteeh
by ASHRAE 62-2004 is 1.2-1.0, respectively, thisdst found that thes; of an 13V
reaches at least 1.1. Additional advantages ofJ¥fesystem are found when using CFD
ventilation performances. Allowing faster supplylogty to be used, IJV can
substantially reduce stratification discomfort &34 than that of DV. This strong supply
velocity must be maintained to avoid excessive tdNafithout disturbance from high
velocity, stratification allows lower pollutant cogntration to occur at the lower head
height (1.1m). In addition to CFD ventilation perfances, PMV-PPD is a major
concern especially when cooling load skyrocketsabse of intense radiation. To solve
this high PMV problem, ventilation strategy is ribé key variable. Rather, the building
fenestration system must be energy efficient ireotd maintain a PPD lower than 10%.
Glass and opaque walls should be well insulatedhawe low U-value and SHGC.
Besides the PMV, a high cooling load can bring heotnegative impact to 1JV. If
cooling load is too high, the 1JV might suffer framtremely high (radiation near glass)
and a low (cold jet stream near floor) PMV. To sk low PMV problem, the peak
supply velocity of the IJV should not exceed 2nif/shis supply velocity is applied at the
peak cooling load of 47 W/m the stratification discomfort less than 0.09 dza
expected. On the contrary, if a velocity of 2 n¥spplied for a cooling load of 94 Wim
the stratification discomfort will double to 0.21.

These findings are valid for a VAV system when dygpmperature is fixed. When the
supply temperature is varied, as it is in a CAVteyg the impact of 1IJV and other

strategies are yet mentioned here, but they witlibeussed in the next chapter.

94



CHAPTER 6

PERFORMANCES OF DIFFERENT VENTILATION STRATEGIES UN DER
CONSTANT AIR VOLUME SYSTEM

Unlike a VAV system, a Constant Air Volume (CAVXés the flow rate, but alternates
the supply temperature. Basically, the supplyexingerature is determined by the cooling
load as shown ifEquation 2. When the cooling load increases, the supply teatpee
decreases within the typical range of 28.874F control temperature) to i3 (55°F).
When it is possible to supply with warm temperatitré@elps the system, as in the cases
of DV and 13V, to reduce the stratification discomtfproblem. See more detail in
Chapter 5. In addition, constant supply air of CA8/a feature that solves the IAQ
problems found in a poorly designed VAV where thavfrate might be inadequate.
Because of the ability to alternate the supply terapre, CAV is commonly used when
the space has heating demands [41]. A VAV systematso duplicate this ability by
using reheat coils, which are recommended for nsperimeter zones with occasional
heating demands. Once the reheat coil is activaaedAV system acts like a CAV
system by maintaining the minimum flow rate, anlging on the reheat coil to adjust the

supply temperature.
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Figure 100 The overlay of CAV and VAV on the psymmetric chart.
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Even tough a CAV system provides excellent IAQre¢hare some circumstances that
make CAV not perform as well as VAV. When a dehufiadtion process is needed, the

condensation at the cooling coil is necessary. €osation will happen if the coil
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temperature is cool enough, and should be at leagr than the dew point of room air
temperature. In any case, it should be lower tf8€ 1f room temperature is controlled
at 23.8C. This process can be explained by using the peyugtric chart as drawn with
the blue line inFigure 100 Because of this required dehumidification, whiarieg the
supply temperature, but not maintaining the codl wwer than 18C, the air is not
properly dehumidified (green line). As a resulte ttoom air might have the proper
temperature, but the humidity level can be veryhhigo overcome this problem, CAV
requires extra energy to control the humidity le\ald this becomes a major drawback.
This extra energy is commonly used by adding dat hethe supply air (red line) after it
has been already cooled down and the moisture ders flemoved. The process of adding
dry heat can be done in two ways. First, a reheihittan adjust the quantity of dry heat
adding to the cool supply air until reaching thepraypriate supply temperature. This
technique provides excellent IAQ, but it wastetadf energy from operating cooling
and heating at the same time [41]. Second, a Powdeiction Unit (PIU) can warm the
supply air up by using the heat generated dirdetign the room. A small fan draws in
the room air and mixes it with the cool air befords supplied to the room. This
technique can warm the supply air up without releedt thus, there is no simultaneous
heating and cooling taking place. This system migi& the energy efficiently, but it also
has some limitations. By recirculating the (polt)teoom air, supply air might not be as
clean as when using a reheat coil, and this caadtmpom IAQ negatively.

Because of these unique characteristics of a CAstesy, it is necessary to understand
how each ventilation strategy will perform wherisitoperated under this system. Using
the CFD parameters from Chapter 3, this chaptdrfinst show the cooling and heating
scenarios to be set for CFD simulation. Next, tkesults will be discussed using

ventilation effectiveness, CFD ventilation performoas, and PMV-PPD.
COOLING AND HEATING SCENARIOS FOR CFD SIMULATION

Similar to the VAV studies in Chapter 5, the sameling scenarios except for the peak
cooling condition were set up for CFD simulatiorthins chapter. Peak cooling load is not
necessary because the supply temperate and flevof&AV become identical to VAV.

Given the supply temperature of°C3at peak cooling condition, the maximum flow rate
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was fixed and then used for setting up the CAV ades. These cooling load scenarios
include high cooling load (116 W#Ay moderate cooling load (47 W#n and low
cooling load (9 W/rf). These scenarios, which were simulated in thiecdlaapter, are all
for cooling because the VAV system is not intenttedhe heating mode. Since CAV is
applicable for heating; a single heating scenaras wdded. This heating scenario is
based on morning or evening of winter season awrslio the psychrometric chart (See
Figure 101).

Figure 101 The load scenarios setup in relatiahégosychrometric chart

For CFD set up,Table 18 shows not only the cooling loads coming from each
component, but also the pollutant and vapor loadserated by two occupants.
Components of three cooling load cases similath&o drevious chapter, and a heating
scenario, were reported. In this heating scendhi®,extreme outdoor temperature of -
15°C (5°F) makes heat loss from the glass to be -2017 Wer/Afdding the internal heat
from humans, the heat loss reduces to -1871 W heating load density of -33 W/m

Cooling Load Scenario

Case 9W/nf | Case 47W/n | Case 116W/m | Case -33W/n
Glass SC/ U-value 0.7/0.29 Btu/h ft F
Glass Area 20 nf
Conduction 169 W 432 W 839 W -2017°N
Normal irradiance 207 W 1,576 W 4,987 W ow
Humans (2 people) 146 W
Light ow 464 W oW,
Total cooling load 523 W 2,618 W | 6,436 W -1871' W
Vapor (2 people) 5.4x10%kg/s
CO2 (2 people) 1.5x10%kg/s

Table 18 The cooling/heating, humidity, pollutapad summary for the CAV simulation

20 conduction heat loss
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The constant flow of 0.68 ffsec, or 1,428 cfm, makes the supply velocity ih al
scenarios constant. Usiigjuation 2, and this fixed flow rate, the supply temperatune f
each load scenario can be determined and listddle 19 In the cooling mode, the
supply temperature ranges from 22@®84.05C (72.8F-57.3F). This supply
temperature range provides a good opportunityudysthe humidity control of the CAV
system as mentioned earlier. The warm supply teatper was assumed not to provide
dehumidification. Ideally, the vapor concentrataitould be lower than 0.01 kgrfif the
control room temperature is 283G at RH 50%), but vapor concentration was set from
0.017 kg/nito 0.011 kg/min this study. With this high humidity, inapprogté humidity
control can be expected, and its consequence$eviliscussed in the PMV-PPD section.
In reality, CAV does not necessary to have thisbjgm but, as discussed earlier, it
requires energy to mitigate this problem. In thatimg mode, it is assumed that the dry
cold air from outdoor is used as a cooling sourtweys, the dehumidification is

automatically adequate. This allows the suitableovaoncentration of 0.01 kgfto be

assigned.
Ventilation Strategies
MJV DV IJV#1 [JV#2
CFD#1 CFED#1 CFD#1 CFED#1

Supply Velocity (m/s) 3.14 0.44 3.66 7.32
Flow rate (n¥/s) 0.68 0.68 0.68 0.68
ACH 15.23 15.23 15.23 15.23

Load (116 W/m)
Supply Temp (C) 14.05 14.05 14.05 14.05
Re/Ri 97,586/ 0.015 36,530/ 2.013 105,357/ 0.010 8,998/ 0.002
Vapor Conc (kg/n) 0.011 0.011 0.011 0.011

Load (47 W/m)
Supply Temp (C) 19.18 19.18 19.18 19.18
Re/Ri 94,662/ 0.007 35,435/ 0.920 102,200/ 0.005  4,33B/0.001
Vapor Conc (kg/m) 0.0147 0.0147 0.0147 0.0147

Load (9 W/n)

Supply Temp (C) 22.653 22.653 22.653 22.653
Re/Ri 92,765/ 0.001 34,725/ 0.176 100,152/ 0.001 1,836/ 0.0002
Ri 0.0013 0.1762 0.0009 0.0002
Vapor Conc (kg/m) 0.018 0.018 0.018 0.018

Load (-33 W/m)
Supply Temp (C) 26.589 26.589 26.589 26.589
Re 80,347/ 0.005 30,077/ 0.658 86,745/ 0.0083 1%2,6.0006
Vapor Conc (kg/m) 0.0101 0.0101 0.0101 0.0101

Table 19 The CFD supply temperature setup for Cvutations
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Besides pollutant and vapor loads, Re and Ri oh eamtilation strategy were also
reported inTable 19 The supply temperature which is not equal fohesmenario makes
Ri and Re varied. When supply temperature variggnkatic viscosity of supply air is
affected. Re, which depends on kinematic viscostglightly changed. After calculating
DV, which is supplied with the slowest velocity,shte lowest Re, while IJV#2 with the
strongest supply velocity has the highest Re. WnRe, Ri depends not only the supply
velocity, but also the difference between supplgt emom temperature. In this case, DV
has the highest Ri, while 1JV#2 has the lowest Ri.

SIMULATION RESULTS
Based on the results simulated by using CFD, thepégature and normalized GO
profiles of each ventilation strategy were plothesm Figure 102to Figure 105
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Figure 102 The temperature profiles of MJV and DMer the CAV system
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Figure 103 The temperature profiles of IJV#1 andtl under the CAV system
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Figure 105 The C@concentration profiles of IJV#1 and 1JV#2 undex @AV system




DISCUSSION
Similar to the previous chapter, ventilation effeehess, CFD ventilation performances,
and PMV-PPD, were used as indicators to analyz€#i2 results from the CAV system.

Ventilation Effectiveness of ventilation strategiesinder the CAV system

Under the CAV system, constant flow rate make$ each strategy solely affected by the
supply temperature. In this analysis, oglpande. of a high cooling load (116 W/hand
heating were selected to be showrkFigure 106to Figure 109 In the cooling modes.
tends to be higher thanand highe near floor decreases toward the ceiling. Having th
characteristic the least, MJV hgsande; uniformly close to 1.0. On the other hand, DV
successfully maintains high ande; within the breathing zone, which is indicated by r
highlighted color. Highe; means that the air is clean as compared to theclomear
ceiling where the polluted air is. SEgure 107. IJV#2, for which the supply velocity is
the fastest, behaves similarly to MJV, but 1IJV#hjck has lower supply velocity, tends
to be the same as DV. Highercan be expected from IJV#1, because it succegsfull
utilizes stratification, while strong supply velocbf IJV#2 mixes heat and pollutants too
well. Given this result, it confirms the findingoi the previous chapter, that the supply

velocity strongly affects performances of 1JV syste

- MJIV

Figure 106¢; of the high cooling load of 116 W/munder the CAV system.
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~
gure 107, of the high cooling load of 116 W/nander the CAV system
In the heating modeF{gure 108 and Figure 109, warm supply temperature works
against MJV and DV. The warm supply air of MJV @M floats toward the ceiling, and
the results are the dropping of bathande.. Compared to MJV, this warm supply
temperature tends to negatively impact DV the midstike both DV and MJV, I3V has
sufficient velocity to maintain the supply air withthe breathing zone, and this keeps
and g; high. Similar to the cooling mode, low supply wdty is more effective in
providing highe; ande. than the high velocity. In some areas, it is gidksible to see
poor g ande.. This area is the restroom, where the side-walthd the supply air from

flowing into the room properly.

Figure 108 of the heating load of -33 W/ander the CAV system
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Ec
Figure 10%. of the heating load of -33 W/under the CAV system

& ande. of the CAV system were quantitatively plottedrigure 110 Both theg; ande,

of all strategies exceed 1.0 in all scenarios, pixteating. Similar to the discussion
earlier, 1JV#1 performs better than IJV#2. Whenmypemperature increases to°Céor
61°F (a cooling load of 90 W/f), & ande. of I3V#1 are high, or the same as the DV
system. When cooling load goes lower than thistptive supply temperature is forced to
be warmer. This supply temperature becomes equtileécdoom temperature when the
cooling is almost nothing. At his point, the jetachcteristics of both DV and MJV
become isothermal and fully exposed without artgdilangle caused by buoyancy. This
clean jet air directly exposes the CFD nodes used:fand e; calculation, and thus
increases both indicators sharply. In this casaf MJV and DV reaches 1.7 and 2.0,
respectively. This characteristic does not happeldV¥ because the shape of impinging
jet is almost consistent regardless of any supghyperature as discussed in Chapter 3.
Based on this finding, practitioners should be athat 1JV can still maintain high and

gc With supply temperature warmer than°@6 but both MJV and DV do better. This
result is reversed when heating is applied. DV qrens poorly by having. of 0.82,
which is even lower tham:. It corresponds to the recommendgdfor DV made by
ASHRAE 62-2004, which is at 0.7 [7]. Seeable 5. ASHRAE 62-2004 also
recommends, for MJV in heating mode at 0.8, whitég of 0.9 is found in this study. In

this study, it was also found thatof 1IJV#1 can be highest with heating, and it caach
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1.2. Thisg, drops in IJV#2 to 0.9, which is equal to MJV. Agathe strong supply
velocity can reduce.. Therefore, the appropriate supply velocity shoogdused. It is
true that the supply velocity of 3.66 m/s is adegua achieve high. (reaching 1.2), but
when supply velocity goes lower, the impact gnis unknown. This indicates the

necessity of future studies of 1JV performanceth@heating mode.
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Figure 110 average (left) ande. (right) for the CAV system.

CFD Ventilation Performances of ventilation strateges under CAV system

CFD ventilation performances including stratificatidiscomfort, draft, and normalized
CO, were calculated usingquation 15, Equation 16,and Equation 17 and then
analyzed below. Fronfrigure 111 to Figure 113 CFD ventilation performances were
plotted against different cooling and heating loads the results will be discussed as

follows.

Similar to VAV system, MJV has no stratificatiorsdomfort problems, but the draft can
be severe. A draft at 1.8m height is at 0.22-0cB8sistently, while a draft at 1.1m height
drops to 0.17-0.22. When supply temperature inesabe draft reduces slightly, like the
normalized CQ@ as shown inFigure 113 The CQ level at a 1.8m height is slightly
higher than that of a 1.1m height. Correspondinthéz., normalized CQin the heating
mode sharply increases. The streamline analysigare 114 confirms this result by
revealing that the warm jet supplying for MJV tenads attaches to the ceiling, and
poorly circulates throughout the breathing zonelyOmhen the supply temperature
comes close to the room temperature, can bettenalmed CQ be expected from the
MJV system.

Unlike MJV, DV faces the stratification discomfgtoblem if supply temperature is too

cool. Stratification discomfort still reaches 0.#hen supply temperature is at 1405

107



(57°F). It takes a supply temperature up to 18C1866.5F) to reduced stratification
discomfort to zero. This finding correlates withepious research that recommends
supply temperature of DV to be only 2c3less than control temperature [12, 13]. In
compensation of stratification discomfort, lessfdig an advantage of the DV system.
Draft is minimized for both 1.8m and 1.1m heighds &ll cooling and heating loads, but
still the draft in heating mode can reach 0.08,ohhs far less than the draft from MJV.
In cooling mode, normalized G@t 1.8m is significantly higher than 1.1m, an& 6O
level decreases significantly when supply tempeeaisiclose to the room temperature (9
W/m?). Like &, the normalized C@at the sitting level (1.1m) increases when suplplie
with heated air. Sed-igure 114 Similar to MJV, DV is suitable when supply
temperature comes close to the control temperghattoo warm and cold). It will not
only minimize stratification discomfort, but alscopide lower normalized CO
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Referring to the VAV analysis, if the velocity ied strong, IJV might not perform as
well as expected. Since 1IJV#1 supplies air in aenswiitable range (not more than 2 m/s),

the results confirm that 1IJV#1 performs better thawi#2. Stratification discomfort of
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IJV#1, which is usually a major drawback, is sigrahtly resolved if supplied with air in
a warmer temperature range 14a957F-66.5F). Compared with the VAV system,
stratification discomfort is reduced by half if teapply temperature is raised onRC1
This provides an alternative for reducing straéifion discomfort besides accelerating
supply velocity as is done in 1IJV#2. The strongmypvelocity of [JV#2 produces the
highest draft for both 1.8m and 1.1m heights, andan reach 0.45 in the heating
scenario. When supply velocity is reduced by hdifft also drastically decreases as
demonstrated by IJV#1. Still, the draft of 1IJV#hehes the peak at 0.20 in the heating
mode. For IAQ, 1IJV#1 has not only lower draft, lalgo lower normalized C{at both
1.8m and 1.1m heights. Unlike DV and MJV, IJV doed perform well when supply
temperature is close to control temperature whaee rformalized C® can slightly
increase in this supply temperature range. Theoreasmes for the jet characteristics of
IJV, which is previously discussed in the ventdatieffectiveness section. This poor
performance can be reversed when heating is applieel normalized C®level drops
for both of the 13V cases, but only IJV#1 can h&@®, level lower than the rest. The
reason can be seen from IJV streamline pldtigure 114 which shows that IJV#1 has

adequate supply velocity to keep the heated sugtfdghed to the floor.

MJIV (NAYS

Figure 114 The streamline plot of the heating syste

Overall, 13V should be used in the CAV system whies supply temperature is either
lower than 18C or high than the room temperature [35] with saléesupply velocity (not
more than 2m/s). With the supply temperature cléseroom temperature, the
stratification discomfort problem is solved, bue t6QG level surpasses other strategies.

PMV-PPD of different ventilation strategies under he CAV system
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The PMV of all strategies were plotted fiigure 115 Similar to theVAV system, the
PMV improves when the cooling load is low. PMV da@ poor near glass due to glass
radiation and temperature, which can be eithehtwoor too cold. This high or low PMV
near glass in extremely high and low loads is these of a high PPD that can exceed
10%.

0

5
~
~

&

©
S
3,

H
5
s
3

5
~
~

®

-3.00 -2.25 -1.50 -0.75 0.00 0.75 1.50

PMV
Figure 115 The PMV of MJV and IJV under the CAVtsys
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The blue highlighted color ifigure 115is low PMV occurring near the floor for both
IJV#1 and 1IJV#2. This indicates that the supplyoegl of both 1JV might be too strong.
IJV#1 with the supply velocity of 3.66 m/s mightvieaa highe, but undesirable PMV-
PPD near the floor is still problematic. To solvestproblem, lower supply velocity
should be utilized. The appropriate supply velocaypge can be referred to the VAV
studies in the last chaptdrigure 98 shows that the supply velocity of around 2 m/s of
IJV#2 at 47 W/rfi does not create the low PMV-PPD near the floorcokdingly, this
supply velocity of 2m/s should again be used dseshold for 13V supply velocity.

PMV at the body core height (1.1m) can be converteBPD as shown iRigure 116
PPD of all strategies is minimized when coolingdida almost nothing. Compared to
VAV, PPD is still high, and the reason might be dese of the humidity. Humid air was
supplied to study the impact of poor dehumidifieatiwhich might happen in CAV. This
high RH did occur in CAV, and caused PPD to be digihan expected. Among these
ventilation strategies, DV, which has the lowespmy velocity and draft, tends to
minimize PPD most if cooling load is below 40 W/rvith an almost similar supply
velocity, 1IJV#1 performs almost identically to MJVhe high supply velocity of 1IJV#2
increases draft and causes the highest PPD inghitnly scenario. Low supply velocity
can lower the PPD to be less than 10%, and allbesappropriate cooling and heating
loads to be broader as it did in DV. DV has theesidload of -8 to 20 W/fmwhich
allows PPD to be less than 10%. When cooling I@adigh (more than 50 WA) this
low velocity is no longer desirable because it nahcreate a cooling effect for bringing
down the PMV. The supply velocity of MJV and IJV stong enough to create this
cooling effect, but still not enough to reduce Pibe less than 10%. The more effective
solution is to use or design the proper buildingedopes. Similar to the VAV system, the
use of low U-value and less SHGC can reduce enstlogat transfer, and cause less
PPD from glass. This finding confirms that the eyeefficient design is the most
effective strategy to enhance thermal comfort gitrenchoices of any operation system
and ventilation strategy.
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SUMMARY

In the CAV system, the supply velocity and tempanatof the IJV system alternates its
ventilation effectiveness, CFD ventilation perforroas, and PMV-PPD. Among these
indictors, low PMV near floor is the most critigadrameter for 13V, and can be avoided
if the supply velocity is less than 2 m/s. With glyptemperature of 14-2€ in cooling
mode, this supply velocity makes the performandelld superior to other strategies.
Within this range, ventilation effectiveness ishegthan 1.0 with almost no stratification
discomfort and draft problem. When supply velocgtronger than this threshold, draft
and PMV-PPD can exceed the appropriate level. ppButemperature is warmer than
16°C, the IAQ can become worse than MJV and DV. On dheer hand, if 13V is
operated in the heating mode, the ventilation éffeness and CFD ventilation

performances are recovered and become better ttarMJV and DV.

Different ventilation strategies were extensiveiydsed in this and the previous chapter.
Still, the results which are the appropriate |JVapaeters came from a single case study.
When geometries and volumes of the studied spacelamged, the impacts are not yet

known. The next chapter is dedicated to the stusfiéisese impacts.
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CHAPTER 7

PERFORMANCES OF DIFFERENT VENTILATION STRATEGIES UN DER
DIFFERENT SPACE VOLUMES

In previous chapters, many advantages of 1JV haenbndicated, but the results are
based only on a single space, which is categoaseal medium size space (55.2% 695

ft?). Two additional spaces were added in order topsmmthe performances of the 1JV
system under the different space volumes. The iaddit spaces include a small space
(13.81 nf, 149 ft.) and a large space (334,594 ft.). This makes the medium space
larger than the small space by four times and dhgel space larger than the small space
by 24 times. Se&igure 117 Similar to the volume sizes, the floor to ceilihgights
ranging from small to large are 3m (10ft), 3.3mf{},Jand 4.5m (15ft), respectively.

[NVAT
13V tube

Medium space Large space
Figure 117 The small, medium, and large space®ilV studies

Results show that 1JV#2 with a wide range of sup@iocities generates drastic results
regarding drafts. Part of the study was alreadyedarthe medium space discussed in the
previous chapters. In this chapter, IJV#2 was appto the small space, which is a
personal office, and the large space which is &odsall. Using normalized flow rate

discussed in the following section, the supply eijois set to be equal in all spaces.

Next, these spaces were tested under four cootiad scenarios ranging from low to
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peak using a VAV system. Based on these resulticators to be discussed include

ventilation effectiveness, CFD ventilation performoas, and PMV-PPD.

NORMALIZED VENTILATION RATE
In order to study the impacts of space size, thamaters such as cooling and pollutant

loads must be normalized by keeping load and moilutlensity equal for all spaces.
Dividing load (q) by an area (A), a load density ¢e used to compute flow rate per area
or normalized flow rate (Q/A) as demonstratecEguation 36. To be able to compare
different space volumes against ventilation indics spaces must have equal supply
velocity. The equal velocity can be obtained byngdtquation 37 wherethe ratio )
between supply area (a) and room area (A) mustiéetical in all spaces. Combining
Equation 37 and Equation 36, the result isEEquation 38. Similar values fom and the
cooling load density (g/A) make the supply velodityor Q/a) for all spaces identical. In
this study,n is constant at 0.0016 or supply area is 0.16%@®fdom area.

Q_ g/A
A Kk(T,-T.) Equation 36
_a
T=A Equation 37
Q_ ,__ a/A
Ta Tk, T Equation 38
Where Q = flow rate (CFM, ftsec)
q = total cooling load (Btu/h, W)
Ta = room temperature (F, C)
Ts = supplied temperature (F, C)
k =1.08in IP system, 1.227 in S| system
A = room area (ff m)
a = supply free area{ftm?)
v = supply velocity (fpm, m/sec)

In order to compare space sizes, not only loaditgersut also pollutant load density
must be controlledEquation 39 shows how the COload (M) is normalized by the
room area (A). In all space volumes, the normalig€y} load (My/A) must be kept the
same, and this will make normalized flow rate (Qidgntical as well. Here, as expected,
this normalized flow rate based on €l0ad is less than for the cooling load (as disedss
in chapter 2), so the latter was used as overalv ffate to be specified in CFD

simulation.
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Where

Q M, /A

A (C,-Cy)
Q = supplied flow rate {fs)
M, = total CQ emission rate (kg/s)
C.  =room air CQ level (kg/nt)
G =supplied air C@level (kg/nY)
A = room area (ft m?)

COOLING LOAD SCENARIOS AND eQUEST SIMULATION

The cooling load set up for this chapter is the esa® in Chapter 5, which ranges from

Equation 39

low (9 Wi/nT), moderate (47 W/f), high (116 W/m), and peak (160 W/f Table 20

concludes the cooling load components by relyingtlo& solar positions from the
sunchart for 4N as shown irFigure 82 Based on this sunchart, the peak cooling load
occurs during winter season (February) from the $onv angle radiating on south glass.

In addition to cooling load components, normaliZ&d, and vapor load from occupants

were added in this table.

Cooling Load Scenario

Small Space (13.81 fn)

Case 9W/ni Case 47W/m Case 116W/mh | Case 160W/m
Conduction oW, 65.48 W 279.67 W -362.89
Vertical radiation oW, 184.56 W\ 924.75 W 2,407.55
Humans (1 people) 73 W
Light (appliances) 73.27 W (51.2W) 232.34 W (93 W) 232.34 (93W) 0 (93 W)
Total cooling load 124.48 W 650 W 1,603 W 2,210.3 W
Vapor 1.35x10°kg/s
CcO2 0.375 x10kg/s

Medium Space (55.25 rh)

Case 9W/ni Case 47W/m Case 116W/mh | Case 160W/m
Conduction 169 W 432 W 839 W -726
Vertical radiation 207 W 1,576 V) 4,987 W 8,982
Humans (2 people) 146 W
Light (appliances) oW 464 W
Total cooling load 523 W 2,618 W | 6,436 W| 8,866 W
Vapor 5.4x10%kg/s
CcO2 1.5x10°kg/s

Large Space (334 )

Case 9W/ni Case 47W/m Case 116W/mh | Case 160W/m
Conduction oW, 986.78 W 3,322.17 W 3,322.17
Vertical radiation oW, 7,228.4 \\ 27,707.85 W 42 58I\
Humans (6 people) 439.62 W
Light (appliances) 2089.22 W (486.9 W) 6,691.45 BHH W)
Total cooling load 3,015 W 15,832 W/| 38,647 W| 53,587 W
Vapor 32.4x10°%kg/s
CcO2 9x10°kg/s

Table 20 Cooling load components summary for IJthwlifferent space volumes
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CFD modeling and parameters setup

In addition to the cooling load scenarios, the spaolumes relate directly to CFD
meshing resolution. This meshing resolution shdxddeported and discussed as one of
the requirements for ASHRAE RP-113gure 118 shows the meshing results of three
space volumes using the ANSYS ICEM 10 software.[58shing types and resolution
are critical for obtaining a good CFD model. Instltudy, the global meshing is meshed
by an unstructured element, such as tetra-typectwhias assigned for assembly or
control volume (body) and surfaces (elements). Jihe of these tetra meshes was set to
be large for minimizing the file size, but this okgion might not be fine enough to
predict the flow near objects. The finer meshes pbgcts or boundaries (such as walls)
are needed because the flow properties near tmeas sometimes change rapidly. This
limitation was solved by assigning finer resolutairthe objects and using the prism-type
meshes as multiple layers. The prism layers allosghes to grow from thin layers to

thicker layers, which then blend with the typicatr& meshes in the space.

Medium Space
¥ TR
|
4 SRR
§ O
' o 3

N |
i

| VNIV,
VWY

Large Space

Figure 118 The meshing results of the three spaltanes

The resolution of meshed surfaces depends on sudae and details. The smaller
surfaces require the finer meshing resolutibable 21 shows all meshing sizes used in
previous chapters and this chapter. Nodes are meshée fluid body, while elements
are meshes on the object surfaces. The small addimespaces have a similar combined
number of nodes and elements at around 185,000¢ Wie large space has the highest
number of nodes and elements at almost 1,200,086. rieshing size of 1,200,000
requires a lot of computational power which, inststudy, came from a computer with
64-bits quad core (4x1.7 GHz) processors. Larganbmrs of nodes and elements
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increases computational time rapidly, but the densdes and elements generally reduce
error from the CFD simulation. The optimum meshiegolution can be reached when
the flow properties become independent of grid Itggms, or so-called grids

independency [10, 57]. To have both accurate resant less computational time, the

meshes of all three space volumes are compliedtiighcriterion.

Small space Medium Space Large Space
Components| Componert Meshing size| Component | Meshing size | Component Meshing size
Name (inches) Name (inches) Name (inches)
Inlet IJV,NOSE| 3,0.2 IJV, NOSE 3,0.5 IJV, NOSE| , 0%
Outlet OUTLET 6 OUTLET 6 OUTLET 12
Wall LIGHT, 3,4 LIGHT, 3,4 LIGHT, 3,4
HUMAN HUMAN HUMAN
Assembly ROOM 24,1x3 (1.2 | ROOM 18, 1x6 (1.2 | ROOM 30, 1x5 (1.2
(body) rate) rate) rate)
Elements 147,123 144,673 949,387
Nodes 38,002 34,519 216,384
Table 21 The meshing details summary
Ventilation Strategies
Small Mid Large
CFD#1 CFED#1 CFED#1
Load (160 W/m)
Normalized Flow rate (fth nt) 44.3
Normalized Flow rate (cfmf} 2.4
Velocity (m/s) 7.32
Re 63,817 127,635 312,640
Ri 0.001099 0.00220 0.005386
Load (116 W/m)
Normalized Flow rate (fth nt) 32.57
Normalized Flow rate (cfmA} 1.77
Velocity (m/s) 5.38
Re 46,914 93,828 229,832
Ri 0.002036 0.00407 0.009972
Load (47 W/r)
Normalized Flow rate (fth nt) 13.03
Normalized Flow rate (cfmf} 0.71
Velocity (m/s) 2.15
Re 18,757 37,514 91,890
Ri 0.01275 0.02550 0.06247
Load (9 W/nf)
Normalized Flow rate (fth nt) 2.61
Normalized Flow rate (cfmf} 0.14
Velocity (m/s) 0.430
Re 3,751 7,503 18,378
Ri 0.318792 0.63758 1.561755

Table 22 The normalized flow rate and supply vejoof the IJV summary

Identical to the previous chapters, the supply eigfcand flow rate are reported Trable
22. For matching the flow rate from different spaadunes, flow rate was normalized

by the room area. By usirigquation 38, the results are the equal supply velocity for
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each cooling scenario. Then, the supply velocity eamperature were used to compute

Re and Ri, which are also reported in this table.

SIMULATION RESULTS
The CFD simulation results are shownHigure 119 to Figure 126 which include the

results from the four cooling loads scenarios.

Small space

Large Space

8C 19C 20C 21C 22C 23C 24C 25C 26C 27C 28C

-y
AL 1160 W/n‘? Temperature ¢44F 66.2F 68.0F (9.8F 71.6F 73.4F 752F 77.0F 78.8F B0.6F B2.4F

Figure 119 Temperature of different space voluniéseacooling load of 160 W/m

Small space (CFD#l) Medlum Space (CFD#l)

Large Space

18C 19C 20C 21C 22C 23C 24C 25C 26C 27C 28C

A1116 W/rﬁ Temperature 64.4F 66.2F 68.0F ¢(9.8F 71.6F 73.4F 752F 77.0F 78.8F 80.6F B2.4F

Figure 120 Temperature of different space voluniéseacooling load of 116 W/m
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Small space Medlum Space

Large Space

8C 19C 20C 21C 22C 23C 24C 25C 26C 27C 28C

E47 W/rr|2 Temperature 64-4F 66.2F 68.0F 69.8F 71.6F 73.4F 752F 77.0F 78.8F B0.6F B2.4F

Figure 121 Temperature of different space volumésecooling load of 47 W/m

Small space (CFD#1) Medium Space (CFD#1)

Large Space

18C  19C 20C 21C 22C 23C 24C 25C 26C 27C  28C

9W/|"n2 Temperature ¢44F 66.2F 68.0F ¢9.8F 71.6F 73.4F 752F 77.0F 78.8F BO.6F B24F

Figure 122 Temperature of different space voluniéseacooling load of 9 W/m
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Temperature profiles are shownRigure 119to Figure 122and the normalized GO

profiles are shown ifrigure 123to Figure 126

Large Space
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Figure 123 Normalized Cpf different space volumes at the cooling load &® W/nf

Large Space

@ 0.40 0.50 0.60 0.70 cla.so 0.90 1.00
L6 W Nommaizeco, HEEE | ' =

Figure 124 Normalized Cpf different space volumes at the cooling load b8 W/nf
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Large Space
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Figure 125 Normalized Cbf different space volumes at the cooling load BW/nf
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Large Space
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9 W/nf Normalize CO, i

Figure 126 Normalized Cbf different space volumes at the cooling loa® &¥/nt

DISCUSSION
Like most of the previous chapters in this disgenta the discussion can be divided into

three parts. These include ventilation effectiven&3=D ventilation performances, and
PMV-PPD.
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Ventilation Effectiveness of I3V in different spacevolumes under VAV system

& of the 1IJV system in different space volumes windtgd in Figure 127 and Figure
128 13V successfully maintains highin the breathing zone ardtends to be improved
if the cooling load increases; higher than 1.0 occurs in all spaces but the |apmpee
tends to have an upper hand. At cooling load of M/&?, radiation and high surface

temperature reducesmonitored near the glass.
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Large Space
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Figure 127 of 13V in different space sizes at 116 W/m
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Figure 12&; of 13V in different space sizes at 9 W/m
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At a cooling load of 9 W/ & reduces and become close to 1.0, uniformly. $itration
still maintains highe; near the floor which decreases toward the ceil8igilar to high
cooling loadg; of the large space tends to be the highest.

| F ea@VIRNas NS
B i
.0

Small space Medium Space )

Large Space

1 0"00I 0.40| OIBOI ‘|.|20| 1.|50‘ 2|.00 2i40
116 Wit =, IR =

Figure 12%. of 1JV in different space sizes at 116 W/m

i

Large Space

0._00I 0.40I Oii?'()I 1120‘ 1.|60I
@9W/m2 & _

Figure 130G of 1JV in different space sizes at 9 W/m
In Figure 129 andFigure 130 . of the 1JV system in different space sizes istpbht
Low &. occurs near pollutant sources such as human ramgbsighe; occurs near the

floor. At a cooling load of 116 W/fe. tends to decrease in all spaces, except the small
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space, which is able to maintain higHayer near the floor (yellow and red color). When
the cooling load is reduced to 9 Wi increases in all spaces. A highlayer is equally
preserved within the breathing zone, while laws vertically formed toward the ceiling

without mixing with the clear air down below.

The average; ande. were plotted inFigure 131, respectively. All spaces indicate that
bothe reduce when the cooling load exceeds 116 ¥\WFure;, small and medium spaces
perform better than the large one by havipgeaching 1.05-1.09 at cooling of 116 W/m
The large space might have the lowgsbut still overall is above 1.0. In contrasi for
the large space can be the highest, particularlgnwtooling load is below 85 W/m
Peake. can reach 1.41 in the low cooling load conditiand thee; drops to 1.2 when
cooling load reaches 160 WiniThe small space tends to perform close to thgelar
space, while the medium space performs weagstf all spaces drops when the cooling
load become too high. This results confirms thechumion from Chapter 5 and 6. High

of an 13V system can be expected if cooling loadsdoot exceed 116 Wngat supply
velocity of 5.38 m/s). If using other indicatorschuas PMV-PPD and draft, the
maximum cooling load and supply velocity range lees even lowemhe discussion of

this limitation can be found in the following sexti
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Figure 131g; andeg; of 13V in different space volumes

CFD Ventilation Performance of I3V in different space volumes under the VAV
system

Based orEquation 15-Equation 17, stratification discomfort, draft and normalize®L
can be quantified. Again, the major obstacle oflfhesystem is stratification discomfort
which can be different when the space volumes laaeged. Results are shownrFigure

132 where 13V#1 (low supply velocity) from the preugochapter are added and plotted
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as a reference. Compared with 1JV#2, [JV#1 has péaitification discomfort at 0.21,
and when supply velocity increases, stratificatgmes lower than 0.09 (IJV#2 mid
space). When different space volumes were appiedreduction of space volumes led
to the higher stratification discomfort, in whidhetpeak reaches 0.16 at cooling load of
47 W/nt. In contrast, the large volume can bring the pstedtification discomfort down
to 0.11. Similarly the peak stratification discomifoccurs at mid the cooling load, and

then decrease if the cooling is either less ordnghan this point.
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Figure 132 The stratification discomfort of
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In general, stratification comfort occurs quite stamt at 0.10 or 10% of the room area
when high supply velocity is strong enough. Thidigates that when the room area
increases, the actual area affected by stratifinalso increases. The 10% of the medium
space is 5.5 Mm(out of room area of 55 %)) while 10% of large space is 3%.nfout of

room area of 330 fi This shows that, at the same stratification atisiort, the smaller
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space has a smaller area impacted. Stratificatroohfort of 16% for the small space
might actually have less actual impacted area, hvisionly 2.2 r (out of room area of
13.81 m). In other words, it indicates that the shapehef impinging cool air already
became constant, and will not be smaller thandtes. For instance, in the room with the
IJV system with area of 6 if the estimation of stratification discomfort 19%, the
actual area over which the temperature is strdtifieore than % should be 0.6 fn
However, the actual area impacted by stratificatthscomfort might actually reach
higher than 2.2 fa Based on this result, practitioners should keemind that when the
conditioned space is small, the CFD simulation &hdae performed if an accurate

prediction of stratification discomfort is required

Figure 133indicates that a draft at 1.1m height is strorigan at 1.8m height. The large
space suffers from draft more than the rest byrgaaidraft of 0.40 at 1.1m height and at
a cooling load of 160 W/ Compared with this large space, the small spaseatsmalll
advantage because the draft is slightly less. AtltlBBm height, the draft of small space
only reaches 0.20, while draft of the large spaaches 0.30. When the cooling load
reduces, the draft drastically decreases for aktspsolumes. At a cooling load of 47
W/m?, the draft is nil. If using 10% of the room ashameshold for draft, the supply
velocity of 13V can be up to 3.66 m/s at a coolivad of 80 W/ for all space volumes.

In Figure 134 when cooling increases (flow rate increases)matized CQ reduces.
Due to stratification, normalized G@t a 1.8m height is higher than at a 1.1m height,
about 0.01-0.03. This gap is widest when the cgolwad is low. The large space
performs better in all cooling load scenarios. Timsling corresponds to the ventilation

effectiveness discussed in the previous section.

PMV and PPD of 1V in different space volumes undethe VAV system

In Figure 135 and Figure 136 the PMV of both the high and low cooling loadg ar
shown, and typical characteristics of IJV are fauAMV can be higher than three near
glass due to high radiation intensity. PMV is aligh near the ceiling, and becomes
close to zero in breathing zone. Since the supelgoity at a cooling load of 116 Wfm
is too strong, a low PMV layer occurs near the fflddis problem can be solved by the

supply velocity being less than 2 m/s as discugsé&hapter 5. Once the supply velocity
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is reduced, the low PMV layer is eliminated as shawthe low cooling case~igure
136). At this low cooling load, overall PMV is alsocoske to zero uniformly.
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Figure 135 PMV in different space sizes at the iogodf 116 W/nf
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Figure 136 PMV in different space sizes at the iogobdf 9 W/nf

In Figure 137, the PMV is converted to PPD lBquation 26. The large space tends to

have worse thermal comfort condition by producing highest PPD, while the medium

and small spaces successfully maintain a lower PM¥s outcome can be explained by

referring to glass radiation. In the large spagtense radiation is required to increase the
cooling load since the area is large. To match shme cooling load density, peak

radiation falling on the glass was forced to re&® W/nf. This intense radiation
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directly affects PPD, and the relationship is quiter as shown irFigure 138 Peak
radiation of the large space ranges almost theeBigfred cursors) and thus causes the
highest PPD. This relationship also shows that BRIeases every 10% of every 100
W/m? of peak radiation. If using PPD of 10% as a thoihit only allows peak radiation

to be up to 50 W/f This threshold can be referred to if the pramtiéirs really want to
maintain low PPD regardless of space volumes. Tease this peak radiation limit, the
only alternative is to adjust other comfort factetsh as air temperature. By setting the
room thermostat to be much lower than 28.%74°F), high PPD caused intense radiation

might decreases, but with the cost of extra HVAErgy.
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Figure 137 The PPD of 13V in different space sitef)
Figure 138 The relationship of the peak glass temiaand PPD (right)

SUMMARY

When applying 13V to different space volumes, Matitn indices including ventilation
effectiveness €, CFD ventilation performances, and PMV-PPD varihere is some
correlation between space volumes and these imdgcaduch correlation indicates that a
large space tends to be most suitable for applyihg system. To maintain peak
performances of an IJV system, results similar b@iers 5 and 6 were found. The low
peak cooling load is preferred when using IJV. Voi@ droppinge, increasing draft, and
low PMV near the floor, supply velocity should reotceed 2 m/s. To maintain low PPD,
the peak radiation must be minimized as close t@ zs possible. Once again, the
relationship between ventilation strategies andding envelope was found. In term of
local discomfort, the indicator that is stronglypatted by space volumes is stratification
discomfort, which will not go smaller than 0.16 @stual area of 2.2 fhfor any small

space volume.
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CHAPTER 8
|IJV GUILDELINE FOR ARCHITECTURAL APPLICATIONS

In this chapter, the results from the previous ¢d@pare summarized, and the outcomes
to the objectives of this dissertation are usedraw conclusions regarding parameters
that maximize performances of an IJV. To provedihecess of IJV parameters, they have
been applied to the existing classroom, and welesesjuently both monitored and

simulated by using CFD.

The four objectives established in the first chaptere accomplished. The first objective
in Chapter 3 was to study the impinging jet streeturhis resulted in the predictive
models which practitioners can use to predict #tevglocity and spread. In Chapter 4,
nozzle variables such as supply velocity, heigize,stilting angle, and location, were
investigated using ventilation effectiveness, CH&ntitation performances and PMV-
PPD. Among these variables, supply velocity is ii@st important variable which can
impact both stratification discomfort and draft. ®mapters 5 and 6, the 1JV system was
tested using MJV and DV systems, operated undér WAV and CAV systems. Due to
excessive draft and low PMV near the floor, peakpsy velocity of IJV should be
maintained closely to 2 m/s. IJV performances aaximized when supply temperature
in the cooling mode does not exceedQ @vhich improves most ventilation indices. Draft
is minimized ana&. remains high (reaching 1.1 in the cooling mode hQdn the heating
mode). Cooling load controls both stratificatiorsaimfort and PMV-PPD. If cooling
load does not exceed 40-50 Winstratification discomfort is only 0.09 (at supply
velocity of 2 m/s), and PMV-PPD is close to 10%Qhapter 6, IJV was tested with the
last variable, the volumes of the spaces. Reshtigvghat 1JV in any volume of space
performs well when the cooling load is below 50 W/iwithin this range, 13V is most
suitable for large spaces becausés high, while draft and stratification discomfante
the lowest. If the cooling load goes above 50 Withe large space and others are no

longer suitable for the 1JV system because of smireg draft and poor IAQ. In contrast
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to other indicators, PPD is not directly impactgdtbe volumes of spaces, but rather
relates to peak radiation from glass. In order taimain PPD less than 10%, peak

radiation should not exceed 50 W/for every space volume.

Based on these discoveridgble 23summarizes the 1JV parameters that the practitione
should follow if intending to use 1JV in any spadéis data should be used for designing
IJV at peak load scenarios, where supply velosithe critical factor. It is recommended
for any case, that the peak supply velocity shawdexceeding 2 m/s. It is preferred to
maintain an appropriate supply velocity, as welbaoling load less than 50 Winin
reality, there are many architectural spaces thghtrhave higher cooling loads. The
parameters of the 1JV system for a cooling load@d W/nf are then added, along with
their consequences, which are high stratificatiescainfort and PPD. This table is
applicable for applying 13V in both cooling and tieg scenarios. Using the results from
a single heating simulation in Chapter 6, only En@eating parameters can be
recommended. Accordingly, future studies are regluifor other heating parameters

under different scenarios.

Thermal Supply temp| Supply VEFR/VEF, | Draft Stratification | PMV-PPD

load (C,F) velocity &t o) Discomfort

(W/m?) (m/s, fpm)
<100 13,55 2.0, 400 1.0/1.1 0 0.2-0.4 <25%
<50 13,55 2.0, 400 1.0/1.1 0 0.09-0.16 <109
<50 16,61 2.0, 400 1.0/1.1 0 <0.09 <10%)
>-10 26.5,80 2.0, 400 1.0/1.0 <0.2 0 <10%

Table 23 The recommended I3V parameters for HVASigte
THE EXAMPLE OF THE CLASSROOM SPACE USING IJV PARAME TERS

The implementation of proposed predictive modeld ddV performances were
demonstrated through a case studyrijure 139 a case study of a classroom in the Art
and Architecture Building at The University of Migan was selected as a candidate for
upgrading to 1JV system. Using occupant densitycifipd by ASHRAE 62, the room
maximum capacity with area of 100°rf1,080 ff) has 35 seats [7]. The sensible load
from these 35 occupants is 2,450 W (35x70W). The teeat gain generated by electric
lights is 3,120W. For ensuring the good IAQ, thesfr outdoor air must be induced into
the AHU. The peak design temperature of Ann Arbbi30.6°C (87F) was used to
compute the system cooling capacity [1]. Usingdéa®ll from ASHRAE standard 62-
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2004 [7], the fresh air intake for 35 people is20r&/s or 470 cfm (10 cfm per person
and 0.12 cfm/fi). ASHRAE 62-2004 also categorizes the efficiendy different
ventilation strategies by using a parameter caliedtilation effectiveness (VEFor ).
Since the VEFof an IJV system was estimated at 1.1 [83], thteadresh air for this
room is 427 cfm or 43 cfm (9%) reduction (see dalibon in Equation 12). As a result,
the peak sensible load is 7,340 W or 73.4 Y/hhis calculation is summarized Trable
24, which shows the cooling load components andaawrflate of a typical MJV and the
proposed 1JV systems. The only difference is thaieg load coming from the fresh air

intake.
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Figure 139 The ase study classroom at A&A buildifige University of Michigan

Ventilation Strategies MJIV IV

Cooling load components Sensible Latent Sensible terta
Lights 3,120 W 3,120 W

Occupants 2,450 W 1,580 W 2,450 W 1,580 W
Fresh Air 1,947 W 2,392 W 1,770 W 2,177 W
Total 7,517 W 3,972 W 7,340 W 3,757 W
Sensible Heat Ratio (SHR) 0.65 0.66

Outdoor Air Fraction (OA) 0.38 0.35

Overall flowrate 1,249 cfm 1,220 cfm

Table 24 The cooling load components of both th& dd the IJV systems
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Figure 140 Assigned flow rate of both the MJV alnel KJV systems

Using Equation 2, the flow rate for thermal ventilation requiremestl,220 cfm, if the

control temperature is 236 (74F) and the supply temperature is"@3(55°F). After

131



obtaining the overall flow rate of both systemsgyttwere overlaid in HVAC air-side
loops shown inFigure 14Q Operating with a supply velocity of 2 m/§aple 23, the

free supply area of 0.286°(8.08 ff) is specified. After considering the space funtio
the four round nozzles of 0.30 m (12") diameteremglaced. (Another possibility could
be square terminals with dimension of 0.27x0.27n7"(®.7").) These nozzles were

placed at the corners of the room and the centdreofvall as shown iRigure 141
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Figure 141 13V terminal locations in the case stspgce

To estimate the impact of jet velocity along theofl surface, predictive models are now
available. In Chapter 2, the predictive normalixetbcity profile is presented ifable
13 andTable 14 Since two types of 13V, wall and corner, werecsiped, the predictive

model was selected, and is presentebahble 25

IV T2
90 degree 60 degree 30 degree 0 degrep
e P PO P
IJV T1
30 degree 0 degree
e ey

Table 25 The predictive models of the 13V velogtgfile used in this case study

In HVAC terminal designs, the jet throw or the nraym axial jet velocity of 0.25 m/s is
usually used as a reference [13]. Since the sugglbcity is 2 m/s, the velocity of 0.25
m/s equals normalized velocity (UU,) of 0.125. Using the mathematical relationship,

the nozzle distance can be determinedFigure 142 the highlight indicates intense
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velocity near the floor. Thus, the utilization dfet space within this area should be a

circulation pathway, rather than areas that arsigea to draft, such as student seats.

28’10”

Figure 142 The jet throw area of 1JV system indhse study class room

When using four I3V terminals, one of the terminads also impact the instructor’'s seat
(lower left corner). Removing this nozzle is thestbsolution to this problem, and that
means the nozzles must be reduced to three. If ihmge terminals are installed, each
terminal area must be enlarged for maintainingstimae flow rate. Supply velocity must
also be reduced to maintain equal or less area diapaby the jet throw. After
recalculating, if a supply velocity of 1.5m/s ispéipd, each terminal should have a
diameter of 0.37m (1' 2"). See the new area impldgoyethe jet throw irFigure 143 The
results of this new design show the same areatdhjew at each supply terminal, and
the elimination of the high velocity impact neag thstructor’s seat.

28’ 10”

|
\
\
\
\
\
\
\
\
\
[

Figure 143 The improved jet throw area of the 1ystem in the case study class room
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Since the 1JV system of the case study classrodiowe the criteria inTable 23 thee.
and CFD ventilation performances should be as gmoéxpected. The is 1.1, while
stratification discomfort should be less than 20f4he@ room area. To prove that this
statement is true, a full scale experiment as a®la CFD simulation of this classroom
must be performed as shown in the following secftidre study is divided into two parts,
full scale experiment and CFD simulation of the esting case study classroonand

CFD simulations of MJV and 1JV systems

Full scale experiment and CFD simulation of existig case study classroom

To obtain comprehensive ventilation indices froneatilated space, the CFD simulation
is necessary. Before using CFD simulation, theeissiuaccuracy must be resolved. To
assure the validity of the CFD based on ASHRAE RB31[10], the classroom with the
existing mixing system was monitored, and then &ted. Using monitoring a system
called IFS-200 (Sekigure 144), the temperature and velocity were compared ag#ie
CFD data. Measurements were taken at each diffaisdralong the room height. To
visualize the surface temperature, infrared themagalyy techniques were implemented.
The images from the infrared camera confirm what shpply temperature should be
used in the CFD simulatiorrigure 145 (top right) andrigure 146 (bottom right)). The
main cooling load comes from the light fixtures twitsurface temperatures of
approximately 3&C (97°F).

Figure 144 The full scale measurement of the e)gatlassroom (left)
Figure 145 The infrared thermography of the MJ\fudiérs (top right)
Figure 146 The infrared thermography of the MJI\fudiérs (bottom right)
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Using the data obtained from the full scale measer#, a similar virtual model of the
space using CFD was created as showiigare 155 The light fixtures and desks were
laid out by replicating the actual setting. AlsbetMJV diffusers were realistically
modeled to simulate the actual air distributione(egure 148 (right)). Line A and B
represent the measurement locations from floorl lew¢he height of 1.8 m (6 ft). The
measured results and CFD data are presenteffignre 149 The velocity and
temperature profiles of the CFD model and the decheasurements matched. Therefore,

these CFD parameters are adequately accurateaartweautilized for further studies.

Figure 147 The CFD model of thre case study classroo
Figure 148 The velocity profile of the MJV diffuser
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Figure 149 The temperature and velocity profilethefCFD model and the full scale
experiment

The CFD simulations of the MJV and the IJV systems

Once the CFD parameters were validated, CFD canuded to investigate the

performances of 1JV system. Due to the irregulapshof the human body, a CFD model
of the occupants would require large clusters oDGtodes. To minimize time and

increase the accuracy of the CFD, the occupants eecluded, and only light fixtures
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were simulated as a heat source in this scenarithd previous section, the estimate of
the room’s peak cooling load for both the lightsl acupants was 73.4 W/nTThis was
reduced to 25.7 Wi/mfor the cooling load concerning only lights. Bd#V and 1JV
were assigned with the same supply flow rate of @7 and a supply temperature of
13°C (55°F). In addition, the room was initially filled witBO, at 3000 ppmyv, with both
systems supply air at 377 ppniigure 150shows the examples of the results from CFD
simulations of both MJV and DV. After simulationsere completed, results of the
existing MJV and the new IJV systems were compagainst important ventilation
indices including ventilation effectiveness,(CFD ventilation performances, and PMV-
PPD.
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Figure 150 The temperature and normalized @@he MJV and 1JV systems

Table 26 concludes the performances of the MJV and 1JVesyste. of the IJV system
reaches 1.1 as used in the ventilation rate cdlonlgrocess. Due to a highey, the
energy saving of the 13V system can be obtainefidsh air intake reduction. IJV causes
12.5% of room area to be too stratified, while tiedn not be found. Usually, high
velocity and strong stratification occurs near tG¥ terminals. By locating the 1JV
terminals within the circulation area, both probtepan be mitigated. Since the PMV-
PPD of both strategies is less than 10%, both theghermal comfort standard proposed
by ASHRAE 55 [6].Figure 151 shows the velocity profile at floor level of theJM and
IJV systems. The overall velocity profile of theVidystem is similar to the profile
predicted by the proposed mathematical models. ,Tipmactitioners can use the

predictive models as an alternative, if CFD sofenvarnot available.
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System & € Draft Stratification| PMV-PPD
(1.8m/1.1m)| discomfort
MJV 1.01 1.01 3.8%/3.8% 0 6.09 %
1JV 1.02 1.10 0%/0% 12.5% 5.88 %

Table 26 The performances summary of MJV and IJMHe case study classroom
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L

MJV-normalized velocity profile
Figure 151 The normalized velocity profiles at fldevel of MJV and 13V

SUMMARY

This dissertation proposes original parametersuf® with 1JV that give the expected
performance of major ventilation indices. Validateg a full scale experiment at the
actual site, results from a case study classroamfiroo that with some cautions, such as
stratification discomfort, the other variables, Isws ventilation effectiveness and draft,
are improved by using an 13V system. With thesemsing results, the applications for
IJV systems are numerous. The conclusion of thssedtation and future directions of

IJV will be discussed in the next chapter.
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CHAPTER 9
CONCLUSION AND FUTURE DIRECTIONS OF I3V SYSTEM

In this dissertation, a new ventilation strategifechimpinging Jet Ventilation (1JV) has
been proposed and then investigated as a possibiigos to thermal comfort, IAQ and
energy problems. Utilizing this system to its madim capability, four objectives have
been proposed and then examined. These objectigkgle four variables: impinging jet
characteristics (Chapter 3), terminal configuragio(Chapter 4), HVAC operation
schemes like VAV and CAV (Chapter 5 and 6), andcepaolumes (Chapter 7). Upon
completion of the study, the results show that eigfo supply temperature and peak
cooling load are important parameters to bring idVts peak operation. The summary of
these results can be found in the previous chapteits peak, 1IJV has ventilation
effectiveness of at least 1.1 and little draft, Isttatification discomfort and strong
velocity current near a nozzle may occur. Throughiis study, CFD is the main
simulation tool since it has been validated by fhl-scale data from HVAC-IEQ
laboratory. Obtaining accurate CFD results is moeasy, because the CFD parameters
must be appropriate and comply with standards sscthe ASHRAE RP 1133. As first
described in this study, the turbulent model anel mlozzle velocity profile are both
critical parameters for IJV simulation using CFOorAg with the process of using CFD,
the new potential for ventilation studies is beiregognized. The many data points
available in CFD models can be mapped and thentifjednin terms of either average
value of an area or of a given value. This capgbslolves the spatial problems of some
ventilation indices proposed by ASHRARE 55, 62, #8@ 7730 such as stratification
discomfort, draft, and C{evel. Therefore, these new indicators were grdupel called
"CFD ventilation performances" as exclusively prega by this dissertation. See more

details in Chapter 2.

With the capability of CFD simulation, graphics dsén this dissertation made

complicated data easily understood. Neverthelédmset graphics must be presented in
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book format in which animation is not possible. mation gives the sense of time and
allows users to visualize the movement of air owhbe pollutant is distributed and

circulated. An example of animated streamline pkagifrom an 1JV simulation is shown
Figure 152 One limitation of animation is a fixed viewinggiea which does not allow

turning or rotation during animated scenes. Thsesis solved by using technology
called Virtual Reality (VR). In a virtual environmg users freely interact with the CFD
model. Many visualization techniques such as tletiae plane, streamline, isosurface,
etc., are available. The scope of virtual realéy cange from interaction with a typical

computer screen to immersion in virtual environmesuch as Cave Automatic Virtual
Environment (CAVE).

Figure 152 Streamline animation of IJV system

Figure 153 shows the integrated CFD data and 3D model ofMtiohigan Solar House.

In this virtual house, users can not only navigateund the house, but also experience
the effect of natural ventilation. Also, users @atelerate wind speed and visualize air
temperature variation. If this data is integratedhwactual VR devices, users can
experience the flow vividly. The application of VEevices is shown irfrigure 154
where the temperature and velocity of the room sigEction can be seen by the user
through a head-mounted device. When wearing aaliglove, users can move the cross
section plan along a predefined axis. While theng@lanoves, it displays the current
temperature and velocity of that current locati@ompared with this technology, the
limitations of using a book format as a media dearc In the near future, it will be

interesting to see how this issue is resolved.
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Figure 153 Snapshot from virtual model of MiSO he{#3]

Figure 154 The integration of CFD data and theacpace [84]

Both the full-scale and CFD results presented is thissertation answer the basic
guestion of how to implement the IJV system in gahdkesearch objectives correspond
to the variables which have take precedence inirthestigation. Yet, there are many
more guestions related to unknown variables thatirie be investigated. Transient state
behavior, furniture lay-out, floor surface charastigcs, etc., are all variables which may
impact IJV performances in unexpected ways. Alle, lbng term measurement of the
IJV system in an actual building has yet to beiedrout because buildings equipped
with IJV systems are rare in the US. Neverthelasghis point, given the impressive
performances of 1JV, it should be tested in reahiecture applications. There are a

variety of such applications many of which will iscussed in the following section.
ARCHITECTURAL APPLICATIONS OF IJV SYSTEM

Based on results from this dissertation, the teamdonfigurations of 1JV are important
and it is possible for them to be integrated witte tarchitectural elements. The
implementation of IJV terminals depends on the torgga of the designers and the
function of the space. For actual building elemestich as walls and columns, solutions

might be integrated 1JV terminals on one side afcttiral columns or on both sides of

140



the column. Seé&igure 155 (left and middle).When a large area of supply ieats is
required, the whole wall can consist of 1IJV supggsminals by using liner slot terminals

as shown irFigure 155 (right). Two examples of actual and possible imm@atations

based on this concept are presented as follows.

Figure 155 The IJV integrated with different arebiural purposes

First, Figure 156is a good example of how IJV terminals are integgtanto the walls of
the gallery area of the Getty Center in Los Angdliestead of using IJV as a tube, a slot-
type IJV was chosen since it was a better fit @ function of this space. The 13V slots
are located 1 ft above the floor and aimed at liteyl are distributed at equal intervals
along the side wall of the room. Exhausts are kmtat the ceiling to vent out the

polluted air induced by stratification.

Figure 156 The 1JV system in aIIery room at G&enter, Los Angeles

Secondly, another example of an 13V system is tihehigan Solar House (MiSO). This

house uses a solar chimney for passive heatinghwhithen altered to become an 1JV
system. Upon entering the slot, air is warmed asekrto the height of the solar chimney
and then it is supplied from slots at the ceilifigis is the typical operation of a solar
chimney for passive heating. When cooling is neetlesl process is reversed. The cool
air is supplied from the slots located above thedew along the south facade and the

141



warm air is vented out at the slots in the ceiligge Figure 157. This operation
replicates the air distribution of an 1JV systemichhwill improve IAQ or reduce the
cooling energy of this house.

=

olar houdisO)

These examples illustrate the flexibility of IJV.mdng the many architectural
applications, space volumes are the major concedifferentiating the 13V performances
based on the results of this dissertation. Largeep such as airport terminals, atriums,
train stations, manufacturing plants, undergroumuhéls, etc., are most compatible with
IJV system. Sed-igure 158 If the 1JV is to be used in a smaller space, dksign
parameters mentioned in this dissertation mustniggemented. Once the appropriate
parameters are implemented, common spaces sucksi@ences and offices are also
excellent candidates for the IJV system. Other epadth special requirements such as

"] Residence

~ g R

Figure 158 Potential spaces for IJV system

All previous examples and applications have in camnthat the preliminary design
process should included the discussion about thetian 1JV system. The IJV terminals

142



and exhausts are to be placed where they fit tbleitactural purposes, and yet do not
violate the 1JV parameters proposed by this diatert. The 1JV terminal possibly has a
variety of shapes and should be well integrated Wié architectural elements. Given this
design freedom, the performances of 13V in varidesigns may differ from the findings
of this dissertation. Under these circumstancesigders or practitioners may at least use
this dissertation as a protocol for analysis usiggproposed techniques of full-scale and
CFD simulation, so that optimal results for thermamfort, IAQ, and energy

consumption are assured.
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APPENDIX A
IFS-200 HARDWARE COMPONENTS

Referred to in Chapter 2, the hardware componenas dFS-200 system include omni-
transducers and a CTA module, connector box, detmisition card, and IFS-200

software. The diagram of an IFS-200 component aseisishown inFigure 159

Computer
Aneinometer

Probe  Probe Support Probe Cable ~ CTA Signal Connector  A/D W

\ \ \ Conditioner Box %, Board
e T s, ] %I%— ) i

Bridae jonn

Application

Sofware

Figure 159 Diagram of a typical Dantecdynamics flo@asurement system (right) [37]

Omni-Transducers and CTA module

Omni-transducers measure velocity (unknown diregtioand air temperature
simultaneously. Se€igure 160 These transducers work like a hot-wire anemometer
The manufacturer recommends that the velocity shmarnge from 0-1m/s for the 54T21
module. Since the velocity at the ventilation sypgrminals sometimes exceeds this
range, a special customization was requested. Aétding a special coating, the velocity
range was increased to 0-6 m/s. Air temperatureoeameasured for a 0-8D range. The
accuracy depends on flow direction exposure anddtmamic responses of the CTA
module. Overall, the standard error of velocityaisund + 0.03m/4* for 0-6m/s, while
the temperature error i80.5°C. The CTA module converts the electrical rang®-6iv

for velocity and 0-2V for air temperature at theag response time (dynamic response).
This is the sensor sensitivity for capturing theflmw dynamic caused by a small scale
eddy. The manufacturer claims that the response ts#as quick as 0.1s. This is fast
enough for indoor comfort measurement according ctorent standards which
recommend a response time from 0.2-1s [85].

21 converted from the electrical error of 0.025 V
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Dantec S4T21

ISO 7726

ASHRAE

ISO 7726 draft

ETU project

recommendations
MIATI-CT23-0039
"
Velocity rangs 0.05-1 m/ 0.05-1 m/'s 0.05-0.5 m's 0.05-1 m's 0.05-1 mis
{comfort zone)
Accuracy 1m +0.01m's =0.05 m's =0.05 m's =0.02 m's =003 m's
welocity +=0.025-Va =0.05-Va =0.07-Va
= ** =% i x
Influence from =+ 3% emor in Vmean Accuracy Onmmidirectional Accuracy ==5% in Umean
directicnal =+ 10%: emor in Vims independent of or carefinlly independent of ==10% in Urms
sensitvity within 3.9n dir. within 3m orientatad dir. within 3w within 3. 9w
Dynanuc response =+10% error i Vrms ==10% error in
at 2 Hz Urms at 1 Hz
(Fesponse time, T) fe=0.1s) Tels T=1-10s T=02-075s {desirable 2 Hz)
Influence from %% ermor in WV not specified not specified not specified =0.25% per °C
temp.variations 17C temp. change
Temperamire rangs 0-45°C
Accuracy in +0.5°C
temiperature
Welocity ocutput 0-5 %W
Temperature output o-2%

Termination

Screw terminals or
cable (optional)

Powrer

T-12 W DC

requirenients

*)  Calibration accuracy does not include directional sensitivity.
==} Accuracy meludes directional sensitivity.

Figure 160 The omni-transducer with CTA moduletjlef
Table 27 The transducer performances comparedvwaribus standard (right) [85]

Various standards, ASHRAE, ISO 7726, ISO 7726 daafl EU, are compared against
the specifications of this transducer showi @&ble 27. It indicates that these transducers
can measure the indoor air flow in compliance dadsth standards. To maintain this
performance, the manufacturer suggests that treosebe re-calibrated annually [69].

Connector Box

The connector box links the electrical power, thEAGnodule, and the DAQ card. See
Figure 161 The connector box converts standard electricakati (220 V/110 V AC) to
the CTA modules which support up to four units pee connector box (four omni-
transducers). Additional sensors are added up tadCTA modules if an additional
connector with 12 channels is provided. Four 1@ansducer cables are used to connect
CTA modules to deliver the data to a connector Aden, the data from the connector
box is sent by a SH100100 I/O noise rejecting shiable to the DAQ card.

Figure 161 Transducer cables (left), connector b@gwred), and noise rejecting cable
(right)
Data Acquisition Card (DAQ card)
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To communicate the data from connector box to cderpthe DAQ card is required and
its specification must match the CTA module speatibn. The number of analog input
channels must be adequately provided to receiveldbe from the CTA modules and the
data transfer rate must be fast enough to capereeal time behavior [86]. Three DAQ
cards from National Instruments which are usechis tlissertation are shown kigure
162 Proposed for use in laptop computers with a PCME&Ibt, NI DAQCard-6024E
(for PCMCIA) handle data from four omni-transdiwgith 16 analog input, 12 bits, and
sampling rate of 200 KS/s [87]. Similar to NI DA@M@-6024E, NI PCI-6220 takes data
from four omni-transducers with 16 analog input,bli§, and larger sampling rate of 250
KS/s [88] but this card is only for desktop compsieSince this research aims at
extending the set-up to 16 omni-transducers, TléceHfor computer desktop is NI PCI-
6033E which has 64 analog inputs, 16 bits, andpiamrate of 250 KS/s [89] . All
DAQ cards are operated with the drivers from Natldnstruments which has to provide

the DAQ management software to check whether thascare properly functioning.

e

DAQCard-6024E =

16 Inputs/2 Oulputs, 200 kS/s
12-bit Multfunction /O

NATIONAL
INSTRUMENTS

Figure 162 NI DAQCard-6024E (left), NI PCI-6220 (ipiand NI PCI-6033E (right)
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APPENDIX B
PHYSICS OF JETS AND PLUMES

To understand an impinging jet better, it is neags$o explain the jet and the plume,
since they are the fundamental basis of it. A getisually utilized for a HVAC supply
system where the room temperature and velocity ritepan the condition of the jet
supply. Proper jet design seeks to avoid the thledisaomfort and draft which a strong
velocity current. Unlike the jet, a plume typicalbccurs from heat sources such as
occupants and appliances. The thermal force causesnly the hot air, but also the
pollutants to rise upward. Ventilation strategigsch as Displacement Ventilation (DV)
and Impinging Jet Ventilation (IJV), utilize the aracteristics of the plume to improve
Indoor Air Quality (IAQ). In the following sectiorturbulent jet structure, 2D and 3D
jets, vertical buoyant jets, and plumes are disiss

TURBULENT JET STRUCTURE

Jet is a momentum driven flow from a nozzle to wegi space. The momentum force
creates the shear layer between the potentialasaddhe environment. As a result of this
process, eddies are produced by shear force bettveenet and the environment.
Studying the behavior of these eddies is benefforatharacterizing the turbulent mixing
phenomenon. To understand the process of turboiedng, it is important to understand
the structure of the jet with its four main regiop®tential core, characteristic decay,
axisymmetric decay, and terminal region [1, 13k Bigure 163
e Potential Core Regionis the initial range near the nozzle. The fluidhis range is
still pure and similar to the fluid at the nozzkechuse mixing of the fluid does not
occur. Since there is no mixing, pressure and Wglad the jet is constant and the
center axis velocity along potential coreuUs equal to the initial nozzle velocity
(Uy). Typically, the length of potential core varieorh 5-10 nozzle diameter
lengths.
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Figure 163 The turbulent jet structure [13]

e Characteristic Decay Regions the range in whicthe mixing initially begins. The

jet velocity decreases following the relationshipEmuation 40 where n ranges

from 0.33-1. Since n is less than one, the velalityvly decreases and so likewise

the mixing. The length of the region is short whema 3D jet, but it is extended in

2D jet (Details about 2D and 3D jet will be desedhn following section).

Un_ 1 Equation 40

Up x"

e Axisymmetric Decay Regionis called the Inertia Subrange in which the eddies

range from the largest scale to smallest scalegd.@ddies contain the bulk of

kinetic energy; while in small scale eddies thergpetransforms into heat by

viscous dissipation. Based on the Komogorov thetbg/smallest scale eddies have

a local Re equal to 1 [90]. The energy flux pert umass (E) is constant in any eddy

size. Equation 41 shows the calculation of rate of energy per ungiss(E) by

using eddy velocity () and eddy sizeyf. Using the Komogorov theory, the ratio

of the largest eddies’ siz& || to the smallest eddiesy(, ) size depends on the Re

to the power of % as shown Hguation 42. The calculation of Re is based on the

largest scale eddies [90]. However, this theoryeduost take the stratification effect,

density difference effect, compressible flow, anges sonic flow, into account.
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us Equation 41

iﬂ(j Equation 42
Yo

Since the mixing occurs from the largest or smalksale eddies, this mixing
occurs rapidly in comparison to the previous regiBacause of faster mixing, it
makes the velocity decrease faster by the followmiationship as shown in
Equation 43. The length of this region is longer when theige3D as compared to
when the jet is a 2D jet. In the circular jet, thasymmetric region typically occurs
within 9-100 nozzle distances measured from theleoz

Um_1 Equation 43

Ug X
e Terminal region is the range that the jet is fully mixed with therreunding

fluid/gas. The velocity decays rapidly and follothke relationship ifequation 44.
Um 1 Equation 44

Ug x?2

2D AND 3D JET

Jet flow is divided into two types: a 2D jet an8[@ jet. Both jets are differentiated by the
shape of their nozzle as shownFigure 164 If the ratio of the width and height nozzle
(b/h) is less than 40, it is considered to be ge&Dif the ratio of the nozzle is equal to or
greater than 40, the jet is considered to be aS2Dare, circle or rectangular nozzles are
considered to be 3D jets, while a long, linear t®zz obviously a 2D jet. In the 2D jet,
the width of the nozzle (b) is neglected. Only kigght of the nozzle is considered. On
the contrary, a 3D jet requires both width (b) dmeight (h) of the nozzle to be
considered. For circular and square nozzles wheadtthwand height are equal, the

diameter of a circular nozzle or the length of mgle dimension of a square nozzle is

b/h<40
Height (B
(h) (b)

Width 3D JET
b/h>40

considered.

2D JET
Figure 164 The 2D and 3D jet categorized by noghbpes
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Both 2D and 3D jets have four, similar, turbulehdwf regions: potential core,
characteristic decay, axisymmetric decay, and tamiegion, but the length of each
region is proportionally different. The 2D jet tentb extend the characteristic decay
region longer than the 3D one where the charattertecay region is longer. The
characteristic decay length also increases as @idumnof the ratio between width and
height of the nozzle [73]. IRigure 165 a study is done by using b/h up to 1000 which
has the longest characteristic decay range, butstlmo axisymmetric decay region. At
the other end of the spectrum, a square jet (b/la%)almost no characteristic decay

region but has the longest axisymmetric decay regio

1.00 = T T T T T T T T T T T { S T 0 72 7

g 5N20N\60\200\]000]
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h

Figure 165 The velocity decay patterns of 2D ande&)73]

(or= )

To understand the flow characteristics of a 2D aBdet, the law of the conservation of
momentum is applied. The momentum across the sectithe jet is determined by using
Equation 45 for a 2D jet andequation 46for a 3D jet. T is the initial momentum at the
nozzle, while T is the total momentum at any gipemt downstreany is fluid density
and U is the initial speed. How to apply the nozzle iothb equations is what
differentiates 2D and 3D jets.,As the area of the nozzle used in a 3D jet, while the
nozzle height used for a 2D jet. For both jetss dssumed that all momentum of the jet
is conserved; thus, T is equal t@. Using this assumption, the eddy sizg,) and
velocity (Uy) at a given point can be determined.

T,=pU2h=T=pU%5, Equation 45
T,=pUsA =T =pUrs; Equation 46

Based orEquation 43 a jet in an axisymmetric region hag, Ux™. The size of the large

scale eddy always grows with x which is the distafrtom the nozzle (xsm,). Thus, the

velocity (Uy) is determined by using eitheg, »r s, over time (t) as shown iBquation
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47. Assuming that the jTandp are constant, the relationship between the founlbkes
time (t), U,, X ands,, is estimated by using a technique called dimensicalysis as
shown inEquation 48 andEquation 49. Equation 48is for a 2D jet andquation 49is
for a 3D jet.

U —Xm _9%m Equation 47
MUt
5 -3 U2 Equation 48
m - - Xm - m
1 Equation 49

The empirical model was developed for predicting trelocity of the axisymmetric
region of a 3D jet. In the case of a square orctanglle (b/h <40)Equation 50 shows
how to use U xy and A to predict the i), while K is the constant that can be obtained
by experiment. If the nozzle is circul&gquation 51 is used. The most common K for a
circular jet is 6.5, as suggested by Rajaratnanj. [ABother value is proposed by

Tollmien and Goertler who suggest that K is 7.3@ &arY5 respectively [13].

Um _ JAo Equation 50
Uo  Xp
Ym _y %o Equation 51
Uo  Xm

VERTICAL BOUYANT JET

The setup for a vertical buoyant jet is the samfora jet. As shown ifrigure 166 the
nozzle supplies the jet fluid or gas to the envinent, but the distinctive characteristic of
the vertical buoyant jet is that the jet is suppligoward and the effect of fluid density
difference is included. The gravitational force ahd fluid density difference between
supplied and surrounding fluid/gas differentiatess et from the previous 2D and 3D
jets. In order to understand the physics of thisvflthe mathematical relationship of
volumetric force (F) and the Richardson Number @@ applied. Irequation 52, Ri is

calculated from the normalized density differeneg)( z-axis velocity (w), and length
scale which in this case is the largest size ofiedd(sy). Normalized gravitational

acceleration (3 is the relationship between gravitational acalen (g), density
difference f-po) and supplied densitypd). At the nozzle, F can be calculated using a
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nozzle area (ft4), nozzle velocity (), and g SeeEquation 53 Along the jet

convective current, F can be calculated by theelstrgddy areasf), w, and g

| |
| WT |
\L i f Z
Vol
Zal Z
+d+
Figure 166 The diagram of vertical buoyant jet
Riz 96, (p-p,)90, Equation 52
R R

, .
E =”%XWO < g =62wg Equation 53

If the entraining fluid is well mixed with the sounding fluid, the turbulent force

overcomes the buoyancy force. This means that Rt igast equal to one. Using this

principle, the relationship between z (distancenfithie nozzle along the z axis),, w,

and g can be formulated as shown in Equation 54.

.3 Equation 54
z~6,~w°>~g °®

PLUME

Unlike momentum, the driven plume and the thernmraleth plume rise by purely heat
energy. As with the vertical buoyant jet, the castive current is also formed vertically.
To understand the thermal driven plume, Ri and Btrba applied. F of a thermal driven

plume is calculated by, and g (seeEquation 55). If Ri is equal to 1, z (distance from
nozzle along z axis)sm, W, and gcan be derived and their relationship is shown in

Equation 56.
F=03g Equation 55

1 Equation 56
zZ~5,~wW'~g 3
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