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ABSTRACT

The purpose of this research was to study the kinetics of the pyrolysis of propane at high temperatures (800° - 1000°C). At these temperatures, the rates of the various reactions are so high that a batch or even an isothermal flow experiment is impossible. Since the rate constants are temperature dependent, a method was devised which analyzed the data resulting from non-isothermal, non-isobaric, flow experiments.

The reaction gases flowed through the annulus of a ceramic reactor which was contained in an electric furnace; temperatures were measured by a movable thermocouple located in the central tube of the reactor. To keep the conversions low so that the initial stages of decomposition could be studied, the feed gas was diluted with varying amounts of nitrogen. The reactor exit gas was analyzed by mass spectrometry.

The major products of propane decomposition were found to be propylene, hydrogen, ethylene and methane, and could be represented stoichiometrically by

\[
\begin{align*}
    C_3H_8 & \rightarrow C_3H_6 + H_2 \\
    C_3H_8 & \rightarrow C_2H_4 + CH_4
\end{align*}
\]

although the reactions are actually free radical in nature. The secondary and minor products found were acetylene, methylacetylene, ethane, butane and carbon.

ix
The overall disappearance of propane and the two major reactions above were found experimentally to be of the first order.

The rate constants were evaluated in each case, assuming an Arrhenius-type temperature dependence, \( k = A e^{-E/RT} \), where \( A \) is the pre-exponential factor in (sec\(^{-1}\)) and \( E \) is the activation energy in (K cal/g-mole). Over this temperature range, the overall propane decomposition is represented by \( k = (2.40 \times 10^{11}) \exp(-52.1/RT) \); the formation of propylene and hydrogen by \( k_1 = (9.26 \times 10^{10}) \exp(-51.7/RT) \); and the formation of ethylene and methane by \( k_2 = (1.52 \times 10^{11}) \exp(-52.5/RT) \).

At the highest temperatures, the rate constants for propane disappearance decreased relative to the Arrhenius plot. A series of independent experimental runs was then made to show that this decrease resulted from inhibition of the reaction by propylene — one of the reaction products.

Finally, a program was devised which could use results of this study to predict conversions and product distributions over a wide range of experimental conditions.
I. INTRODUCTION

A. Objectives of the Research

The main object of this work was to obtain rate constants for the primary reactions involved in the pyrolysis of propane at high temperatures (800° - 1000°F). Although the kinetics of the decomposition of many hydrocarbons have been studied under varied conditions, at these high temperatures little more than product distributions have been obtained. While this information is valuable in designing plants (to produce ethylene and acetylene from paraffins), no insight can be gained about the primary kinetics.

The term "primary reactions" as used above might be, to some extent, a misnomer; for it has been shown fairly conclusively that these reactions are free radical in nature, and hence, the true primary reaction products are free radicals (methyl, ethyl, etc.). However, it is still convenient to refer arbitrarily to the first stable products formed in pyrolysis (i.e., those present at the lowest measurable conversions) as the "primary products of reaction."

At these high temperatures, the rate of reaction is extremely fast; furthermore, the products of reaction themselves decompose under these conditions, tending to mask the primary kinetics. Conversions, therefore, were kept low through the use of a steady state flow system, where residence times can be shorter than in batch systems. Furthermore, the concentration of the reaction products was minimized by diluting the feed gas with nitrogen to about 5 per cent propane. The extent of this dilution was limited though, because the higher the concentration of diluent and the lower the conversion, the more difficult becomes the exit gas analysis.

-1-
Since all rate constants are strongly dependent upon temperature, it is most convenient to conduct kinetic experiments isothermally. However, because of the low residence times required, the heating up and cooling down times in this system are far from negligible and a non-isothermal experiment results. Some previous workers have attempted to choose an "equivalent, average temperature," but this procedure leads to far from satisfactory results. The only alternative is to measure the gas temperature profile throughout the reactor, and devise some method of treating the data to yield the desired rate constants. Such was the method used in this study; the gas was passed, at high velocities, through an annular reactor in an electrically heated furnace. The temperature was measured throughout the reactor with a movable thermocouple.

The calculations required in obtaining kinetic data from nonisothermal experiments become quite complicated, and a digital computer was employed extensively in processing the data. Once the rate constants were obtained, the kinetic model was programmed on an analog computer; it was then possible to test the consistency of the data, and to predict product distributions, conversions, etc., for any arbitrary set of conditions. This is extremely valuable if similar studies are made for the other low hydrocarbons which are products of propane pyrolysis. Then the entire series could be studied simultaneously; i.e., product distributions could be predicted not only for the simple case of low conversions, but also for the more complicated cases of consecutive reactions where reaction products themselves react further. This could be useful for industrial
operations wishing to optimize production of ethylene (or acetylene, or propylene) from paraffins.

The experimental program was carried out in several stages. First, the primary products of reaction were determined; then the orders of reaction were obtained for each of the reactions involved, and finally the rate constants (with an Arrhenius temperature dependence) were calculated. Although an investigation of the mechanisms involved in these reactions was not a major aim of this work, some runs were made along these lines. However, no attempt was made to discover the actual mechanisms involved; rather this phase of the work was designed to see if the results obtained were consistent with the current free radical theories of hydrocarbon pyrolysis.

Several experiments were run with the addition of propylene (a known free radical inhibitor) in varying concentrations to the propane feed gas. The results obtained were then compared with the available data in the field of hydrocarbon pyrolysis mechanisms.

B. Literature Survey

There is much published information in the literature dealing with the thermal decomposition of hydrocarbons in general, and propane in particular. While there has been a good deal of kinetic work done with propane at lower temperatures (500° - 600°C), none has been done in the temperature range of this study (800° - 1000°C). At high temperatures, some product distribution data are available from commercial plants producing acetylene and olefins from paraffins, but no kinetics are discussed. The difficulty in controlling the extent of the reaction at higher temperatures has, most likely, been the reason for the
unavailability of kinetic data before this time. Low temperature work has also been done on the kinetics of propylene pyrolysis, and there has been considerable research devoted to possible mechanisms for all of these reactions at lower temperatures (500° - 600°C). A brief review of the literature is presented below; comparisons of the literature with the results of this work will be given, whenever applicable, in the section discussing the experimental results.

The data available on product distributions over a wide range of temperatures (500° - 900°C) all agree that the main reaction products are methane, ethylene, propylene and hydrogen. Most of these data are from commercial and pilot plant processes for producing ethylene, acetylene, and/or aromatics from paraffins. High temperature, non-catalytic processes are described by Akin, Reid and Schrader;¹ Farnsworth, et al.;¹⁶ Linden and Peck;³³ Schutt;⁵⁶ Bixler and Coberly;⁵ Eastwood and Potas;¹³ and Reid and Linden.⁴⁹ Some of the earliest work in this area was done by Pease⁴⁴ and Frey and Smith¹⁹ at lower temperatures (500° - 600°C) and gives product distributions in that range.

There is not as much agreement among the authors regarding minor and secondary products of reaction, probably because the extent of reaction has a strong influence on their formation and subsequent decomposition. Most of the sources above used a pure hydrocarbon feed and relatively long residence times (on the order of seconds), to maximize conversion to useful products. Some secondary products found were ethane, butane, butylene, butadiene, acetylene and benzene. Akin et al.¹ and Farnsworth et al.¹⁶ note that acetylene formation is not appreciable
(because of thermodynamic considerations) below 1100°C. Akin et al.\(^{(1)}\) and Pretsch\(^{(48)}\) are the only researchers to detect the presence of methylacetylene, \(C_3H_4\), as a secondary reaction product. Eastwood and Pota\(^{(13)}\) used, as their reactor, a non-catalytic pebble heater, while Calderbank et al.\(^{(10)}\) and Deansley and Watkins\(^{(11)}\) ran autothermic cracking units, i.e., those in which the hydrocarbon feed is mixed with air. The heat of reaction is thereby supplied by the partial combustion of the hydrocarbon.

There has been, on the other hand, considerable work done on the kinetics of propane pyrolysis at lower temperatures (500° - 600°C). The results of earliest researchers are reviewed in books by Dunsten\(^{(12)}\) and Egloff.\(^{(14)}\) Most workers have found the reactions to be homogeneous and of the first order, although recent mechanism studies seem to indicate otherwise. Arrhenius rate constants have been obtained in this temperature range for the overall decomposition of propane by Hepp and Frey,\(^{(23)}\) Marek and McCleur,\(^{(34)}\) Paul and Marek,\(^{(42)}\) Peard et al.,\(^{(43)}\) Laidler et al.,\(^{(29)}\) and Steacie and Puddington.\(^{(58)}\) Most of these workers ran their experiments at low conversions to minimize the complications of consecutive reactions. None of them, however, attempted to give rate expressions for the individual reactions other than saying that the two major reactions,

\[
\begin{align*}
C_3H_8 & \rightarrow C_2H_4 + CH_4 \\
C_3H_8 & \rightarrow C_3H_6 + H_2
\end{align*}
\]

were of approximately equal importance. Others who studied the kinetics of propane pyrolysis, but did not arrive at rate expressions were Kinney and Crowley,\(^{(26)}\) Blackmore and Hinshelwood,\(^{(6)}\) Martin et al.,\(^{(35)}\) and Stubbs et al.\(^{(59)}\)
An enormous amount of work has been done in the past on possible mechanisms for the pyrolysis of propane and hydrocarbons in general. Indeed, so many problems and inconsistencies remain that present-day chemists are still in conflict over the true mechanisms involved. All of the experimental work has been done at moderately low temperatures (500° - 600°C), to facilitate observation of the initial stages of reaction. The earliest research on free radical mechanisms was done by Rice and Herzfeld,\(^{(50)}\) Rice and Polly,\(^{(51)}\) Rice and Polly,\(^{(52)}\) Rice and Teller,\(^{(53)}\) Hobbs and Hinshelwood,\(^{(24)}\) Steacie and Parlee,\(^{(57)}\) and Kossiakoff and Rice.\(^{(28)}\) Eltenton\(^{(15)}\) attempted to study reaction mechanisms by detecting reaction intermediates with a mass spectrometer. Experiments with addition of free radical chain inhibitors have been performed by Partington,\(^{(41)}\) Wojciechowski and Laidler,\(^{(65)}\) Stubbs et al.,\(^{(59)}\) and Laidler et al.\(^{(29)}\) Because inhibitors only reduced the rate of reaction and did not stop it entirely, some researchers felt that the mechanism consisted of two segments: one free radical and one molecular (see Pear d et al.\(^{(43)}\) and Stubbs et al.\(^{(59)}\)). Subsequent work with radioactive isotopes tends to contradict that possibility; discussion of these experiments has been presented by Voevodsky,\(^{(64)}\) Poltorak and Voevodski,\(^{(46)}\) Medvedeva et al.,\(^{(36)}\) Medvedeva et al.,\(^{(37)}\) Neiman,\(^{(40)}\) and Rice and Varnerin.\(^{(54)}\)

The role of the surface in these reactions and the subsequent effect upon the mechanism have been studied recently by Voevodsky,\(^{(64)}\) Martin et al.,\(^{(35)}\) and Poltorak et al.\(^{(47)}\) However, the question of a completely homogeneous mechanism versus a partly homogeneous, partly heterogeneous mechanism has yet to be settled satisfactorily.
Some work has been done on the various equilibria associated with propane decomposition. Among these are the papers of Frey and Huppke, (18) Kistiakowsky and Nickle, (27) Myers and Watson, (39) and Pretsch. (48) These works, along with tabulated thermodynamic data published by the API (55) and ASTM, (3) give important equilibrium constants and free energies for many relevant systems.

The pyrolysis of propylene has likewise been studied at moderate temperatures (600° - 800°C) in order to obtain product distributions and kinetic data. Tropsch, Parrish and Egloff (63) give some product distributions, and Swarc (60) calculates the rate expressions for low conversions. Ingold and Stubbs (25) and Laidler and Wojciechowski (30) hypothesize mechanisms to substantiate their observations that the order of reaction is 1.0 and 1.5, respectively.

Shock waves have been used by Miller (38) and Greene et al. (22) to study the pyrolysis of hydrocarbons, but no work seems to have been done with propane as the starting material.
II. THEORY

A. General Introduction

When hydrocarbons are thermally decomposed at high temperatures, they usually split into lower hydrocarbons, carbon and/or hydrogen; there is a tendency, in addition, towards polymerization into higher hydrocarbons, especially if the starting material is an olefin.

Past work has shown that, over a wide range of conditions, the main reaction products of propane pyrolysis are methane, ethylene, propylene and hydrogen. Although it is well known that these are not molecular reactions but free radical in nature, it is convenient to stoichiometrically represent them as

\[ \text{C}_3\text{H}_8 \rightarrow \text{C}_3\text{H}_6 + \text{H}_2 \]
\[ \text{C}_3\text{H}_8 \rightarrow \text{C}_2\text{H}_4 + \text{CH}_4 \]

Since the products are apt to decompose further, it would be helpful to define the "primary" products as the first products formed. As mentioned earlier, in this case the first materials formed are free radicals, and they react to form all subsequent products. Thus, for convenience, the definition of primary products arbitrarily becomes "those stable products present in appreciable quantities at the lowest attainable conversions."

B. Thermodynamic Considerations

All chemical reactions are limited from thermodynamic and equilibrium considerations; it is therefore important to investigate the thermodynamics of a system before studying the kinetics of the corresponding reactions. The main equilibria pertinent to this study are:
\[ \begin{align*}
\text{C}_3\text{H}_8 & \rightleftharpoons \text{C}_3\text{H}_6 + \text{H}_2 & (1) \\
\text{C}_3\text{H}_8 & \rightleftharpoons \text{C}_2\text{H}_4 + \text{CH}_4 & (2) \\
\text{C}_2\text{H}_4 & \rightleftharpoons \text{C}_2\text{H}_2 + \text{H}_2 & (3) \\
\text{C}_3\text{H}_6 & \rightleftharpoons \text{C}_3\text{H}_4 + \text{H}_2 & (4)
\end{align*} \]

Equations (1) and (2) stoichiometrically represent the decomposition of propane, while (3) and (4) represent possible further decomposition of the reaction products, ethylene and propylene. The equilibrium constants were calculated from the thermodynamic data of the API Research Project \#4(55) listed below in Table I; they are plotted against reciprocal temperature in Figure 1.

**TABLE I**

**THERMODYNAMIC DATA FOR HYDROCARBONS AT 1200°K**

<table>
<thead>
<tr>
<th></th>
<th>( \Delta H^0_T ) [Kcal/g-mole]</th>
<th>( \Delta F^0_T ) [Kcal/g-mole]</th>
<th>( \Delta S^0_T ) [cal/g-mole-°K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>H(_2)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CH(_4)</td>
<td>-21.79</td>
<td>9.85</td>
<td>-26.37</td>
</tr>
<tr>
<td>C(_2)H(_6)</td>
<td>-25.64</td>
<td>36.45</td>
<td>-51.74</td>
</tr>
<tr>
<td>C(_3)H(_8)</td>
<td>-31.16</td>
<td>61.01</td>
<td>-76.81</td>
</tr>
<tr>
<td>C(_4)H(_10)</td>
<td>-37.46</td>
<td>84.85</td>
<td>-101.92</td>
</tr>
<tr>
<td>C(_2)H(_4)</td>
<td>8.88</td>
<td>32.09</td>
<td>-19.34</td>
</tr>
<tr>
<td>C(_3)H(_6)</td>
<td>-0.32</td>
<td>52.15</td>
<td>-43.72</td>
</tr>
<tr>
<td>1-C(_4)H(_8)</td>
<td>-6.26</td>
<td>76.74</td>
<td>-69.17</td>
</tr>
<tr>
<td>C(_2)H(_2)</td>
<td>53.00</td>
<td>38.09</td>
<td>+12.42</td>
</tr>
<tr>
<td>C(_3)H(_4)</td>
<td>41.19</td>
<td>56.46</td>
<td>-12.72</td>
</tr>
</tbody>
</table>
Figure 1. Equilibrium Constants [Atm] for Several Reactions.
From Figure 1 it can be seen that there is little tendency for the reaction products of propane to recombine above about 800°C. (This fact is proven quantitatively in Appendix C.) On the other hand, reaction products ethylene and propylene do not tend to undergo further decomposi-
tion below about 1000°C. Equilibrium considerations, of course, only place limits on the extent of each reaction; the amounts of the actual products formed will depend upon the kinetics of the reactions.

C. Steps in the Experimental Program

The theoretical bases for this study will be developed in the forthcoming sections. In order to tie the theory in with the experimental aspect of the work, a brief description of the experimental program now follows.

In all runs, the feed (hydrocarbon diluted with nitrogen) is passed through the heated reactor at high linear velocities. The inlet is near room temperature and the exit gas is quenched close to room tem-
perature by a cold air blast. The temperature throughout the length of the reactor is measured by a thermocouple which is slowly driven through the reactor. A typical temperature profile is shown in Figure 2.

Because of the high reaction rates at these elevated tempera-
tures, the residence times must be kept short in order to prevent complete decomposition. Mechanical and heat transfer limitations therefore make it impossible to approach a square temperature profile, i.e., one with instantaneous heating and cooling. The assumption of an average, equiva-
 lent temperature has been made by some researchers in the past, but this usually yields unsatisfactory results. (Although obtaining a truly equiva-
 lent temperature is possible, it is a complicated, trial and error pro-
cess and is outlined in Appendix D.)
Figure 2. Typical Temperature Profile.

Although isothermal kinetic experiments are convenient (obtaining the kinetic parameters becomes relatively simple), it is possible to obtain the same results -- but not as easily -- from non-isothermal experiments. In this work, no attempt was made to alter the shape of the temperature profile; rather, the existing profile was accurately measured and used in the determination of rate constants as outlined below.

On this basis, experimental runs could be made to yield a) data on product distribution and differentiation between primary and secondary products; b) information about the orders of the various reactions involved; c) the rate constants for each of these reactions once the order of reaction is known.
D. Product Distribution

The primary reaction products have been defined above as those products present in appreciable quantities at the lowest conversions of feed. To determine which products are primary, a set of runs can be made in which the temperature profile and total flow rate are kept constant. Varying the mole fraction of propane in the feed should cause a change in the overall propane conversion. If the percentage conversion to each product is then plotted against the overall propane conversion, those products present at the lowest conversions (or after extrapolation to zero conversion) are the primary reaction products.

E. Determination of Orders of Reaction

The order of a chemical reaction can be calculated theoretically when a mechanism for the reaction is hypothesized. This is especially true in free radical, hydrocarbon pyrolysis, where slight changes in a mechanism theory will alter the calculated order of reaction. (This will be illustrated later, and in greater detail in Appendix H.) Usually, a mechanism is chosen which will explain any puzzling experimental results.

The question of how to determine empirically the orders of reaction in a non-isothermal experiment thus arises. The procedure is quite similar to that of an isothermal experiment and is outlined below.

For an irreversible reaction,

\[ \text{C}_3\text{H}_8 \rightarrow \text{Products}, \]

which takes place in a flow reactor, the overall rate can be expressed as

\[
- \frac{\text{dm}}{\text{dV}} = kC^n
\]

(5)
where

\[ m \text{ is the flow rate of propane (g-moles/sec)} \]

\[ V \text{ is the reactor volume (liters)} \]

\[ n \text{ is the order of reaction} \]

\[ C \text{ is the concentration of propane (g-moles/liter)} \]

\[ k \text{ is the rate constant (liter}^{n-1}/\text{g-mole}^{n-1} \cdot \text{sec)} \]

If an Arrhenius type rate constant is assumed, in a non-isothermal reactor,

\[
- \frac{dm}{dV} = Ae^{-E/RT(\ell)}C^n
\]  \hspace{1cm} (6)

where

\[ A \text{ is the pre-exponential factor (liter}^{n-1}/\text{g-mole}^{n-1} \cdot \text{sec)} \]

\[ E \text{ is the activation energy (Kcal/g-mole)} \]

\[ T(\ell) \text{ is the temperature profile (°K)} \]

\[ R \text{ is the gas constant (Kcal/g-mole·°K)} \]

At pressures near atmospheric, the ideal gas law can be used to express the concentration \( C \) as

\[
C = \frac{xP(\ell)}{RT(\ell)}
\]  \hspace{1cm} (7)

where

\[ x \text{ is the mole fraction of propane} \]

\[ P(\ell) \text{ is the pressure profile (mm Hg)} \]

\[ R \text{ is the gas constant (liter-mm Hg)}/g\text{-mole·°K} \]

Then, in a reactor with constant cross-section,

\[
dV = sl\ell
\]  \hspace{1cm} (8)

where

\[ s \text{ is the cross-sectional area (meters}^2) \]

\[ \ell \text{ is the reactor length (mm) to give volume in liters} \]
Substituting (7) and (8) in (6)

\[- \frac{\Delta m}{sd} = A e^{-E/RT} \left( \frac{xp}{RT} \right)^n\]  

(9)

For small conversions of propane, the mole fraction \( x \) will not change appreciably throughout the reactor; the arithmetic average \( \bar{x} \) can be used upon integration to yield

\[\Delta m = \bar{x}^n \left[ \frac{sA}{R^n} \int_0^L e^{-E/RT} \left( \frac{P(x)}{T(x)} \right)^n dx \right]\]  

(10)

Note that for a set of runs at identical temperature profiles and flow rates (and hence pressure profiles) the entire term within the brackets in Equation (10) is a constant.

Then, a logarithmic plot of \( \Delta m \) (which is actually the rate of propane disappearance) versus the average propane mole fraction should yield a straight line of slope \( n \),

\[\log(\Delta m) = n \log(\bar{x}) + \log(\text{Const.})\]  

(11)

The same analysis applies just as easily to any of the individual reactions in the decomposition of propane. In that case the rate of reaction can be expressed as

\[\frac{dm_1}{dV} = kC^{n_1}\]  

(12)

where, now, \( m_1 \) is the flow rate (g-moles/sec) of any of the reaction products. The identical analysis leads, instead, to Equation (13),

\[\log(\Delta m_1) = n_1 \log(\bar{x}) + \log(\text{Const.})\]  

(13)

where \( \Delta m_1 \) is simply the rate of formation of that reaction product.
It is interesting to note that such a procedure for obtaining reaction orders corresponds exactly to the procedure in an isothermal experiment. There, the common method of obtaining reaction orders is to plot (for a series of runs at the same temperature) the logarithm of the reactant concentration versus the logarithm of the rate of reaction. The slope of the resulting line is the order of reaction. One would have expected this method to apply to the non-isothermal case as well, since the identical temperature profiles were achieved for the entire series of runs.

Discussions of similar derivations for order of reaction determination have been presented by Lee and Oliver (31) and Towell (61).

F. Evaluation of Rate Constants in Non-Isothermal Experiments

Once the order of reaction is known, some stoichiometric relationship must be postulated to obtain the rate constant. Assuming an irreversible decomposition

$$A \rightarrow B + C$$

the rate of decomposition of $A$ has been expressed by Equation (9) above

$$-\frac{dm}{sd\ell} = Ae^{-\frac{E}{RT(\ell)}} \left[\frac{xP(\ell)}{RT(\ell)}\right]^n$$

(9)

Now, if $F$ and $N_0$ are the initial feed rates (g-moles/sec) of propane and nitrogen, respectively, and $z$ is the fractional conversion of propane, then at any point in the reactor,

$$m = F(1-z)$$

and

$$dm = -Fdz$$

(14)
Because of the stoichiometry of the reaction \((1\ \text{mole reactant} \rightarrow 2\ \text{moles product})\) the mole fraction, \(x\), of propane is

\[
x = \frac{F(1-z)}{F(1+z) + N_0}
\]  

(15)

Substituting (14) and (15) in Equation (9)

\[
\frac{F}{s} \frac{dz}{d\ell} = A e^{-E/RT(\ell)} \left[ \frac{P(\ell)}{RT(\ell)} \right]^n \left[ \frac{1-z}{1 + N_0/F + z} \right]^n
\]

or

\[
\frac{F}{s} \left[ \frac{1 + N_0/F + z}{1 - z} \right]^n dz = A e^{-E/RT(\ell)} \frac{P(\ell)^n}{T(\ell)} d\ell
\]

(16)

Equation (16) can be integrated along the length of the reactor from \(0\) to \(L\) and from conversions \(0\) to \(z_e\) to yield

\[
\frac{F}{s} \int_0^{z_e} \left[ \frac{1 + N_0/F + z}{1 - z} \right]^n \, dz = A \frac{Rn}{s} \int_0^L e^{-E/RT(\ell)} \frac{P(\ell)^n}{T(\ell)} \, d\ell
\]

(17)

or

\[
A = \frac{FR^n}{s} \int_0^{z_e} \left[ \frac{1 + N_0/F + z}{1 - z} \right]^n \, dz = \varphi(E)
\]

(18)

Since the temperature and pressure profiles, \(T(\ell)\) and \(P(\ell)\) will be known graphically, the lower integral in Equation (18) will have to be evaluated by some numerical method; calculations showed that Simpson's rule was more than satisfactory and the data did not warrant a more sophisticated treatment.

The upper integral in Equation (18) can likewise be handled by Simpson's rule. However, when \(n\) is either an integer or half-integer,
that integral can be evaluated algebraically. The integrations are performed using formulae #39, 41, 113 and 115 of Peirce's Tables.\(^{(45)}\)

For values of \( n = 1, 2, \) and \( 1.5 \) the results are

\[
\int_{0}^{z_e} \frac{1 + N_0/F + z}{1 - z} \, dz = -z_e - (2 + \frac{N_0}{F}) \ln (1 - z_e) \quad (19)
\]

\[
\int_{0}^{z_e} \left( \frac{1 + N_0/F + z}{1 - z} \right)^2 \, dz = \frac{(1 + N_0/F + z_e)^2}{1 - z_e} \]
\[+ 2[z_e + (2 + \frac{N_0}{F}) \ln(1 - z_e)] - (1 + \frac{N_0}{F})^2 \quad (20)
\]

\[
\int_{0}^{z_e} \frac{1 + N_0/F + z}{1 - z}^{1.5} \, dz = \frac{2(1 + N_0/F + z_e)^{1.5}}{\sqrt{1 - z_e}} \]
\[+ 3\sqrt{(1 + N_0/F + z_e)(1 - z_e)} \]
\[- 3(2 + \frac{N_0}{F}) \tan^{-1}\sqrt{\frac{1 + N_0/F + z_e}{1 - z_e}} - 2(1 + \frac{N_0}{F})^{1.5} \]
\[- 3\sqrt{1 + N_0/F} + 3(2 + \frac{N_0}{F}) \tan^{-1}\sqrt{1 + \frac{N_0}{F}} \quad (21)
\]

Although Equations (19) - (21) apply to almost all the important orders of reaction, it will be more general to refer to Equation (18) in integral form. Since the actual calculations were performed on a digital computer, no inconvenience was encountered by evaluating both integrals of Equation (18) numerically.

Returning to Equation (18), it is noted that \( L \) and \( s \) are the dimensions of the reactor and \( F, N_0, z, T(\ell) \) and \( P(\ell) \) are experimental data. Therefore, once the order of reaction \( n \) has been determined as outlined in Section II-E, the pre-exponential factor, \( A, \) is merely a function of the activation energy, \( E. \)
A similar equation results if, rather than the overall propane decomposition rate constant, one of the individual rate constants is desired. For instance, consider the simultaneous decomposition of A by two parallel reactions:

\[ \begin{align*}
A & \xrightarrow{k_1} B + C \\
A & \xrightarrow{k_2} D + E
\end{align*} \]

where the orders of reaction have been determined to be \( n_1 \) and \( n_2 \). If the total conversion of A is denoted by \( z \), the conversion to B is \( \beta z \) and the conversion to D is \( \delta z \), where \( \beta \) and \( \delta \) are fractions whose sum is unity. Then, the Arrhenius parameters for the individual reactions become

\[ A_1 = \frac{\frac{FR^{n_1}}{s} \beta \int_0^z \frac{1 + \frac{N_0}{F} + z}{1 - z} \, dz}{\int_0^L e^{-E_1/RT(\ell)} \frac{P(\ell)}{T(\ell)^{n_1}} \, d\ell} \]  
(22)

\[ A_2 = \frac{\frac{FR^{n_2}}{s} \delta \int_0^z \frac{1 + \frac{N_0}{F} + z}{1 - z} \, dz}{\int_0^L e^{-E_2/RT(\ell)} \frac{P(\ell)}{T(\ell)^{n_2}} \, d\ell} \]  
(23)

The expressions reduce to this relatively simple form because both of the parallel reactions have one reactant yielding two products. Derivations of similar expressions in the more general cases will be found in Appendix F.

G. Determination of the "Best Values" of the Rate Constants

1. The Pairing Method

The remaining task is to obtain the rate constants for the overall decomposition from Equation (18) or for any of the individual
reactions from Equations (22) or (23). It is obvious that no single set of data will be sufficient to solve Equation (18) for the kinetic parameters $A$ and $E$.

$$A = \frac{\int_{0}^{z} \left[ \frac{1 + \frac{N_0}{F} + z}{1 - z} \right]^n \, dz}{\int_{0}^{L} e^{-E/RT(\ell)} \left[ \frac{F(\ell)}{T(\ell)} \right]^n \, d\ell} = \varphi(E)$$  \hspace{1cm} (18)

A first thought would be to use the data of two distinct experimental runs to solve the two resulting equations simultaneously for $A$ and $E$. Since the equations are explicit in $A$, it is relatively simple to select a series of values for $E$ and solve for $A$ in each of the cases, although the numerical integration requires the use of a digital computer. The solution is obtained when for a certain $E$, the value of $A$ for both runs is identical. Practically, this is best done by plotting $A = \varphi(E)$ for both of the runs and noting the point of intersection. Conveniently, the functional relationship is such that a plot of log $A$ versus $E$ is always a fairly good straight line; this permits the determination of the exact point of intersection analytically. Runs (1) and (2) in Figure 3 are a typical illustration of this method.

Unfortunately, when two other runs are paired, substantially different values of $A$ and $E$ result. Thus, it becomes important to devise some method of obtaining the best value of $A$ and $E$ for all the runs.

Towell\(^{(61)}\) developed the following method for treating the data. A pair of runs is used to calculate the kinetic parameters for
that pair. Then, for every run, the maximum rate constant,

\[ k_{\text{max}} = A e^{-E/RT_{\text{max}}} \]  \hspace{1cm} (24)

is calculated. The calculated values of \( k_{\text{max}} \) for each run are used in an Arrhenius plot of \( \log k_{\text{max}} \) versus \( 1/T_{\text{max}} \) as illustrated schematically in Figure 4.
Note that although the values of \( E \) (slopes of the connecting lines) and \( A \) (intercepts of the lines) differ considerably from pair to pair, the overall fit represents the data quite well. The slope and intercepts of the line which is a least squares fit of the data will yield the "best" values of \( E \) and \( A \), respectively.

Unfortunately, there is one very serious drawback to this method: depending upon how the points (data runs) are paired, different values of the kinetic parameters can result. Figure 5 illustrates schematically the reason for this discrepancy.

![Figure 5. Errors Introduced by the Pairing Method.](image)

Suppose a pairing between two runs which were made under similar conditions of temperature and pressure. Now Equation (18) above represents a functional relationship between \( A \) and \( E \) for a given set of conditions \( (F, N_0, P(\ell), T(\ell), \text{etc.}) \). If one attempts to solve Equation (18) simultaneously for two runs which do not differ greatly, the resulting functions should be quite similar. Thus, in Figure 5, if the point \( P \)
represents the "true" value of \( E \) and \( A \), the functions obtained from Runs (1) and (2) are both satisfied (within the limits of experimental error) by the true value. However, if the two are paired, the intersection point, \( Q \), is considerably in error. Thus, depending upon how the paired runs are chosen, there can be much variation in the final average values of \( E \) and \( A \).

It should be possible, it was reasoned, to find the best values of the kinetic parameters in a one-step treatment of the data -- rather than by pairing them two runs at a time and smoothing those results. Four possible methods were found, two acceptable and two unacceptable. These methods will be outlined briefly here, and the complete derivations can be found in Appendix G.

2. **Use of Steepest Descent Method**

A straightforward direct attack on the problem at once presents itself. Each experimental run generates a functional relationship from Equation (18). If there are \( N \) such runs,

\[
A = \varphi_1(E) \\
A = \varphi_2(E) \\
\vdots \\
A = \varphi_N(E) 
\]

(25)

The best values for \( A \) and \( E \) are those for which the sum of the squares of deviations from Equation (25) over all the runs is a minimum. In mathematical notation, it is desired to find the values of \( A \) and \( E \) such that

\[
\Delta = \sum_{i=1}^{N} [\varphi_i(E) - A]^2 
\]

(26)
is a minimum. This, of course, requires a two-dimensional search over a matrix of possible \( A \) and \( E \) values. The method of steepest descent works well in this type of problem. A trial point \((E_1, A_1)\) is chosen and \( \Delta_1 \) is computed from Equation (26). The variables \( E \) and \( A \) are then changed by a small amount to \((E_2, A_2)\) and \( \Delta_2 \) is computed. When several such changes are made around the initial trial point, it is possible to note the direction in which to move to decrease \( \Delta \) most rapidly. Thus, arriving at the next trial point, the process is repeated again and again until the minimum \( \Delta \) is reached.

Although this is an efficient search technique, the Equations (25) are so complicated that this method takes an excessive amount of time, even on a digital computer. Another method of solution is therefore sought.

3. **Center of Gravity Method**

The next three possible solutions are based upon the observed fact that when any of Equations (25) is plotted as \( \log A \) versus \( E \), a very good straight line results. This phenomenon (known as the Compensation Effect) has been observed in several instances in the past and is discussed in Appendix L. Figure 6 shows five straight lines which could represent five experimental runs in the form of Equations (25).

The center of gravity method states that the best values of \( E \) and \( A \) is that point in Figure 6, for which the sum of the squares of the distances to all the intersection points is a minimum. This turns out to be simply the center of gravity of the intersection points. If there are \( N \) runs, there will be \( \frac{N(N-1)}{2} \) intersection points. It is shown in Appendix G that if the solution of Equation (18) for the i-th
run is put in the form

$$\log A = u_1 + v_1 E$$

(27)

Figure 6. Alternate Solution Methods.

the "best values" for $A$ and $E$ by this method are given by

$$\log A = \frac{2}{N(N-1)} \sum_{i=1}^{N} \sum_{j=i+1}^{N} \frac{v_j u_i - v_i u_j}{v_j - v_i}$$

(28)

$$E = \frac{2}{N(N-1)} \sum_{i=1}^{N} \sum_{j=i+1}^{N} \frac{u_i - u_j}{v_j - v_i}$$

(29)

Unfortunately, this method likewise proves unsatisfactory, because it does not eliminate the chief defect of the pairing method.
outlined above. Two runs made under similar experimental conditions will be close to parallel as (4) and (5) are in Figure 6. This will weight the average very strongly in the direction of the ultimate intersection of those lines.

4. Minimum Distance Method

A more successful averaging technique is the determination of the point in Figure 6 such that the sum of the squares of the distances to each of the lines is a minimum. This method eliminates the problem associated with nearly parallel lines. Again, if the data of each run are represented in the form of Equation (27), the best values for $A$ and $E$ can be expressed by

\[
\log A = \frac{1}{D_1} \left[ \sum_{i=1}^{N} \frac{v_i^2}{v_i^2 + 1} - \sum_{i=1}^{N} \frac{u_i}{v_i^2 + 1} - \sum_{i=1}^{N} \frac{v_1}{v_i^2 + 1} - \sum_{i=1}^{N} \frac{u_i v_i}{v_i^2 + 1} \right] \tag{30}
\]

\[
E = \frac{1}{D_1} \left[ \sum_{i=1}^{N} \frac{v_i}{v_i^2 + 1} - \sum_{i=1}^{N} \frac{u_i}{v_i^2 + 1} - \sum_{i=1}^{N} \frac{u_i v_i}{v_i^2 + 1} \right] \tag{31}
\]

where

\[
D_1 = \sum_{i=1}^{N} \frac{v_i^2}{v_i^2 + 1} - \left( \sum_{i=1}^{N} \frac{v_i}{v_i^2 + 1} \right)^2 \tag{32}
\]

The derivations of these relationships are given in Appendix G. This method gave excellent results with all kinds of test data and would have been used if the next method -- Overall Least Squares Analysis -- had not been developed.

5. Overall Least Squares Method

The ultimate in smoothing the data comes with a least squares analysis of all the runs simultaneously. Equation (27), which represents
the experimental results of any single run, can be transposed to yield

\[ u_i = \log A + (-E) v_i \]  

(33)

A series of equations similar to (33) can be written for each run. A least squares analysis can now be performed on \( u = \psi(v) \) to yield the best fit through choice of constants \( A \) and \( (-E) \).

The results (as developed in Appendix G) are:

\[
\log A = \frac{1}{D_2} \left[ \sum_{i=1}^{N} u_i \sum_{i=1}^{N} v_i^2 - \sum_{i=1}^{N} u_i v_i \sum_{i=1}^{N} v_i \right] \]  

(34)

\[
E = \frac{1}{D_2} \left[ \sum_{i=1}^{N} u_i \sum_{i=1}^{N} v_i - N \sum_{i=1}^{N} u_i v_i \right] \]  

(35)

where

\[
D_2 = N \sum_{i=1}^{N} v_i^2 - \left( \sum_{i=1}^{N} v_i \right)^2 \]  

(36)

This was the method finally used to calculate the "best" values of \( E \) and \( A \) for the entire set of data. As might have been expected, the results always agreed very closely with those obtained by the Minimum Distance Method (Number 4 above); there were, however, enormous deviations when compared with results from the Center of Gravity Method (Number 3 above).

All of the preceding discussion was developed for determination of the kinetic parameters for a single reaction, e.g., the overall decomposition of propane. The same derivations apply to any of the individual reactions involved in the overall decomposition, since those data can be put in exactly the same form as that of the overall decomposition. This had been noted before when Equation (18) (for the overall decomposition) was compared with Equations (22) and (23) (for the individual, parallel reactions). A more detailed discussion is presented in Appendix F.
H. Mechanisms

Although the postulation or the determination of mechanisms was not an objective of this work, no kinetic study can be complete without some reference to the mechanisms of reaction. Hydrocarbon pyrolysis was thought to be a simple, molecular reaction until Rice and Herzfeld\(^{(50)}\) brought forth their theory of free radical chain reactions. The Rice-Herzfeld mechanism is treated in detail in the current books on Chemical Kinetics, (e.g., Frost and Pearson,\(^{(20)}\) Benson,\(^{(4)}\) etc.) usually using the decomposition of ethane as a prototype; therefore, only a brief outline of the essential points will be presented here. Some applications have been made to the decomposition of propane, and those will be discussed in somewhat greater detail.

In essence, the Rice-Herzfeld mechanism parallels other kinds of chain reaction mechanisms in that it consists of three steps: chain initiation, chain propagation, and chain termination. In the initiation step, by the breaking of a carbon-to-carbon bond, the reactant is split into two free radicals (either identical or different, depending upon the reactant). The propagation step consists of the decomposition of free radicals to stable molecules plus other free radicals, and reactions between free radicals and stable molecules to yield other free radicals and stable molecules. In the termination step, two radicals combine, producing one or more stable species.

For example, in the case of ethane, some of the main free radical reactions are:

\[
\text{Initiation: } \quad \text{C}_2\text{H}_6 \quad \rightarrow \quad \text{CH}_3 + \text{CH}_3 \\
\text{Propagation: } \quad \text{CH}_3 + \text{C}_2\text{H}_6 \quad \rightarrow \quad \text{CH}_4 + \text{C}_2\text{H}_5 \\
\quad \qquad \qquad \text{C}_2\text{H}_5 \quad \rightarrow \quad \text{C}_2\text{H}_4 + \text{H} \\
\quad \qquad \qquad \text{H} + \text{C}_2\text{H}_6 \quad \rightarrow \quad \text{H}_2 + \text{C}_2\text{H}_5 \\
\text{Termination: } \quad 2\text{C}_2\text{H}_5 \quad \rightarrow \quad \text{C}_2\text{H}_6 + \text{C}_2\text{H}_4
\]
However, there are many more reactions that are of lesser importance which account for some of the minor products of reaction found in the decomposition.

The hypothesis of the Rice-Herzfeld mechanism did not solve all of the difficulties. When free-radical inhibitors such as nitric oxide and propylene are added to the reacting hydrocarbon, the rate of reaction diminishes to some finite, non-zero level. This has led many researchers (e.g., Peard et al.\textsuperscript{(43)} and Stubbs et al.\textsuperscript{(59)}) to believe that, in fact, the decomposition consisted of two mechanisms, one free-radical and one molecular. More recent studies with radioactive isotope labeling have disproven that hypothesis, and will be discussed below.

The decomposition of propane, because of its more complex mechanisms, has not been studied nearly as extensively as that of ethane. It is only very recently (1962), that Laidler, Sagert and Wojciechowski\textsuperscript{(29)} have formulated the free radical steps as follows:

Initiation: \[ \text{C}_3\text{H}_8 \rightarrow \text{CH}_3 + \text{C}_2\text{H}_5 \] (I)

Propagation: \[ \begin{align*}
\text{C}_2\text{H}_5 + \text{C}_3\text{H}_8 & \rightarrow \text{C}_2\text{H}_6 + \text{C}_3\text{H}_7 \\
\text{H} + \text{C}_3\text{H}_8 & \rightarrow \text{C}_3\text{H}_7 + \text{H}_2 \\
\text{CH}_3 + \text{C}_3\text{H}_8 & \rightarrow \text{C}_3\text{H}_7 + \text{CH}_4 \\
\text{C}_3\text{H}_7 & \rightarrow \text{CH}_3 + \text{C}_2\text{H}_4 \\
\text{C}_3\text{H}_7 & \rightarrow \text{H} + \text{C}_3\text{H}_6
\end{align*} \] (II, III, IV, V, VI)

Termination: \[ \text{C}_3\text{H}_7 + \text{CH}_3 \rightarrow \text{CH}_4 + \text{C}_3\text{H}_6 \] (VII)

OR \[ 2\text{CH}_3 \rightarrow \text{C}_2\text{H}_6 \] (VIII)

It has been shown\textsuperscript{(21)} that for free radical reactions, the overall order of reaction is theoretically determined once the mechanisms for the individual steps are hypothesized. In fact, the overall order
of reaction is a function only of the radical initiation and radical termination steps. A table exhibiting this functional dependence is found in Appendix H. Reaction (VII) above leads to first order kinetics; chain termination through step (VIII), on the other hand, leads to 1.5 order kinetics. These derivations are presented in detail in Appendix H. The experimental work of Laidler et al.\textsuperscript{(29)} shows that the overall reaction is first order at high pressures and low temperatures, and 1.5 order at low pressures and high temperatures.

The most recent mechanism studies predict orders of reaction between 1.0 and 1.5, and the older and more empirical work seems to agree, in general. Reference will only be made to those workers who were concerned with primary kinetics and the initial stages of reaction. Stubbs et al.\textsuperscript{(59)} found wide variations in their experimental determination of the overall order of reaction for propane. The average order was approximately 1.5. Blackmore and Hinshelwood\textsuperscript{(6)} studied the entire series of lower paraffins and found them to be of the first order. Medvedeva et al.\textsuperscript{(36)} found that for propane decomposition, the reactions were first order initially, but only for the smallest conversions, inhibition effects then becoming important. Martin et al.,\textsuperscript{(35)} working with propane at approximately 550°C found that, depending upon the extent of reaction, the order varies between 1.2 and 1.3. However, they offer no mechanism to explain their experimental results.

In order to gain further insight into hydrocarbon pyrolysis, many workers studied the inhibition of these reactions by free radical inhibitors, like C\textsubscript{3}H\textsubscript{6} and NO. As mentioned above, although the inhibitors reduced the rate considerably, they did not eliminate it
completely. A very early theory on radical inhibition was given by Rice and Polly.\textsuperscript{(51)} They noted two different kinds of free radical inhibitors: a) those which react with the existing free radicals to yield non-reactive stable molecules (e.g., nitric oxide) and b) those which form free radicals themselves, which are not as efficient chain carriers as were the original free radicals (e.g., propylene).

More recent work has attempted to outline the steps in the inhibited reactions. For the inhibition of ethane decomposition by nitric oxide, Wojciechowski and Laidler\textsuperscript{(65)} give:

\begin{align*}
\text{Initiation:} & \quad C_2H_6 + NO \rightarrow C_2H_5 + HNO \\
\text{Propagation:} & \quad C_2H_5 \rightarrow C_2H_4 + H \\
& \quad H + C_2H_6 \rightarrow C_2H_5 + H_2 \\
& \quad H + NO \longrightarrow HNO \\
\text{Termination:} & \quad C_2H_5 + HNO \rightarrow C_2H_6 + NO \\
& \quad \text{OR} \quad H + HNO \rightarrow H_2 + NO
\end{align*}

For the inhibition of hydrocarbon decomposition, in general, by propylene, Laidler and Wojciechowski\textsuperscript{(30)} propose that if $R$ is any of the free radicals of the hydrocarbon pyrolysis, the inhibition is represented by

$$C_3H_6 + R \rightarrow C_3H_5 + RH$$

and

$$C_3H_5 + H \rightarrow C_3H_6$$

The fact that inhibitors do not reduce the reaction rate to zero can still be made consistent with a completely free radical mechanism and no molecular decomposition. The role of the surface in these reactions is basic to such an explanation, and current researchers are not at all in agreement on that role.
All workers have found that, from an overall point of view, the pyrolysis is homogeneous. Recent workers disagree, however, as to whether certain of the free radical reactions take place at the reactor walls. Poltorak et al.\(^{(47)}\) and Voevodsky\(^{(64)}\) believe that the free radical chain propagation is indeed homogeneous, but the initiation and/or termination can be heterogeneous. They have designed experiments to detect this dual nature, but their results have not been universally confirmed. Martin et al.\(^{(35)}\) have done similar work and their results seem to show that the surface plays no important part in any of the free radical reactions. However, if it can be assumed that the radical initiation and/or termination reactions are heterogeneous, it is possible to explain the strange behavior of inhibited decomposition without hypothesizing a residual molecular reaction. Free radicals are produced by irreversible reactions (in the initiation step) and by reversible reactions (in the propagation). If the initiation is heterogeneous, there is an initially high reaction rate because radicals are formed at the active surface sites. Upon addition of an inhibitor, those active sites are eliminated; the reaction will then continue only by means of the radicals produced homogeneously (in the propagation reactions). Thus, the rate will drop from its initially high one, but will not be stopped completely because of the continued reversible formation of radicals in the gas; and this is, in fact, observed experimentally.

At this point, it is fairly obvious that many of the problems in the mechanisms for hydrocarbon pyrolysis have yet to be solved. The situation is optimistic, however, in the light of current work being done using radioactive isotope tracers in studying reaction intermediates.
Neiman\(^{40}\) gives a detailed description of how to use isotopes to determine the mechanisms and intermediates in kinetic experiments. Most of the work has been done with the simplest member of the series -- the decomposition of ethane. Rice and Varnerin\(^{54}\) study the pyrolysis of C\(_2\)D\(_6\) and Poltorak and Voevodskii\(^{46}\) introduce molecular D\(_2\) with the reactant and study the kinetics with and without free radical inhibitors. Basic to this work is the fact that the free radicals will readily exchange H for D, while stable molecules will not. Medvedeva et al.\(^{36}\) did some tracer work on propane decomposition and introduced ethylene made with carbon-14. They were primarily concerned with the mechanisms of the secondary reactions. More recently\(^{37}\) they extended their method and introduced radioactive propylene into the propane feed.

While these methods have not yet been perfected, they should soon be able to eliminate much of the confusion present in Rice-Herzfeld mechanisms in general and hydrocarbon pyrolysis in particular.

The equipment used in this study was not sensitive enough to verify any of the above theories, nor was it designed to do so. However, a series of runs was made in which small amounts of propylene were added to the propane feed. If, for these runs, the temperature profile, total flow rate, and mole fraction propane in the feed are held constant, the effect of the free radical inhibitor, propylene, can be studied. Analysis of the results is simplified if the experimental conditions are chosen such that the decomposition rate of the propylene is negligible. Since propylene requires higher temperatures for decomposition and is in much lower concentration than propane, these conditions are not difficult to achieve.

Further discussion on mechanisms is found in the section on experimental results.
III. EXPERIMENTAL APPARATUS AND TECHNIQUES

A. Apparatus

A schematic diagram of the experimental apparatus is shown in Figure 7. The reactant gases and nitrogen diluent were metered from cylinders into a ceramic reactor which was contained inside the electrically heated furnace. Power input to the furnace was controlled manually with a variac connected to a 220 volt supply. Temperature was measured with a thermocouple which was continuously driven along the length of the reactor. Pressures were measured with mercury and water manometers. Upon leaving the furnace, the gas was quickly cooled to room temperature with an air blast. For each run, a sample of the reactor exit gas stream was taken. A vacuum pump was used to prevent contamination in the sample tube. The gas then passed through a saturator and wet test meter (for overall volumetric flow measurement) before being vented.

The gases used in this work were obtained from The Matheson Company, Inc. Prepurified grade nitrogen (99.996% minimum purity, with a typical oxygen content of 8 ppm) was used as the diluent; the oxygen content had to be kept low because oxygen is a known accelerator of hydrocarbon pyrolysis. The propane used was instrument grade (99.5% minimum purity) and the propylene, C.P. grade (99.0% minimum purity); both hydrocarbons were products of the Phillips Petroleum Company.

The gases were fed from the cylinders at a constant pressure of about 20 p.s.i.g. by Matheson Number 1 single stage regulators.
The gas flow rates were measured with Fischer and Porter rotameters of various sizes (FP 1/4 20-5; FP 1/8 16-5; FP 1/16 20-4; FP 1/16 08-4), and were controlled manually with 1/8 inch needle valves. The gas flowed through 1/4 inch and 3/8 inch copper tubing with brass compression fittings.

The electric furnace used in this study was the one built by G. D. Towell for his work at The University of Michigan. The alundum muffle was obtained from the Norton Company and was 1-1/2 inch bore with 1/4 inch walls of type RA139 material. The platinum wire for the windings was 0.020 inches in diameter and 50 feet long. The furnace was designed to operate up to 1600°C and the watt density on the winding at 1500 watts power input was 40 watts/sq.in. The winding was all in one piece and the turns were placed closer together at the ends to compensate for the large end heat losses. Double lead in wires for the power supply were used to prevent overheating in the passage through the insulation. The platinum winding was cemented to the muffle with Norton RA1139 cement. Norton Bubble Type alumina was used as the high temperature insulation close to the muffle. Johns Manville Superex (a silica type insulation) blocks were used for the lower temperature insulation. The whole furnace was contained in a light sheet steel rectangular box.

A diagram of the furnace is shown in Figure 8, and further details of construction may be found in Towell's Ph.D. thesis.\textsuperscript{(61)}

The reactor used was an annular one, with both surfaces made from Vitreous Refractory Mullite (Al\textsubscript{6}Si\textsubscript{2}O\textsubscript{13}) and obtained from
Figure 8. Furnace Details.
McDanel Refractory Porcelain Company. The I. D. of the outer tube was 1/4 inch and the O. D. of the inner tube was 7/32 inch as shown in Figure 9. Several runs were made with an inner tube O. D. of 3/16 inch to test the homogeneity of the reactions. The gas flowed through the annulus and the thermocouple traveled up and down the reactor's central tube.

Twenty-four gage (20 mils) chromel-p and alumel thermocouple wire was obtained from Hoskins Manufacturing Company; the type used was laboratory grade (3Gl78). The thermocouple wires were insulated by a thin, mullite tube at the bead end and were connected at the other end to a Brown Recorder (Model number 153X11P-X-28).

The driving mechanism, shown in Figure 10, continuously moved the thermocouple up and down the reactor. It consisted of a 1/2 r.p.m. reversible, synchronous motor and a set of gears which were used to change the thermocouple drive speed. The brass gears were products of the Boston Gear Company. The drive speed could be varied by as much as a factor of 4 (from 3.26 to 0.82 inches/minute) by changing the gears used. Six possible combinations were available, the diameters of the paired gears being (in eights of an inch): 5-10; 6-9; 7-8; 8-7; 9-6; 10-5. The thermocouple was attached to 4 feet of the rack corresponding to those gears (catalogue listing: Y24).

The drive was designed to switch the direction of the motor when the thermocouple reached either the top or the bottom of the reactor. Depending upon the steepness of the temperature profile of any particular run, the drive speed was increased or decreased
NOTE: Bottom of Reactor Identical to Top

Figure 9. Details of Reactor and Thermocouple.
Figure 10. Details of Thermocouple Driving Mechanism.
to give easily readable temperature profiles on the recorder chart. The thermocouple measured the gas temperature from the inlet to the reactor (at room temperature) down to the point where the exit gas has been cooled close to room temperature by the air blast. Thus, there is no need to assume an instantaneous or linear heating and cooling; gas temperatures are measured to below the point where the reactions become negligible (see thermodynamic data, Figure 1).

B. Experimental Techniques

The furnace was allowed to heat up slowly overnight to prevent damage caused by thermal shock. The feed rates of the hydrocarbons and nitrogen diluents were adjusted manually and measured with the rotameters. The maximum temperature could be controlled crudely by changing the power input through the variac. The thermocouple drive mechanism was started and the temperature profiles recorded. Steady state conditions were achieved when successive temperature profiles (representing approximately 45 minutes total traversing time for most runs) were identical.

At that time, the experimental conditions were recorded and a gas sample was taken for analysis. The sample tube, by then, had been evacuated, placed in the line, and flushed with the exit gas stream. (The sample tubes were straight bore with constant diameter throughout, so that flushing would leave no stagnant areas.) The gas stream was diverted from the by-pass line and a sample was obtained.
The experimental parameters which were recorded were:

a) nitrogen and hydrocarbon feed rates
b) reactor inlet pressure
c) reactor exit pressure
d) atmospheric pressure
e) reactor temperature profile
f) room temperature
g) furnace power input (voltage, current and variac setting)
h) total exit gas volumetric flow rate
i) thermocouple drive speed
j) exit gas composition (by mass spec analysis)

The experimental conditions (namely, nitrogen and hydrocarbon feed rates, and the furnace power input) were then changed for the next run, and the parameters were allowed to reach the steady state again. After an entire series of runs, the power was turned off and air was passed through to burn any carbon deposits and to help cool the reactor seals.

The exit gas samples were analyzed primarily on a mass spectrometer (Consolidated Engineering Corporation Type 21-103B). The mass spectrometer can not give quantitative analysis unless the cracking pattern for each of the pure components of the mixture is available. The cracking pattern gives the relative amount of ions present at each mass-to-charge ratio when the sample is cracked. These data are published,\(^{(2)}\) but since the patterns vary from
machine to machine (and even on the same machine from day to day), it is best to run a standard of each of the pure components before performing an unknown analysis. Once \( M \) standards have been run (if there are \( M \) compounds in the mixture), the sensitivity of each pure compound can be calculated for each of \( M \) mass-to-charge ratios. (The sensitivity is the intensity of ions present at any mass-to-charge ratio per unit of sample pressure, and usually measured in divisions/micron.)

Then, when the intensity of the unknown sample is read at each of the \( M \) mass-to-charge ratio peaks, a set of \( M \) simultaneous equations in \( M \) unknowns (the partial pressure of each of the \( M \) components) can be set up as follows:

\[
\begin{align*}
\sigma_{1,1} \mu_1 + \sigma_{1,2} \mu_2 + \ldots + \sigma_{1,M} \mu_M &= I_1 \\
\vdots & \quad \vdots \\
\sigma_{M,1} \mu_1 + \sigma_{M,2} \mu_2 + \ldots + \sigma_{M,M} \mu_M &= I_M
\end{align*}
\]

where \( \sigma_{i,j} \) is the sensitivity at the \( i \)-th mass-to-charge ratio of the \( j \)-th component

\( \mu_j \) is the unknown partial pressure of the \( j \)-th component

\( I_i \) is the intensity of the unknown at the \( i \)-th mass-to-charge ratio

The solution of these \( M \) equations in \( M \) unknowns was obtained through the use of a digital computer. The partial pressures,
\( \mu_1 \ldots \mu_M \), are proportional to the mole fractions of each of the M components.

Numerous checks are available to test the accuracy of the obtained results. First, the sum of all the partial pressures should add up to the measured total pressure of the unknown sample. Secondly, the known sensitivities and the calculated partial pressures can be used to check the intensities of peaks other than the M peaks used in solving Equations (37).

If the calculated intensity for any of the peaks does not check with the measured intensity for the unknown sample, it is very possible that there is another component present which has not been considered. By this method the presence of methylacetylene (\( \text{C}_3\text{H}_4 \)) was detected in the pyrolysis of propane, although it had not been anticipated among the M components. It was also possible to confirm that the material was indeed methylacetylene and not allene (both are \( \text{C}_3\text{H}_4 \)).

Finally, a standard known mixture was prepared and analyzed with the mass spectrometer to test the instrument's accuracy. Some independent checks were also made using a dual column gas chromatography unit.

C. Some Preliminary Problems Solved

A major problem which had to be solved before any useful data could be obtained was whether the thermocouple (located at the center of the reactor) was reading the true temperature of the gas
(flowing through the annulus). Theoretical considerations of fluid
dynamics and heat transfer might have been used to settle the ques-
tion, but instead, the problem was solved experimentally.

A thin thermocouple was cemented with Sauereisen (a high
temperature ceramic paste) in a fixed position through the rubber
seals into the annulus of the reactor. The depth of the thermo-
couple into the reactor was noted, and the movable thermocouple was
placed in the corresponding position of the central tube. The
thermocouples were placed (as nearly as could be estimated) at the
maximum temperature point in the profile. The reason for this was
to keep the temperature error at a minimum if the two thermocouples
were not lined up exactly. The temperature profile is flattest near
the maximum (cf., Figure 2).

Over a wide range of conditions of temperatures and flow
rates, the two thermocouples agreed to within $3^\circ$C. It was thereby
concluded that the central thermocouple could indeed be used to give
the true gas temperature.

A second question raised was the effect of any radial
velocity profile and longitudinal diffusion as the gas flowed through
the reactor. If any radial velocity profiles were present (as they
would be in laminar flow), the gas flowing close to the walls would
have a larger residence time and hence higher conversion than the
gas in the middle of the annulus. In this work, however, Reynolds
numbers were approximately 4000 and plug flow conditions could be
assumed.
The problem of longitudinal diffusion presents somewhat greater difficulty. A flow reactor in which a first-order reaction with longitudinal diffusion is taking place can be described\(^{(32)}\) by the differential equation

\[
D \frac{d^2z}{d\ell^2} - u_\ell \frac{dz}{d\ell} + k(1 - z) = 0
\]  

(38)

where \(D\) is the diffusion coefficient, \(cm^2/sec\),

\(z\) is the conversion,

\(\ell\) is the reactor length, \(cm\),

\(u_\ell\) is the linear gas velocity, \(cm/sec\),

\(k\) is the rate constant, \(sec^{-1}\).

When diffusional effects are neglected, Equation (38) becomes

\[
u_\ell \frac{dz}{d\ell} = k(1 - z)
\]  

(39)

Thus, a good criterion for neglecting diffusional effects is if

\[
\frac{D(d^2z/d\ell^2)}{u_\ell(dz/d\ell)} \ll 1
\]  

(40)

At the conclusion of this study, the rate constants were fed, along with the experimental data, into an analog computer and the expressions \(\frac{dz}{d\ell}\) and \(\frac{d^2z}{d\ell^2}\) were easily calculated along the length of the reactor. For a typical run, the value of the fraction
in Equation (40) was approximately 1%. The diffusional effects in this work, therefore, were rightly neglected. These calculations are presented in detail in Appendix I.
IV. DISCUSSION OF EXPERIMENTAL RESULTS

The following discussion includes all of the important experimental results. The raw data for all the experimental work may be found in Appendix A, the calculated data are tabulated in Appendix B, and sample calculations are shown in Appendix K.

A. Propane Feed

1. Product Distribution

The first experimental step in this program was to determine which were the primary products of reaction in the decomposition of propane. The primary products of reaction are those products which are in appreciable concentrations at the lowest overall conversions of propane. A series of runs was made at approximately identical temperature profiles. The conversion for each run could be changed by altering either the total flow rate (and hence, the residence time) or the inlet propane mole fraction, or both. Moderate variations in temperature could be tolerated, because no quantitative results were anticipated from these runs.

For this series of runs, the conversion to each of the reaction products (as mole of that product per mole of propane reacted) was plotted against the total conversion of propane. Any carbon formed was determined by material balance.

The results of the product distribution runs are shown in Figure 11. It is seen that the primary products of reaction are methane, ethylene, propylene and hydrogen. This has been found by all
Figure 11. Propane Product Distribution, $T_{\text{max}} =$ 1514°F.
previous workers, (1,12,14,19,23,39,44) although they were working at considerably lower temperatures. Some of the minor or secondary products of reaction were ethane, methylacetylene, acetylene, carbon and butane. Each of these has been found previously by some researchers, although methylacetylene has been only rarely quoted as a reaction product. (1,48)

The stoichiometry of these major reactions may be set forth as follows:

\[
\begin{align*}
\text{C}_3\text{H}_8 & \rightarrow \text{C}_2\text{H}_6 + \text{H}_2 \\
\text{C}_3\text{H}_8 & \rightarrow \text{C}_2\text{H}_4 + \text{CH}_4
\end{align*}
\]

It must be realized, however, that postulation of molecular reactions is merely a convenience in representing the overall kinetic picture. As has been noted above, the decomposition is not molecular at all, but free radical in nature.

2. Orders of Reaction

Once the stoichiometric reactions are determined as above, it is possible to find the orders of reaction for the overall decomposition and for each of the individual reactions. From the theory developed in Section II-E, it is seen that a series of runs is needed in which the total flow rate and temperature profile are kept constant. Conversions were varied by changing the mole fraction of the propane in the feed. The runs were designed to hold conversions at a minimum by keeping the residence times low. A differential reaction rate could then be calculated and plotted against the average mole fraction of propane on logarithmic coordinates.
As was shown above, the slope of such a graph is the order of reaction. Figure 12 shows the results for each of the individual reactions and for the overall decomposition. The order of reaction for the overall decomposition appears to be 1.11 and those of propylene and methane formation, 1.13 and 1.17, respectively. A very important question which must be answered is, what are the experimental uncertainties in these results? In other words, if the data indicate an order of 1.13, can it be safely assumed that the reaction is either first order or 1.5 order? Or can nothing more be inferred than that the empirical order is 1.13, although there is no theoretical basis for such a result?

In answering this question, it is important to note that the theory behind the reaction order experiments (as developed above) requires a set of runs at identical temperature and pressure profiles. Since the controls were set manually, such conditions could only be approximated but never realized. For example, the maximum temperature for the set of runs varies by 3°C. Furthermore, very slight displacement of the points in Figure 12 can give rise to considerable change in the slope. With these facts taken into consideration, the uncertainty involved in the determination of orders of reaction is ± 20 to 25%.

It appears, therefore, that both the overall decomposition reaction and the individual reactions could be assumed first order. Most previous workers (6,34,36,42,58) have found the reaction to be first order, although a few (29,59) have found evidence of 1.5 order kinetics,
Figure 12. Order of Reaction Determination for Propane Decomposition, $T_{\text{max}} \leq 1514^\circ \text{F}$. 
at least under certain conditions of temperature and pressure. Even considering the experimental uncertainties, the results of this work can not indicate an order of 1.5.

On the other hand, Martin et al. (35) have empirically found the order to be between 1.2 and 1.3. Since these values lie within the experimental uncertainty of the data, it was decided to consider this possibility and to fit the kinetic data to a 1.25 order of reaction as well as a first order. The results are discussed in the next section.

3. Rate Constant Determination

Once the primary reactions have been determined and a reaction order has been postulated, one can conduct experiments to determine the rate constants. In actuality, since no runs were made at constant temperature, it is the parameters A and E which are determined, and not the rate constants themselves.

Other than the desirability of keeping the conversions low (to minimize secondary and reverse reactions), no limitation was placed on the experimental conditions of these runs. In fact, it would be best to have the runs cover wide ranges of temperature profiles, feed rates, nitrogen dilution, pressure profiles, etc.

The functional relationship between A and E for any run was given in Equation (18) above,

\[
A = \frac{FR^n z^e}{L} \int_0^1 \frac{(1+No/F+Z)^n}{1-Z} \, dz
\]

\[
\int_0^L \frac{(P(l))^{n}}{T(l)} \, dl
\]
The pressure profile, $P(\ell)$, in Equation (18) is not known experimentally throughout the length of the reactor. The only known pressures are those at the reactor inlet and outlet. In this work, a linear pressure profile was used for the entire reactor, and the justification for such an approximation is presented in detail in Appendix E.

Based upon the postulation of first order kinetics, the kinetic parameters for the overall decomposition of propane were determined first. Each experimental run was expressed in the form of Equation (18); a least squares fit of all the data generated the best values of the pre-exponential factor and activation energy.

Although the pairing of two runs was found to be an unsatisfactory method of obtaining $A$ and $E$ (cf. Section II-G-1), this method can be used, to a limited extent, if the paired runs were made at greatly different temperatures; then the errors introduced under these conditions are usually at a minimum. Thus, values of $k_{\text{max}} = A e^{-E/RT_{\text{max}}}$ can be calculated and plotted against $1/T_{\text{max}}$ in the usual Arrhenius graph.

Figure 13 shows the results for the overall propane decomposition. The straight line represents the best fit of all the data by least squares methods; the points, on the other hand, are judiciously chosen results obtained by the pairing method. Only runs made under widely differing experimental conditions are paired here; inclusion of other pairs would have scattered the points considerably.
NOTE:

In this and the following three graphs, the line was obtained by a separate method, and not from these points; the points are rate constants obtained by pairing two runs - the line is a least squares fit of all the data.

Figure 13. Rate Constants for First Order Disappearance of Propane - Arrhenius Plot.
It is seen that the line represents the paired points reasonably well, but it is not the "best" line through those points, nor should it be. It is important to remember that the line in Figure 13 is the best representation of the experimental results, and the paired points are only shown to give some idea of the scattering of the data. The same significance is attached to the lines and points in Figures 14-16 which follow.

A similar method of calculation is used in obtaining the kinetic parameters for each of the first order reactions

\[
\begin{align*}
C_3H_8 & \rightarrow C_3H_6 + H_2 \\
C_3H_8 & \rightarrow C_2H_4 + CH_4
\end{align*}
\]

The differences between the calculations here and for the overall decomposition reaction are slight and are illustrated in Appendix F. Figures 14 and 15 show Arrhenius plots for the formation of methane and for the formation of propylene, respectively.

As was mentioned in the previous section, it would also be consistent with the order of reaction data to postulate an order of 1.25 instead of 1.0 (although there is no theoretical basis for the former). An empirical fit of the points is possible for intermediate orders also, but would serve no important purpose. Figure 16 shows an Arrhenius plot of the log (rate constant) versus reciprocal temperature on the assumption that the order of reaction is 1.25.

Here again, the line is the least squares fit of all the data, and paired points are included to give an indication of the scatter. Comparison of Figures 13 and 16 shows perhaps slightly less scatter in
Figure 14. Rate Constants for First Order Formation of Methane from Propane - Arrhenius Plot.
Figure 15. Rate Constants for First Order Formation of Propylene from Propane - Arrhenius Plot.
Figure 16. Rate Constants for 1.25 Order Disappearance of Propane - Arrhenius Plot.
the 1.25 order fit. But the difference is not great and it can be said that both orders of reaction (and probably all intermediate values of the order) can be used to fit the data equally well. Thus, there is no motivation for rejecting first order kinetics in favor of an empirical, fractional order fit of the data.

The values of the pre-exponential factors and activation energies as represented in Figures 13-16 are listed in Table II. In all instances, the standard deviation was \( \pm 20\% \) for the pre-exponential factors and \( \pm 5\% \) for the activation energies. See Appendix K for a further discussion.

**TABLE II**

**EXPERIMENTAL VALUES OF PRE-EXPONENTIAL FACTORS AND ACTIVATION ENERGIES IN PROPANE PYROLYSIS**

<table>
<thead>
<tr>
<th>First Order Reaction</th>
<th>( A (\text{sec}^{-1}) )</th>
<th>( E (\text{Kcal/g-mole}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decomposition of propane</td>
<td>( 2.40 \times 10^{11} )</td>
<td>52.1</td>
</tr>
<tr>
<td>Formation of methane</td>
<td>( 1.52 \times 10^{11} )</td>
<td>52.5</td>
</tr>
<tr>
<td>Formation of propylene</td>
<td>( 9.26 \times 10^{10} )</td>
<td>51.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>1.25 Order Reaction</th>
<th>( A \left[ \frac{\text{liters}^{1/4}}{\text{g-moles}^{1/4} \cdot \text{sec}} \right] )</th>
<th>( E (\text{Kcal/g-mole}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decomposition of propane</td>
<td>( 2.34 \times 10^{14} )</td>
<td>63.5</td>
</tr>
</tbody>
</table>

In comparing the results of other workers in propane decomposition, it is important to realize that all other research has been done 200° - 300°C below the temperatures of this study. Figure 17 compares all the published kinetic data for first order propane pyrolysis.
Figure 17. A Comparison with Literature Values of First Order Rate Constants for Propane Decomposition.
While it is true that the other studies have indicated higher activation energies - usually between 60 and 70 Kcal/g-mole - the discrepancies can be explained by the great temperature difference.

Several previous workers\(^\text{(29,35,36,61)}\) have noted that as the temperature of hydrocarbon pyrolysis is increased, the activation energy for the reaction "appears" to decrease rather than remain constant. This is illustrated schematically in Figure 18, where the slope (activation energy) decreases with increasing temperature.

![Graph showing log K vs. 1/T with two activation energies, E1 and E2.]

Figure 18. Apparent Decrease of Activation Energy with Temperature.

In fact, this effect can be noted even in the short temperature range of this work; Figures 13-15 show that the data might have been fit more closely by a curve (concave downward) than by the straight line.
A possible cause is a reaction rate at higher temperatures somewhat lower than the Arrhenius equation would predict, because inhibitors are formed. If it were simply a decrease in activation energy, one would expect the rate to increase correspondingly under such conditions, rather than decrease. Thus, while such an effect may be termed (as it has been by previous workers) an "apparent decrease in activation energy" with increasing temperature, it is important to realize that the true cause of this phenomenon is mechanistic. Once this point is clarified and it is stated that there is no evidence for a temperature dependence of the activation energy, the experimental results can be reported as the apparent activation energies in the range 800° - 1000°C.

An interesting sidelight of this discussion is that the data runs may be arbitrarily divided into two sets - half of which were taken above some intermediate temperature, and half below. If the identical kinetic analysis is now performed on only the lower half of the data instead of all the data, the resulting apparent activation energy is 58 Kcal/g-mole - considerably closer (in activation energy as well as in temperature) to the results of the earlier workers.

The exact nature of this inhibition effect has been discussed earlier in Section II-H. As mentioned in that section, olefins in general and propylene, in particular, are strong inhibitors of free radical reactions. While propylene is a primary product of propane decomposition at both high and low temperatures, it is much more difficult to keep the conversion low at high temperatures. Thus, the inhibition effect is magnified as the reaction temperature is increased, causing the result shown in Figure 18.
Since the individual decomposition reactions had not been studied previously, no comparison could be made for those results. However, all earlier workers had found the primary product distribution in propane pyrolysis to be approximately equal amounts of propylene, hydrogen, methane and ethylene; this study confirms those results. Hence, qualitatively, the rate constants for the two reactions

\[
\begin{align*}
C_3H_8 & \rightarrow C_3H_6 + H_2 \\
C_3H_8 & \rightarrow C_2H_4 + CH_4
\end{align*}
\]

should be approximately equal, and such is the case.

Furthermore, if this equal distribution is to exist at low temperatures (where the other researchers worked) as well as at high temperatures (i.e. this study), the activation energies of the two individual reactions would have to be approximately equal. Table II shows that they differ by only 1.5%.

B. Propylene Feed

The next series of runs was made with a feed of propylene diluted with nitrogen. The sole purpose of these runs was to study the product distribution of propylene pyrolysis for use in the analysis of the mixed feed (propane plus propylene) runs. The experiments were carried out at approximately equivalent temperature profiles \( T_{\text{max}} \approx 1815^\circ F = 990^\circ C \). At these high temperatures, however, it became more difficult to keep the profiles constant from run to run, and the maximum temperatures varied by \( \pm 6^\circ C \). (It was difficult to keep a constant profile because the reaction was highly endothermic. Thus,
although the total flow rate was constant, the percentage conversion changed from run to run; and the higher the conversion, the more power input required for the furnace to keep a constant temperature profile. Since the power input was controlled manually, a truly constant profile was impossible. Since no quantitative information was desired from these runs, the resulting scatter of the data was not a serious problem.

The results of these runs are shown in Figure 19. It is seen that the primary products of decomposition are methane, hydrogen and methylacetylene, with smaller quantities of acetylene, ethylene, 1-butene and 1,3-butadiene. These results are basically in agreement with those of previous workers; at lower temperatures (500°-700°C) the primary reaction products were found to be methane, ethylene and hydrogen.\(^{(12,14,60)}\) Ingold and Stubbs\(^{(25)}\) had some polymerization to butene and butadiene. At higher temperatures, several workers\(^{(39,63)}\) have detected some acetylene. This is to be expected from thermodynamic considerations as was illustrated previously (cf. Figure 1). There has been little evidence for the presence of methylacetylene, but one would not expect to find any except at the high temperatures of this work.

C. Mixed Propane and Propylene Feed

The final experimental phase of this study consisted of feeding propane with small amounts of propylene and diluted with nitrogen. A series of runs was made at constant total flow rate, temperature profile, and mole fraction propane, with varying amounts of propylene in the feed. The purpose of these runs was to note the effect of propylene, if any, on the pyrolysis of propane.
Figure 19. Propylene Product Distribution, \( T_{\text{max}} = 1815^\circ\text{F} \).
Current theories (as described in Section II-H) indicate a free radical mechanism for hydrocarbon pyrolysis and note that propylene is a strong inhibitor of the reaction. Inhibition was cited above as a possible cause of the apparent curvature in the Arrhenius plot for propane decomposition.

While these runs were not designed to demonstrate the validity of mechanism hypotheses, they do point out quite clearly the extent to which propylene does inhibit propane pyrolysis. The results of these runs are shown in Figure 20, where the formation rates of propylene and methane are plotted against the average propylene-to-propane ratio in the reactor. (The formation rates of ethylene and hydrogen closely paralleled those of methane and propylene, respectively, but were omitted for clarity.) Of the two major reactions involved,

\[ \text{C}_3\text{H}_8 \rightarrow \text{C}_2\text{H}_4 + \text{CH}_4 \]
\[ \text{C}_3\text{H}_8 \rightarrow \text{C}_3\text{H}_6 + \text{H}_2 \]

note that the first does not appear to be affected by the presence of propylene, while the second is strongly inhibited.

A question might arise as to whether this is really inhibition or merely the approach to equilibrium of the reaction

\[ \text{C}_3\text{H}_8 \rightleftharpoons \text{C}_3\text{H}_6 + \text{H}_2 \]

However, from Figure 1 it is seen that the equilibrium constant

\[ K_P = \frac{[\text{C}_3\text{H}_6][\text{H}_2]}{[\text{C}_3\text{H}_8]} \]

at these temperatures is 100 atm. Obviously then, this is not an equilibrium effect, but actually propylene inhibition of propylene formation from propane.
Figure 20. Propane Inhibition of Propane Decomposition, T_max = 1800°F.
Similar results were found by Laidler and Wojciechowski\(^{(30)}\) on propylene inhibition of hydrocarbon decomposition. Medvedeva et al.\(^{(37)}\) note that the propylene will also enter into the reaction by decomposing to ethylene and methane. This is a possible explanation for the fact that propylene does not appear to inhibit the formation of ethylene and methane.

Figure 21 presents the overall effect of propylene inhibition in a somewhat different manner. There, the rate constant for the total disappearance of propane is plotted against the average ratio of propylene-to-propane. (In all the inhibition experiments, this average ratio was used rather than simply the ratio in the feed. It was felt that the average ratio was a more indicative parameter for inhibition than the ratio at the reactor inlet.)

It is seen that the rate constant for propane decomposition falls off very rapidly with increasing amounts of propylene present. The curve has its greatest slope at the lowest propylene-to-propane ratios; therefore, it can be inferred that even slight amounts of propylene could cause considerable reaction inhibition. Such would be the case in the pyrolysis of propane, where even at low conversions propylene is a major reaction product.

Thus, it has been shown that reaction inhibition by propylene can play an important role in the kinetics of propane pyrolysis. This lends some justification to the statements made above (Section IV-A-3) concerning the abnormalities encountered in the overall rate constants. There, propylene inhibition was cited as a possible cause for a) curvature
Figure 21. The Effect of Propylene on Propane Decomposition Rate Constants $T_{\text{max}} = 1800^\circ\text{F}$. 

PROPADE DISAPPEARANCE RATE CONSTANT $[\text{SEC}^{-1}]$

AVERAGE MOLE RATIO $\text{C}_3\text{H}_6/\text{C}_3\text{H}_8$
in the Arrhenius plot (cf. Figure 13) and b) previous workers' values
of the activation energy being 20% higher. In both cases, the "apparent"
decrease of activation energy with increasing temperature can be
explained as an effect of inhibition.

The validity of such an explanation is not necessarily proven
by the inhibition experiments; however, the hypothesis is, at least,
consistent with the results of those runs. The existence of the propylene
inhibition also tends to indicate that a free radical mechanism is involved.
V. TEST OF THE KINETIC MODEL

When the experimental phase of this work was completed, the main results (the kinetic parameters for propane decomposition) were programmed on an analog computer. The purpose of the program was to check the validity and reproducibility of the results, and also to provide a simple means of predicting data over a wide range of experimental conditions.

The computer used was an Applied Dynamics, model number AD-2-24PB. The components available for use were 16 amplifiers, 2 function multipliers, 1 Variable Diode Function Generator; also available were a Pace Variplotter which could be used as either an X-Y plotter or a Function Generator, and several dual channel recorders.

The decomposition of propane was shown to follow Equation (16) above,

\[
\frac{F}{s \left[ \frac{1 + N_0/F + z}{1 - z} \right]}^n \, dz = \frac{A}{R^n} \, e^{-E/RT(\ell)} \left[ \frac{P(\ell)}{T(\ell)} \right]^n \, d\ell \quad (16)
\]

or, for a first order reaction,

\[
\frac{dz}{d\ell} = \frac{sA}{FR} \, e^{-E/RT(\ell)} \left[ \frac{P(\ell)}{T(\ell)} \right] \left[ \frac{1 - z}{1 + N_0/F + z} \right] \quad (41)
\]

Equation (41) readily lends itself to solution on an analog computer, and a flow diagram for one solution is shown in Figure 22. However,
Figure 22. Analog Computer Flow Diagram (Schematic).
two problems prevented the use of that method directly:  a) equipment limitations - Figure 22 calls for three function multipliers and only two were available and b) there were serious scaling problems associated with the solution. The actual method of solution is illustrated for one case in Appendix J; the differences are not great, however, and Figure 22 does present the essentials of the solution.

The computer output consists of profiles along the length of the reactor of any of the parameters of the reaction. Among these are the reaction rate, conversion rate, percentage conversion, product distribution, and, indirectly, the rate of change of the reaction rate. At the reactor exit, the percentage conversion and the mole fraction of propane can be checked against the experimental data points.

The general input to the computer consists of the overall kinetic constants and the reactor cross-section and length; in addition, for each run, the temperature and pressure profiles plus the inlet gas feed rates must be supplied.

The temperature profile is fed in through the Function Generator (X-Y plotter). For the pressure profile, the gradient can be assumed linear which makes

\[
P(x) = P_i - \left[ \frac{P_i - P_e}{L} \right] x
\]
where $P_i$ is the inlet pressure
$P_e$ is the exit pressure
$L$ is the total reactor length

The results for one set of experimental conditions (Run 47) are shown in Figures 23 and 24. Figure 23 shows profiles of the percentage conversion and mole fraction of propane. At the reactor exit are plotted the experimental values of these parameters. In Figure 24, the propane conversion rate throughout the reactor is plotted together with the experimental temperature profile, for comparison.

Programming the experimental results on the analog computer is valuable for several reasons. As mentioned above, it can serve as a check on any of the individual data points. It also serves to show the progress of the reaction in the reactor; this information is often useful and of interest. For example, it can be used to show that longitudinal diffusion effects are negligible (cf., Appendix I).

Another interesting observation is the fact that, in Figure 24, the maximum reaction rate does not coincide with the maximum temperature, but occurs approximately 1 inch before the point of maximum temperature. Although the rate constant is at its maximum at maximum temperatures, the rate of reaction is also proportional to the concentration of reactant, which decreases with length. Hence, this displacement by 1 inch is not at all surprising.

The ability of such a program to predict propane conversions over a much wider range of experimental conditions is another reason
Figure 23. Calculated Propane Conversion and Mole Fraction Profiles; Analog Computer Results - Run 47.
Figure 24. Temperature and Calculated Propane Conversion Rate Profiles, Analog Computer Results - Run 47.
for its importance. Parameters such as temperature, pressure, reactor dimensions, feed rates, etc. could be varied independently or simultaneously, and the effect on the overall conversion noted.

Finally, this program could be used as part of a master program for hydrocarbon pyrolysis. If a larger computer were available, a similar program could be derived to yield not only the total conversion of propane, but also the conversion to each of the desired reaction products. This would involve solving the differential equations,

\[
\frac{dz}{dl} = \frac{sA_1}{FR_\delta} e^{-E_1/RT(l)} \left[ \frac{P(l)}{T(l)} \right] \left[ \frac{1 - z}{1 + N_0/F + z} \right] \quad (42)
\]

\[
\frac{dz}{dl} = \frac{sA_2}{FR_\delta} e^{-E_2/RT(l)} \left[ \frac{P(l)}{T(l)} \right] \left[ \frac{1 - z}{1 + N_0/F + z} \right] \quad (43)
\]

Such a solution is trivial once Equation (41) is solved, in the case of propane pyrolysis; however, usually the resulting equations are not as simple as (42) and (43) and require a somewhat larger computer (additional amplifiers and function generators) for solution (cf., Appendix F).

It is then possible to consider the pyrolysis of any of the lower hydrocarbons and to investigate higher conversions, by treating an entire series of parallel and consecutive reactions. For example, upon pyrolysis, propane yields as primary products, methane, ethylene, propylene and hydrogen; further decomposition of methane
would yield carbon and hydrogen. Ethylene would react to form acetylene, hydrogen and butadiene, while propylene yields ethylene, methane, butene and methylacetylene. This chain of events may be carried as far as desired.

The resulting system of parallel, consecutive and reverse reactions presents a formidable problem for manual solution even under isothermal conditions. A large analog computer will handle the problem exactly as it did here and with no difficulty, even for the non-isothermal case. What would be needed are the kinetic parameters for each of the reactions involved in the temperature range under consideration. This study provides the parameters for the two primary reactions of propane decomposition; Towell\(^{(61,62)}\) has given similar results for ethylene pyrolysis (in addition to pyrolysis of ethane and acetylene). Information on propylene pyrolysis would be necessary in assembling such an integrated program.

Such an application would be useful not only in checking the validity of all available data, but also to predict optimum conversions and yields in industrial operations. This would be most useful in the production of acetylene, ethylene and/or propylene from saturated hydrocarbons.
VI. CONCLUSIONS AND RECOMMENDATIONS

In this study, a method of treating non-isothermal kinetic data in a complex reaction system was developed. The technique required extensive numerical calculation, but well within the capabilities of a digital computer. Non-isothermal conditions prevailed because the reactions involved were too fast to neglect the heating up and cooling down times. Such a method should be applicable, in general, to many kinds of complicated, non-isothermal, non-isobaric experiments. In analyzing the data, several methods were developed for finding the "best" solution in a set of functional relationships between the variables.

The primary reaction studied was the pyrolysis of propane at high temperatures (800° -1000°C). The kinetics of this reaction had never before been determined at such elevated temperatures, although some product distributions and plant operation data had been published. In addition to the work with propane, some runs were made with propylene and mixtures of propane and propylene as the starting material.

Pyrolysis of propane was found to yield, as primary products, ethylene, methane, propylene and hydrogen, and to be representable stoichiometrically by two parallel reactions,

\[ \text{C}_3\text{H}_8 \rightarrow \text{C}_2\text{H}_6 + \text{H}_2 \]

\[ \text{C}_3\text{H}_8 \rightarrow \text{C}_2\text{H}_4 + \text{CH}_4 \]
The stoichiometric representation is for convenience in expressing the rate constants, and does not preclude a free radical mechanism.

The reactions were seen to be first order theoretically, and this fact was confirmed experimentally. However, it was equally possible to fit the data to an empirical 1.25 order. Arrhenius rate constants were determined for the individual reactions and the overall decomposition. Distinct curvature of the Arrhenius plot was noted at high temperatures, signifying a decrease in the rate constant. The cause of the curvature was postulated as being inhibition of the free radical reactions by propylene, one of the primary reaction products.

A set of runs was made using a mixed feed of propane and small amounts of propylene (together with nitrogen as diluent) to verify the inhibition effect. It was found that addition of small amounts of propylene inhibits the decomposition of propane quite noticeably. This pronounced effect confirmed the hypothesis that curvature in the rate constant plot was caused by reaction inhibition. It also indicated agreement with all modern theories of hydrocarbon pyrolysis that the reaction mechanism is free radical in nature.

Finally, all the experimental results were used to design a kinetic model for the pyrolysis of propane. This model was used with an analog computer to check results of any individual experiment, and to predict product distributions and conversions beyond the experimental range of this study. Such a model could be used
in an integrated program for hydrocarbon pyrolysis in general. The system would consist of several parallel, consecutive and reverse reactions which would lead to a set of simultaneous (often non-linear) differential equations, solvable on an analog computer.

This model would be able to predict conversions, product distributions, etc. without the restriction to primary reaction products and could be useful in optimization of industrial operations. Along these lines, future work might be done to investigate more fully the pyrolysis of propylene to obtain accurate rate parameters in the high temperature range.
APPENDIX A

RAW EXPERIMENTAL DATA
### TABLE III

PRODUCT DISTRIBUTION AND REACTION ORDER RAW DATA

<table>
<thead>
<tr>
<th>Run no.</th>
<th>34</th>
<th>35</th>
<th>37</th>
<th>38</th>
<th>40</th>
<th>42</th>
<th>66</th>
<th>67</th>
<th>68</th>
<th>69</th>
<th>Feed Gases</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{max}}$ (°F)</td>
<td>1514</td>
<td>1514</td>
<td>1511</td>
<td>1509</td>
<td>1520</td>
<td>1517</td>
<td>1803</td>
<td>1824</td>
<td>1815</td>
<td>1802</td>
<td></td>
</tr>
<tr>
<td>Hydrocarbon</td>
<td>$C_3H_8$</td>
<td>$C_3H_8$</td>
<td>$C_3H_8$</td>
<td>$C_3H_8$</td>
<td>$C_3H_8$</td>
<td>$C_3H_8$</td>
<td>$C_3H_8$</td>
<td>$C_3H_6$</td>
<td>$C_3H_6$</td>
<td>$C_3H_6$</td>
<td>$C_3H_8$</td>
</tr>
<tr>
<td>Hydrocarbon Feed Rate</td>
<td>$[g\text{-moles/sec} \times 10^4]$</td>
<td>1.07</td>
<td>1.69</td>
<td>2.43</td>
<td>3.06</td>
<td>3.06</td>
<td>0.67</td>
<td>1.67</td>
<td>2.19</td>
<td>2.56</td>
<td>2.92</td>
</tr>
<tr>
<td>$N_2$ Feed Rate</td>
<td>$[g\text{-moles/sec} \times 10^4]$</td>
<td>19.9</td>
<td>19.1</td>
<td>18.5</td>
<td>17.7</td>
<td>17.7</td>
<td>18.4</td>
<td>28.0</td>
<td>26.9</td>
<td>25.6</td>
<td>34.5</td>
</tr>
</tbody>
</table>

#### Product Distribution

<table>
<thead>
<tr>
<th>Mole %</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_2$</td>
</tr>
<tr>
<td>$CH_4$</td>
</tr>
<tr>
<td>$C_2H_6$</td>
</tr>
<tr>
<td>$C_2H_4$</td>
</tr>
<tr>
<td>$C_3H_2$</td>
</tr>
<tr>
<td>$C_3H_8$</td>
</tr>
<tr>
<td>$C_3H_6$</td>
</tr>
<tr>
<td>$C_4H_10$</td>
</tr>
<tr>
<td>$C_4H_8$</td>
</tr>
<tr>
<td>$C_4H_6$</td>
</tr>
<tr>
<td>$N_2$</td>
</tr>
<tr>
<td>Run no.</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>24</td>
</tr>
<tr>
<td>25</td>
</tr>
<tr>
<td>26</td>
</tr>
<tr>
<td>27</td>
</tr>
<tr>
<td>29</td>
</tr>
<tr>
<td>30</td>
</tr>
<tr>
<td>31</td>
</tr>
<tr>
<td>32</td>
</tr>
<tr>
<td>35</td>
</tr>
<tr>
<td>47</td>
</tr>
<tr>
<td>52</td>
</tr>
<tr>
<td>54</td>
</tr>
<tr>
<td>57</td>
</tr>
<tr>
<td>58</td>
</tr>
<tr>
<td>59</td>
</tr>
<tr>
<td>60</td>
</tr>
</tbody>
</table>

**TABLE IV**

RATE CONSTANT RAW DATA
<table>
<thead>
<tr>
<th>Run no.</th>
<th>72</th>
<th>73</th>
<th>74</th>
<th>76</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\left( \frac{g \text{-mole}}{\text{sec} \times 10^3} \right)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\text{C}_3\text{H}_8$ feed rate</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
</tr>
<tr>
<td>$\text{C}_3\text{H}_6$ feed rate</td>
<td></td>
<td></td>
<td>0.11</td>
<td>0.28</td>
</tr>
<tr>
<td>$\text{N}_2$ feed rate</td>
<td>62.8</td>
<td>62.8</td>
<td>62.8</td>
<td>63.0</td>
</tr>
<tr>
<td>($\text{mm Hg}$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reactor inlet pressure</td>
<td>1050</td>
<td>1050</td>
<td>1050</td>
<td>1053</td>
</tr>
<tr>
<td>Reactor exit pressure</td>
<td>737</td>
<td>737</td>
<td>737</td>
<td>734</td>
</tr>
</tbody>
</table>

**Product Distribution**

<table>
<thead>
<tr>
<th>Mole %</th>
<th>H$_2$</th>
<th>0.243</th>
<th>0.211</th>
<th>0.175</th>
<th>0.086</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CH$_4$</td>
<td>0.145</td>
<td>0.153</td>
<td>0.175</td>
<td>0.152</td>
</tr>
<tr>
<td></td>
<td>C$_2$H$_6$</td>
<td>0.058</td>
<td>0.058</td>
<td>0.077</td>
<td>0.079</td>
</tr>
<tr>
<td></td>
<td>C$_2$H$_4$</td>
<td>0.152</td>
<td>0.170</td>
<td>0.170</td>
<td>0.147</td>
</tr>
<tr>
<td></td>
<td>C$_2$H$_2$</td>
<td>0.072</td>
<td>0.070</td>
<td>0.082</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td>C$_3$H$_8$</td>
<td>0.661</td>
<td>0.693</td>
<td>0.704</td>
<td>0.738</td>
</tr>
<tr>
<td></td>
<td>C$_3$H$_6$</td>
<td>0.132</td>
<td>0.220</td>
<td>0.395</td>
<td>0.777</td>
</tr>
<tr>
<td></td>
<td>N$_2$</td>
<td>98.5</td>
<td>98.4</td>
<td>98.2</td>
<td>98.0</td>
</tr>
</tbody>
</table>

**Temperature**

($^\circ$F) at intervals of 1.045 inches

<table>
<thead>
<tr>
<th>Inches</th>
<th>412</th>
<th>495</th>
<th>375</th>
<th>443</th>
</tr>
</thead>
<tbody>
<tr>
<td>696</td>
<td>784</td>
<td>669</td>
<td>745</td>
<td></td>
</tr>
<tr>
<td>948</td>
<td>1013</td>
<td>950</td>
<td>1009</td>
<td></td>
</tr>
<tr>
<td>1079</td>
<td>1119</td>
<td>1111</td>
<td>1130</td>
<td></td>
</tr>
<tr>
<td>1137</td>
<td>1168</td>
<td>1176</td>
<td>1180</td>
<td></td>
</tr>
<tr>
<td>1178</td>
<td>1211</td>
<td>1216</td>
<td>1221</td>
<td></td>
</tr>
<tr>
<td>1386</td>
<td>1451</td>
<td>1394</td>
<td>1435</td>
<td></td>
</tr>
<tr>
<td>1564</td>
<td>1592</td>
<td>1581</td>
<td>1591</td>
<td></td>
</tr>
<tr>
<td>1656</td>
<td>1675</td>
<td>1671</td>
<td>1676</td>
<td></td>
</tr>
<tr>
<td>1708</td>
<td>1724</td>
<td>1724</td>
<td>1721</td>
<td></td>
</tr>
<tr>
<td>1742</td>
<td>1752</td>
<td>1756</td>
<td>1749</td>
<td></td>
</tr>
<tr>
<td>1767</td>
<td>1773</td>
<td>1777</td>
<td>1768</td>
<td></td>
</tr>
<tr>
<td>1789</td>
<td>1789</td>
<td>1790</td>
<td>1782</td>
<td></td>
</tr>
<tr>
<td>1800</td>
<td>1799</td>
<td>1799</td>
<td>1790</td>
<td></td>
</tr>
<tr>
<td>1802</td>
<td>1797</td>
<td>1803</td>
<td>1792</td>
<td></td>
</tr>
<tr>
<td>1799</td>
<td>1791</td>
<td>1804</td>
<td>1791</td>
<td></td>
</tr>
<tr>
<td>1789</td>
<td>1779</td>
<td>1799</td>
<td>1778</td>
<td></td>
</tr>
<tr>
<td>1768</td>
<td>1759</td>
<td>1781</td>
<td>1754</td>
<td></td>
</tr>
<tr>
<td>1739</td>
<td>1729</td>
<td>1751</td>
<td>1721</td>
<td></td>
</tr>
<tr>
<td>1697</td>
<td>1687</td>
<td>1711</td>
<td>1673</td>
<td></td>
</tr>
<tr>
<td>1640</td>
<td>1633</td>
<td>1658</td>
<td>1614</td>
<td></td>
</tr>
<tr>
<td>1574</td>
<td>1569</td>
<td>1599</td>
<td>1556</td>
<td></td>
</tr>
<tr>
<td>1499</td>
<td>1480</td>
<td>1525</td>
<td>1477</td>
<td></td>
</tr>
<tr>
<td>1275</td>
<td>1222</td>
<td>1316</td>
<td>1259</td>
<td></td>
</tr>
<tr>
<td>965</td>
<td>917</td>
<td>1026</td>
<td>970</td>
<td></td>
</tr>
<tr>
<td>750</td>
<td>712</td>
<td>791</td>
<td>756</td>
<td></td>
</tr>
<tr>
<td>575</td>
<td>548</td>
<td>616</td>
<td>577</td>
<td></td>
</tr>
</tbody>
</table>
APPENDIX B

CALCULATED RESULTS
<table>
<thead>
<tr>
<th>Run no.</th>
<th>34</th>
<th>35</th>
<th>37</th>
<th>38</th>
<th>40</th>
<th>42</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{max}}^{(\circ F)}$</td>
<td>1514</td>
<td>1514</td>
<td>1511</td>
<td>1509</td>
<td>1520</td>
<td>1517</td>
</tr>
<tr>
<td>Percentage Conversion</td>
<td>5.7</td>
<td>6.6</td>
<td>7.25</td>
<td>8.25</td>
<td>8.8</td>
<td>4.6</td>
</tr>
</tbody>
</table>

**Product Distribution:**

<table>
<thead>
<tr>
<th></th>
<th>H₂</th>
<th>0.565</th>
<th>0.536</th>
<th>0.546</th>
<th>0.548</th>
<th>0.573</th>
<th>0.587</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CH₄</td>
<td>0.448</td>
<td>0.471</td>
<td>0.465</td>
<td>0.489</td>
<td>0.481</td>
<td>0.405</td>
</tr>
<tr>
<td></td>
<td>C₂H₆</td>
<td>0.020</td>
<td>0.018</td>
<td>0.005</td>
<td>0.009</td>
<td>0.002</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>C₂H₄</td>
<td>0.448</td>
<td>0.506</td>
<td>0.558</td>
<td>0.511</td>
<td>0.495</td>
<td>0.459</td>
</tr>
<tr>
<td></td>
<td>C₂H₂</td>
<td>—</td>
<td>—</td>
<td>0.013</td>
<td>0.018</td>
<td>0.033</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>C₃H₆</td>
<td>0.480</td>
<td>0.470</td>
<td>0.455</td>
<td>0.461</td>
<td>0.458</td>
<td>0.549</td>
</tr>
<tr>
<td></td>
<td>C₃H₄</td>
<td>0.032</td>
<td>0.024</td>
<td>—</td>
<td>0.004</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>—</td>
<td>—</td>
<td>0.004</td>
<td>0.023</td>
<td>0.036</td>
<td>—</td>
</tr>
<tr>
<td>Run no.</td>
<td>34</td>
<td>35</td>
<td>37</td>
<td>38</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_{\text{max}}$ ($^\circ F$)</td>
<td>1514</td>
<td>1514</td>
<td>1511</td>
<td>1509</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mole fraction propane:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>reactor inlet</td>
<td>0.0435</td>
<td>0.0698</td>
<td>0.1042</td>
<td>0.1375</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>reactor exit</td>
<td>0.0409</td>
<td>0.0648</td>
<td>0.0960</td>
<td>0.1247</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>average</td>
<td>0.0422</td>
<td>0.0673</td>
<td>0.1001</td>
<td>0.1311</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reaction rates ($\frac{\text{g-moles}}{\text{sec}} \times 10^5$):</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>propane disappearance</td>
<td>0.630</td>
<td>1.113</td>
<td>1.76</td>
<td>2.42</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>propylene formation</td>
<td>0.320</td>
<td>0.562</td>
<td>0.880</td>
<td>1.19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>methane formation</td>
<td>0.294</td>
<td>0.525</td>
<td>0.820</td>
<td>1.18</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### TABLE VIII

**RESULTS OF RATE CONSTANT EXPERIMENTS**

<table>
<thead>
<tr>
<th>Run no.</th>
<th>$T_{\text{max}}$ ($^\circ F$)</th>
<th>$\frac{1}{T_{\text{max}}} \times 10^4$ ($^\circ K^{-1}$)</th>
<th>Rate Constant</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>First order fit (sec$^{-1}$)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>C$_3$H$_8$ disappearance</td>
</tr>
<tr>
<td>24</td>
<td>1650</td>
<td>8.53</td>
<td>52.2</td>
</tr>
<tr>
<td>25</td>
<td>1639</td>
<td>8.58</td>
<td>53.0</td>
</tr>
<tr>
<td>26</td>
<td>1593</td>
<td>8.77</td>
<td>25.7</td>
</tr>
<tr>
<td>27</td>
<td>1693</td>
<td>8.36</td>
<td>69.6</td>
</tr>
<tr>
<td>29</td>
<td>1637</td>
<td>8.58</td>
<td>42.2</td>
</tr>
<tr>
<td>30</td>
<td>1641</td>
<td>8.57</td>
<td>43.2</td>
</tr>
<tr>
<td>31</td>
<td>1629</td>
<td>8.62</td>
<td>37.8</td>
</tr>
<tr>
<td>32</td>
<td>1589</td>
<td>8.78</td>
<td>24.0</td>
</tr>
<tr>
<td>35</td>
<td>1514</td>
<td>9.12</td>
<td>8.6</td>
</tr>
<tr>
<td>47</td>
<td>1720</td>
<td>8.26</td>
<td>97.0</td>
</tr>
<tr>
<td>52</td>
<td>1741</td>
<td>8.18</td>
<td>107.</td>
</tr>
<tr>
<td>54</td>
<td>1843</td>
<td>7.82</td>
<td>270.</td>
</tr>
<tr>
<td>57</td>
<td>1797</td>
<td>7.97</td>
<td>193.</td>
</tr>
<tr>
<td>58</td>
<td>1751</td>
<td>8.14</td>
<td>128.</td>
</tr>
<tr>
<td>59</td>
<td>1669</td>
<td>8.46</td>
<td>53.8</td>
</tr>
<tr>
<td>60</td>
<td>1558</td>
<td>8.92</td>
<td>15.4</td>
</tr>
</tbody>
</table>
### TABLE IX

**PRODUCT DISTRIBUTION RESULTS —**

**PROPYLENE FEED**

<table>
<thead>
<tr>
<th>Run no.</th>
<th>66</th>
<th>67</th>
<th>68</th>
<th>69</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{max}}$ ($^\circ\text{F}$)</td>
<td>1803</td>
<td>1824</td>
<td>1815</td>
<td>1802</td>
</tr>
<tr>
<td>Percentage Conversion</td>
<td>8.4</td>
<td>11.8</td>
<td>10.9</td>
<td>5.2</td>
</tr>
</tbody>
</table>

**Product Distribution:**

(moles of product per mole of reacted propylene)

<table>
<thead>
<tr>
<th>Product</th>
<th>Run 66</th>
<th>Run 67</th>
<th>Run 68</th>
<th>Run 69</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{H}_2$</td>
<td>0.354</td>
<td>0.302</td>
<td>0.264</td>
<td>0.275</td>
</tr>
<tr>
<td>$\text{CH}_4$</td>
<td>0.412</td>
<td>0.430</td>
<td>0.354</td>
<td>0.471</td>
</tr>
<tr>
<td>$\text{C}_2\text{H}_4$</td>
<td>0.138</td>
<td>0.144</td>
<td>0.156</td>
<td>0.148</td>
</tr>
<tr>
<td>$\text{C}_2\text{H}_2$</td>
<td>0.186</td>
<td>0.190</td>
<td>0.158</td>
<td>0.160</td>
</tr>
<tr>
<td>$\text{C}_3\text{H}_4$</td>
<td>0.438</td>
<td>0.382</td>
<td>0.327</td>
<td>0.388</td>
</tr>
<tr>
<td>$\text{C}_4\text{H}_8$</td>
<td>0.121</td>
<td>0.116</td>
<td>0.078</td>
<td>0.128</td>
</tr>
<tr>
<td>$\text{C}_4\text{H}_6$</td>
<td>—</td>
<td>0.043</td>
<td>0.034</td>
<td>0.062</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>TABLE X</th>
</tr>
</thead>
<tbody>
<tr>
<td>RESULTS OF MIXED FEED EXPERIMENTS</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Run no.</th>
<th>72</th>
<th>73</th>
<th>74</th>
<th>76</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{max}}$ ($^\circ$F)</td>
<td>1802</td>
<td>1799</td>
<td>1804</td>
<td>1792</td>
</tr>
<tr>
<td>Percentage Conversion</td>
<td>42.7</td>
<td>33.6</td>
<td>32.5</td>
<td>26.0</td>
</tr>
<tr>
<td>Reaction rate (g-moles/Sec $\times 10^5$):</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH$_4$ formation</td>
<td>1.10</td>
<td>1.14</td>
<td>1.31</td>
<td>1.19</td>
</tr>
<tr>
<td>C$_3$H$_6$ formation</td>
<td>1.00</td>
<td>0.75</td>
<td>0.47</td>
<td>0.16</td>
</tr>
<tr>
<td>Propane-to-Propylene ratio:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reactor inlet</td>
<td>0</td>
<td>0.114</td>
<td>0.318</td>
<td>0.501</td>
</tr>
<tr>
<td>Reactor exit</td>
<td>0.200</td>
<td>0.318</td>
<td>0.562</td>
<td>1.052</td>
</tr>
<tr>
<td>Average</td>
<td>0.100</td>
<td>0.216</td>
<td>0.440</td>
<td>0.776</td>
</tr>
<tr>
<td>Propane disappearance rate constant (sec$^{-1}$):</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>at $T_{\text{max}}$</td>
<td>158.2</td>
<td>141.2</td>
<td>128.8</td>
<td>99.2</td>
</tr>
<tr>
<td>corrected to 1800$^\circ$F</td>
<td>156.0</td>
<td>142.0</td>
<td>124.8</td>
<td>106.0</td>
</tr>
</tbody>
</table>
APPENDIX C

THE EFFECT OF REVERSE REACTIONS

In deriving the kinetic equations, it was assumed that all reactions could be considered irreversible. It will be shown here that such an assumption is completely justified from thermodynamic considerations.

The equilibrium constants for all the important reactions were presented in Figure 1 as functions of temperature. Of the two main reactions involved,

\[ \text{C}_3\text{H}_8 \rightleftharpoons \text{C}_3\text{H}_6 + \text{H}_2 \]  \hspace{1cm} (1)

\[ \text{C}_3\text{H}_8 \rightleftharpoons \text{C}_2\text{H}_4 + \text{CH}_4 \]  \hspace{1cm} (2)

it is seen that the second has so high an equilibrium constant that reverse reaction is out of the question. The first reaction, however, could conceivably have an appreciable amount of reversibility, especially at lower temperatures. Therefore, the data of one of the lowest temperature runs (Run 35) was examined for this effect.

The rate of formation of propylene and hydrogen from propane can be expressed as

\[ \text{rate} = k_1 \left( \frac{[\text{C}_3\text{H}_8] - \frac{[\text{C}_3\text{H}_6][\text{H}_2]}{K_p}}{K_p} \right) \]  \hspace{1cm} (44)

where \( k_1 \) is the rate constant, \( K_p \) is the equilibrium constant and the brackets denote the partial pressures of the components. When an irreversible reaction is assumed, the term \( \frac{[\text{C}_3\text{H}_6][\text{H}_2]}{K_p} \) is neglected and the rate equation is simply

\[ \text{rate} = k_1 [\text{C}_3\text{H}_8] \]
The reverse reaction can be neglected then, if

\[
\frac{[C_3H_8]}{[C_3H_6][H_2]/K_{p1}} \ll 1 \quad (45)
\]

at temperatures where the rate constant is appreciable.

As a first approximation, the exit gas analysis will be used in Equation (45) at the point of maximum reaction rate (i.e., maximum temperature) of Run 35.

\[
T_{\text{max}} = 1514^\circ F \quad x_{C_3H_8} = 0.06476
\]

\[
P = 789 \text{ mm Hg} = 1.04 \text{ atm} \quad x_{C_3H_6} = 0.00215
\]

\[
K_{p1} = 10^{1.04} = 11.0 \quad x_{H_2} = 0.00245
\]

Therefore, the partial pressures in atmospheres are,

\[
[C_3H_8] = 0.0672, \quad [C_3H_6] = 0.00223, \quad [H_2] = 0.00254
\]

and

\[
\frac{[C_3H_8]}{[C_3H_6][H_2]/K_{p1}} = 1.3 \times 10^{-5} = 0.0013\%
\]

While it is true that this ratio would be considerably higher close to room temperature, that case need not be considered since then the rate constant would be nil.

Similar results are obtained with any of the experimental runs and it is therefore concluded that the assumption of irreversible reactions is valid.
APPENDIX D

EQUIVALENT TEMPERATURES IN A NON-ISOTHERMAL KINETIC EXPERIMENT

In a non-isothermal kinetic experiment, there is a great temptation to assume some constant, "equivalent temperature" for the entire run in calculating the rate constants. Unfortunately, because of the exponential temperature dependence of the rate constants, an equivalent temperature can not be calculated by simply taking the area under the temperature profile. From the theory developed above (Section II-F) it is seen that the temperature dependence of the reaction rate is

\[ \text{rate} \propto \frac{e^{-E/RT}}{T} \]

or, for a first order reaction,

\[ \text{rate} \propto \frac{e^{-E/RT}}{T} \]

Thus, an equivalent temperature, \( T_{eq} \), is one for which

\[ \frac{e^{-E/RT_{eq}}}{T_{eq}} \Delta \ell = \int_{0}^{L} \frac{e^{-E/RT}}{T} \, d\ell \]

Two such equivalent temperatures are shown in Figure 25 -- one for the entire length and one for a portion of the reactor. The method of calculation is to choose a profile A or B in Figure 25b which has the same area under it as the experimental profile; then the profile can be transformed to temperature units in Figure 25a. Obviously, the activation energy \( E \) (which is one of the results of the kinetic study)
must be known to perform this operation, and a trial and error process is necessary in finding an equivalent temperature.

A fair approximation to \( T_{eq} \) can be obtained if the general order of magnitude of \( E \) is known; however, such a method would offer no advantage over the direct approach developed in the theoretical section of this paper.
APPENDIX E

DETERMINATION OF THE PRESSURE PROFILE, \( P(\ell) \)

Solution of the rate equation for this system requires knowledge of the pressure profile, \( P(\ell) \), along the length of the reactor. Known experimentally are the pressures at the inlet and exit of the reactor for each run. A linear profile was used in the calculations and its use will be justified here.

First, for one particular run the pressure profile was calculated step-by-step through the reactor. The equations describing the pressure drop are:

\[
\frac{\Delta P}{\Delta L} = \frac{2fG^2}{g_{cc}D_e \rho} = \varphi_1(f,G,D_e,\rho) \tag{46}
\]

\[
f = \varphi_2(D_e,G,\mu) \tag{47}
\]

\[
\mu = \varphi_3(T) \tag{48}
\]

\[
\rho = \frac{P}{RT} \cdot \bar{M} = \varphi_4(P,T) \tag{49}
\]

where

- \( f \) is the friction factor
- \( G \) is the mass flow rate \([\text{lb/hr-ft}^2]\)
- \( D_e \) is the equivalent reactor diameter \([\text{ft}]\)
- \( \rho \) is the gas density \([\text{lb/ft}^3]\)
- \( \mu \) is the gas viscosity \([\text{lb/hr-ft}]\)

and the functions in Equations (47) and (48) are available in graphical form.
Thus, if the inlet pressure to the reactor and the entire
temperature profile are known for any run, the pressure profile can
be calculated by a stepwise progression through the reactor. The re-
sult of such an analysis is shown by the curve in Figure 26 labeled
"Actual Pressure Profile;" the results for all other experimental runs
are similar. Note that the pressure gradient, \( \frac{dP}{dl} \), is at a maximum
near the center of the reactor, as would be expected, since the tem-
perature is highest there.

It was unnecessary to perform such an analysis for every run
because it was then shown that assumption of a linear profile intro-
duces virtually no error. The calculation of rate constants was per-
formed on a set of experimental runs in which first a linear pressure
profile was assumed, and then the actual profile was used. The differ-
ence in the final results was barely measurable; in fact, even a mean,
constant pressure could have been used with no appreciable error. This
is true because at the center of the reactor, where the rate is highest,
the three profiles in Figure 26 give approximately the same pressure.
Figure 26. Determination of Pressure Profiles along the Reactor.
APPENDIX F

MODIFICATIONS FOR SIMULTANEOUS REACTIONS

The rate equations, as developed in Section II-F, were derived for the case of decomposition of the form

$$C_3H_8 \rightarrow B + C$$

and led to the relationship between the parameters

$$A = \frac{FR^n}{s} \int_0^L \left( \frac{1 + N_0/F + z}{1 - z} \right)^n \frac{P(\ell)}{T(\ell)} d\ell$$

(18)

Consider, now, the more general case of two simultaneous reactions with an arbitrary number of reaction products

$$A \xrightarrow{k_1} B + C + \ldots \quad (\text{u products})$$
$$A \xrightarrow{k_2} D + E + \ldots \quad (\text{v products})$$

If the overall conversion of A is z, then let the conversion to B, C, ... be βz and to D, E, ... be δz, where β and δ are fractions whose sum is unity.

Then, for the first reaction, Equation (9) is replaced by

$$\frac{dm_1}{sd\ell} = A_1 e^{-E_1/RT(\ell)} \left[ \frac{xP(\ell)}{RT(\ell)} \right]^{n_1}$$

(50)

where $m_1$ is the flow rate of material B or C or ... [$g$-moles/sec]

Now,

$$m_1 = F(\beta z)$$

and

$$dm_1 = \beta Fdz$$

(51)
From the stoichiometry of the reaction,

$$ x = \frac{F(1 - z)}{F(1 - z + u\beta z + v\delta z) + N_0} $$

$$ = \frac{1 - z}{1 + \frac{N_0}{F} + (u\beta + v\delta - 1)z} $$

(52)

Substituting (51) and (52), in Equation (50)

$$ \frac{\beta F}{s} \left[ \frac{1 + \frac{N_0}{F} + (u\beta + v\delta - 1)z}{1 - z} \right]^{n_1} dz = \frac{A_1}{R^n} e^{-E_1/RT(\ell)} \left[ \frac{P(\ell)}{T(\ell)} \right]^{n_1} d\ell $$

and integrating along the length of the reactor,

$$ A_1 = \frac{FR}{s} \beta \int_0^{z_e} \left[ \frac{1 + \frac{N_0}{F} + (u\beta + v\delta - 1)z}{1 - z} \right]^{n_1} dz $$

(53)

Similarly, for the second reaction,

$$ A_2 = \frac{FR}{s} \delta \int_0^{z_e} \left[ \frac{1 + \frac{N_0}{F} + (u\beta + v\delta - 1)z}{1 - z} \right]^{n_2} dz $$

(54)

Treatment of the data to find the best values of $A_1$, $E_1$, $A_2$, $E_2$ is exactly analogous to the treatment of Equation (18) for the case of one reaction. The important fact is that the pre-exponential factor $A_1$ or $A_2$ can still be expressed linearly as

$$ \log A_1 = u_1 + v_1 E $$

or

$$ \log A_2 = u_j + v_j E $$

The remainder of the analysis follows Section II-G.
APPENDIX G

DERIVATION OF AVERAGING TECHNIQUES

In Section II-G, three methods were developed for determining the best values of the constants $A$ and $E$ which are functionally related by

$$\log A = u_1 + v_1 E$$

$$\vdots \quad \vdots \quad \vdots$$

$$\log A = u_1 + v_1 E$$

$$\vdots \quad \vdots \quad \vdots$$

$$\log A = u_N + v_N E$$

(55)

Each of Equations (55) above represents the data of a single experimental run. Such a set was illustrated schematically in Figure 6.

The center of gravity method states that the best point $(E, \log A)$ is that point from which the sum of the squares of the distances to all the intersection points is a minimum. It will be shown that this corresponds to the center of gravity of the intersection points.

The square of the distance between a point $(x, y)$ and one of the intersection points $(x_i, y_i)$ is

$$s_i^2 = (x - x_i)^2 + (y - y_i)^2$$

$$= x^2 + y^2 - 2xx_i - 2yy_i + x_i^2 + y_i^2$$

and the sum of the squares of the distances to all the intersection points is

$$\Sigma s_i^2 = N' x^2 + N' y^2 + \Sigma x_i^2 + \Sigma y_i^2 - 2x\Sigma x_i - 2y\Sigma y_i$$

where $N'$ is the number of intersection points.
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The point \((x, y)\) for which this sum is a minimum is obtained by setting
\[
\frac{\partial S_1^2}{\partial x} = \frac{\partial S_1^2}{\partial y} = 0.
\]
The results are:
\[
x = \frac{\sum x_1}{N'} ; \quad y = \frac{\sum y_1}{N'}
\]
or, the best point is simply the center of gravity of the intersection points.

Since the intersection of any two lines,
\[
\log A = u_1 + v_1 E
\]
\[
\log A = u_2 + v_2 E
\]
is
\[
E = \frac{u_2 - u_1}{v_1 - v_2} ; \quad \log A = \frac{v_2u_1 - v_1u_2}{v_2 - v_1}
\]
the best values of \(E\) and \(\log A\) by this method are
\[
E = \frac{2}{N(N-1)} \sum_{i=1}^{N} \sum_{j=i+1}^{N} \frac{u_1 - u_i}{v_i - v_j} \quad (28)
\]
\[
\log A = \frac{2}{N(N-1)} \sum_{i=1}^{N} \sum_{j=i+1}^{N} \frac{v_ju_i - v_iu_j}{v_j - v_i} \quad (29)
\]
where \(N\) is the number of runs (lines) and \(N(N-1)/2\) is the number of intersection points.

Alternatively, the minimum distance method states that the best point \(P(x, y)\) is that one for which the sum of the squares of the distances to all the lines \((y = u_1 + v_1x)\) is a minimum. The distance squared between a point \((x,y)\) and a line \((y = u_1 + v_1x)\) is given
\[
s_i^2 = \frac{(v_1x - y + u_1)^2}{v_1^2 + 1}.
\]
The sum of the squares of the distances to all the lines is then

\[
\sum_{i=1}^{N} \frac{v_i^2}{v_i^2 + 1} + 2x \sum_{i=1}^{N} \frac{u_i v_i}{v_i^2 + 1} - 2xy \sum_{i=1}^{N} \frac{v_i}{v_i^2 + 1}
\]

\[-2y \sum_{i=1}^{N} \frac{u_i}{v_i^2 + 1} + y^2 \sum_{i=1}^{N} \frac{1}{v_i^2 + 1} + \sum_{i=1}^{N} \frac{u_i^2}{v_i^2 + 1},
\]

(56)

\[
\sum_{i=1}^{N} \frac{v_i^2}{v_i^2 + 1} - y \sum_{i=1}^{N} \frac{v_i}{v_i^2 + 1} + \sum_{i=1}^{N} \frac{u_i v_i}{v_i^2 + 1} = 0
\]

\[
x \sum_{i=1}^{N} \frac{v_i}{v_i^2 + 1} - y \sum_{i=1}^{N} \frac{1}{v_i^2 + 1} + \sum_{i=1}^{N} \frac{u_i}{v_i^2 + 1} = 0
\]

\[
x = \frac{\sum_{i=1}^{N} \frac{v_i}{v_i^2 + 1} - \sum_{i=1}^{N} \frac{u_i}{v_i^2 + 1} + \sum_{i=1}^{N} \frac{1}{v_i^2 + 1}}{\left( \sum_{i=1}^{N} \frac{v_i}{v_i^2 + 1} \right)^2 - \left( \sum_{i=1}^{N} \frac{1}{v_i^2 + 1} \right)^2}
\]

\[
y = \frac{\sum_{i=1}^{N} \frac{v_i^2}{v_i^2 + 1} - \sum_{i=1}^{N} \frac{u_i}{v_i^2 + 1} + \sum_{i=1}^{N} \frac{v_i}{v_i^2 + 1}}{\left( \sum_{i=1}^{N} \frac{v_i}{v_i^2 + 1} \right)^2 - \left( \sum_{i=1}^{N} \frac{1}{v_i^2 + 1} \right)^2}
\]

The point (x, y) is, of course, equivalent to the point of best fit (E, log A).
Finally, an overall least squares fit of the data is possible.

The Equations (55) are rearranged to

\[
\begin{align*}
  u_1 &= \log A + (-E) v_1 \\
  \vdots &= \vdots \quad \vdots \\
  u_i &= \log A + (-E) v_i \\
  \vdots &= \vdots \quad \vdots \\
  u_N &= \log A + (-E) v_N
\end{align*}
\]  

(57)

Note that this is precisely the form in which a set of experimental data, \( u \) as a function of \( v \), would be put in order to determine their functional relationship by fitting two constants, \( \log A \) and \( E \). The fact that this is an artificial function is of no consequence.

Log \( A \) and \( E \) can easily be deduced from Equations (57) by defining the deviation

\[
\Delta^2 = [u_i - (\log A + (-E) v_i)]^2
\]  

(58)

for any particular run and taking the sum over all the runs. For a summation over \( N \) runs,

\[
\sum \Delta^2 = \sum_{i=1}^{N} u_i^2 + N(\log A)^2 + E^2 \sum_{i=1}^{N} v_i^2 - 2(\log A) \sum_{i=1}^{N} u_i v_i
\]

\[+ 2E \sum_{i=1}^{N} u_i v_i - 2(\log A) E \sum_{i=1}^{N} v_i \]

The optimum values of \( E \) and \( \log A \) are obtained by setting the derivatives \( \frac{\partial \sum \Delta^2}{\partial E} \) and \( \frac{\partial \sum \Delta^2}{\partial \log A} \) equal to zero. Then,

\[
E = \frac{\sum_{i=1}^{N} u_i \sum_{i=1}^{N} v_i - N \sum_{i=1}^{N} u_i v_i}{N \sum_{i=1}^{N} v_i^2 - \left( \sum_{i=1}^{N} v_i \right)^2}
\]
A closer look at Equation (58) points out a minor, but interesting fact. What is actually being minimized in this program is (under the guise of a least squares analysis) simply the square of the vertical distance between a point and the experimental lines,

\[ \Delta^2 = [\log A - (u_i + v_i E)]^2 \]

This is certainly why the overall least squares method gave results so much in agreement with those of the minimum distance method.
APPENDIX H

DEVELOPMENT OF RATE EQUATIONS FROM FREE RADICAL REACTIONS

The individual free radical reactions for propane pyrolysis, as postulated by Laidler, Sagert and Wojciechowski\(^{(29)}\) are:

\[
M + C_3H_8 \xrightarrow{k_1} CH_3 + C_2H_5 + M \quad \text{(I)}
\]
\[
C_2H_5 + C_3H_8 \xrightarrow{k_2} C_2H_6 + C_3H_7 \quad \text{(II)}
\]
\[
H + C_3H_8 \xrightarrow{k_3} C_3H_7 + H_2 \quad \text{(III)}
\]
\[
CH_3 + C_3H_8 \xrightarrow{k_4} C_3H_7 + CH_4 \quad \text{(IV)}
\]
\[
C_3H_7 \xrightarrow{k_5} CH_3 + C_2H_4 \quad \text{(V)}
\]
\[
C_3H_7 \xrightarrow{k_6} H + C_3H_6 \quad \text{(VI)}
\]
\[
M + C_3H_7 + CH_3 \xrightarrow{k_7} CH_4 + C_3H_6 + M \quad \text{(VII)}
\]

OR
\[
M + 2CH_3 \xrightarrow{k_8} C_2H_6 + M \quad \text{(VIII)}
\]

In these reactions, \(M\) represents another body necessary for the reaction to take place. Ordinarily, this would be another molecule of propane.

Reactions (VII) and (VIII) represent alternate methods of chain termination. It will be shown that (VII) leads to first order kinetics and (VIII) leads to 1.5 order kinetics.

The theoretical order for this, or any, model is obtained by using the steady-state approximation. That is, at steady-state the rate of change of any of the free radicals with time is zero. For example,
from the system of free radical reactions above with termination via reaction (VII),

\[
\frac{d[H]}{dt} = k_6[H_7] - k_3[H][C_3H_8] = 0
\]

\[
\frac{d[C_3H_7]}{dt} = k_2[C_2H_5][C_3H_8] + k_3[H][C_3H_8] + k_4[CH_3][C_3H_8]
- k_5[C_3H_7] - k_6[C_3H_7] - k_7[CH_3][C_3H_7][C_3H_8] = 0
\]

\[
\frac{d[CH_3]}{dt} = k_1[C_3H_8]^2 - k_4[C_3H_8][CH_3] + k_5[C_3H_7]
- k_7[CH_3][C_3H_7][C_3H_8] = 0
\]

\[
\frac{d[C_2H_5]}{dt} = k_1[C_3H_8]^2 - k_2[C_3H_8][C_2H_5] = 0
\]

These four equations can be solved for the four steady-state radical concentrations

\[
[H]_{ss} = \frac{k_6}{k_3} \sqrt{\frac{k_4 k_1}{k_5 k_7}}
\]

\[
[C_3H_7]_{ss} = \sqrt{\frac{k_4 k_1}{k_5 k_7}} [C_3H_8]
\]

\[
[CH_3]_{ss} = \sqrt{\frac{k_1 k_5}{k_4 k_7}}
\]

\[
[C_2H_5]_{ss} = \frac{k_1}{k_2} [C_3H_8]
\]

From these concentrations it can be shown that

\[
- \frac{d[C_3H_8]}{dt} = (k_5 + k_6) \sqrt{\frac{k_4 k_1}{k_5 k_7}} [C_3H_8]
\] (59)
Equation (59) shows, therefore, that such a model predicts first order kinetics.

If, on the other hand, reaction (VIII) is chosen as the chain termination step, a steady-state analysis yields for the radical concentrations

\[ [H]_{ss} = \frac{k_4k_6}{k_3k_5} \frac{2}{k_8} \sqrt{\frac{2k_1}{k_8}} [C_3H_8]^{1/2} \]

\[ [C_3H_7]_{ss} = \frac{k_4}{k_5} \frac{2}{k_8} \sqrt{\frac{2k_1}{k_8}} [C_3H_8]^{3/2} \]

\[ [CH_3]_{ss} = \frac{2k_1}{k_8} [C_3H_8]^{1/2} \]

\[ [C_2H_5]_{ss} = \frac{k_1}{k_2} [C_3H_8] \]

Again, the total disappearance rate of propane can then be calculated, and

\[ \frac{-d[C_3H_8]}{dt} = \frac{k_4}{k_5} \frac{2}{k_8} \sqrt{\frac{2k_1}{k_8}} (k_5 + k_6) [C_3H_8]^{3/2} \quad (60) \]

Thus, it is seen that chain termination via reaction (VIII) leads to 3/2 order kinetics.

The dependence of the overall order of reaction upon the chain initiation and termination steps has been presented, in general, by Goldfinger et al. (21) They consider two kinds of free radicals: unimolecular, denoted by \( \mu \) and bimolecular, denoted by \( \beta \). A \( \mu \)-type free radical can react by itself, while a \( \beta \)-type can not. Looking at reactions (I) through (VIII) above, it is seen that \( C_3H_7 \) is a \( \mu \)-type free radical (reactions (V) and (VI)) while \( CH_3 \) is a \( \beta \)-type (reaction (IV)).
Also possible are two kinds of chain terminations: simple — where two free radicals simply react, and third body — where the presence of a third body of some kind, denoted by M, is required for the reaction to take place. Similarly, in chain initiation, a molecule may decompose to two free radicals, or it may require the presence of some other molecular species (for collision purposes) in order to react.

Table XI gives the resulting overall order of reaction for all possible combinations of μ-type and β-type radical terminations, simple and third body terminations, and first order and second order initiations.

<table>
<thead>
<tr>
<th>First order initiation</th>
<th>Second order initiation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Termination</td>
<td>Third body Termination</td>
</tr>
<tr>
<td>ββ</td>
<td>-</td>
</tr>
<tr>
<td>βμ</td>
<td>-</td>
</tr>
<tr>
<td>μμ</td>
<td>βμ M</td>
</tr>
<tr>
<td>-</td>
<td>μμ M</td>
</tr>
</tbody>
</table>

Note that Table XI agrees with the derivations presented above for two cases of propane decomposition. The first postulated mechanism was second order initiation and third body termination through reaction (VII) — βμ M — and this led to an overall first order reaction. The
other mechanism was second order initiation and third body termination through reaction (VIII) — $\beta \Theta M$ — and this led to an overall $3/2$ order reaction.

The kinetic parameters for each of the free radical reactions (I) through (VIII) have been previously estimated and these results, tabulated by Laidler et al.,(29) are presented in Table XII.

| Table XII
<table>
<thead>
<tr>
<th>Kinetic Parameters for Free Radical Reactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reaction</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>I</td>
</tr>
<tr>
<td>II</td>
</tr>
<tr>
<td>III</td>
</tr>
<tr>
<td>IV</td>
</tr>
<tr>
<td>V</td>
</tr>
<tr>
<td>VI</td>
</tr>
<tr>
<td>VII</td>
</tr>
<tr>
<td>VIII</td>
</tr>
</tbody>
</table>

Units of $A$ and $k$ are [sec$^{-1}$] and [ml/mole-sec] for first and second order reactions, respectively.
APPENDIX I

THE EFFECTS OF LONGITUDINAL DIFFUSION

The general differential equation for a first order reaction in a flow reactor with possible longitudinal diffusion is expressible, in one form, as

\[ D \frac{d^2 z}{d \ell^2} - u_\ell \frac{dz}{d \ell} + k(1-z) = 0 \]  

(38)

The equation used to describe the reaction kinetics in this study was equivalent to (at least for small conversions):

\[ u_\ell \frac{dz}{d \ell} = k(1-z) \]  

(61)

Thus, the term describing the effect of diffusion, \( D \frac{d^2 z}{d \ell^2} \), has been neglected. If it can be shown that this term is negligible when compared to either of the terms in Equation (61), the omission of the diffusional term is justified.

Evaluation of these terms is simplified by the use of the reaction model as programmed on the analog computer. Figures 23 and 24 (in Section IV) illustrated the profiles of several important parameters along the length of the reactor for a typical run. The diffusional effect, if any, would tend to be greatest when \( \frac{dz}{d \ell} \) is large (cf. Equation 38), so the profiles were examined at a point somewhat removed from the maximum temperature of the reactor.

At such a point (approximately 13 - 15 inches from the reactor inlet),

\[ \frac{dz}{d \ell} \approx 0.014 \text{ cm}^{-1}; \quad \frac{d^2 z}{d \ell^2} \approx 0.002 \text{ cm}^{-2} \]
Levenspiel\(^{(32)}\) has correlated the dimensionless group, \(D/u_{f}D_{e}\) as a function of Reynolds number, where \(D_{e}\) is the equivalent diameter of the annular reactor.

For the conditions at this point,

\[
\text{Re} = 4500; \quad u_{f} = 4000 \text{ cm/sec}; \quad D_{e} = 0.08 \text{ cm}
\]

and the diffusion coefficient \(D = 300 \text{ cm}^2/\text{sec}\).

Therefore, the ratio

\[
\frac{D(\frac{d^2z}{dz^2})}{u_{f}(\frac{dz}{dz})} \approx 0.01
\]

and neglecting longitudinal diffusion introduces an error of only 1\%. 
APPENDIX J

COMPUTER PROGRAMS

It was shown that for a single reaction, the kinetic parameters were related by Equation (18)

\[ A = \frac{FR^n}{s} \int_0^{ze} \left[ \frac{1 + N_0/F + z}{1 - z} \right]^n dz \]

\[ \int_0^L e^{-E/RT(\ell)} \left[ \frac{P(\ell)}{T(\ell)} \right]^n d\ell \]  

Equation (18)

The upper integral in Equation (18) can be evaluated exactly for values of \( n = 1.0, 1.5, 2.0 \). However, it was simpler to evaluate it numerically by Simpson's rule (three point, parabolic fit).

Since the temperature profile was only known graphically, the lower integral had to be evaluated numerically. The profile was divided into a number of sections from which the recorded temperatures could be read easily, and a linear pressure profile was assumed (see Appendix E). Simpson's rule was then used for this integral also.

Flow diagrams for the several digital computer programs are shown in Figure 27. Figure 27a illustrates the program for Simpson's rule. The function SIMP. has four arguments: the two limits of the integral, the number of equidistant steps, and the function to be integrated.

\[ \text{SIMP}(\alpha, \beta, \gamma, \phi) = \int_{\alpha}^{\beta} \phi(t) \, dt \]

\[ = \frac{\Delta}{3} \left[ \phi_0 + 4\phi_1 + 2\phi_2 + 4\phi_3 + 2\phi_4 + \ldots + 4\phi_{\gamma-1} + \phi_\gamma \right] \]

where

\[ \Delta = \text{step size} = \frac{\mid \beta - \alpha \mid}{\gamma} \]
Figure 27a. Digital Computer Flow Diagram - Simpson's Rule

Figure 27b. Digital Computer Flow Diagram - Least Squares.
Figure 27b represents the program for least squares analysis. The function LSQUR. \((x, y, n, a, b)\) gives, for a set of \(n\) data points \((x_1, y_1)\), the best values of the constants \(a\) and \(b\) for a linear fit \(y = a + bx\).

Figure 27c shows the main program, which evaluates \(A\) as a function of \(E\) from Equation (18). For each run, \(J_{\text{max}}\) values of \(E\) are assumed, the corresponding values of \(A\) are calculated, and the data are expressed as \(\log A = u + vE\). Then, a least squares analysis is performed on all the runs simultaneously to yield the best values of \(A\) and \(E\). Simpson's rule is used in the evaluation of both integrals in Equation (18); the number of steps used in the upper and lower integrals is represented by \(\gamma_1\) and \(\gamma_2\), respectively.

The analog computer program of the kinetic model was illustrated, in general form, in Figure 22. Equipment limitations and scaling problems prevented the use of that flow diagram exactly as shown. The method by which scaling problems were solved is given here for one run (Run 47) and the actual flow diagram is shown in Figure 28.

The differential equation to be solved was

\[
\frac{dz}{d\ell} = \frac{sA}{FR} e^{-E/RT(\ell)} \left[ \frac{P(\ell)}{T(\ell)} \right] \left[ \frac{1 - z}{1 + N_0/F + z} \right] \quad (41)
\]

Because of a lack of function multipliers, the term \(e^{-E/RT(\ell)} \left[ \frac{P(\ell)}{T(\ell)} \right]\) had to be calculated separately on a digital computer and was then fed into the analog computer through the function generator (X-Y plotter). Substituting the experimental data, the unscaled equation becomes

\[
\frac{dz}{d\ell} = 1.20 \times 10^8 \left[ \frac{P(\ell) e^{-E/RT(\ell)}}{T(\ell)} \right] \left[ \frac{1 - z}{12.75 + z} \right]
\]
\[
\frac{\dot{V}}{\alpha} = 0.556 \, F(\ell) \left[ \frac{90.0 - 0.450y}{95.7 + 0.0375y} \right]
\]

NOTE:
Unless otherwise indicated, all input and feedback resistors are one megohm.

\[
F(\ell) = 3 \times 10^{11} \left[ \frac{P(\ell)}{T(\ell)} \right] e^{-E/RT(\ell)}
\]

Figure 28. Analog Computer Flow Diagram - Run 47.
or

\[
\frac{dz}{d\ell} = 0.0004 \left[ 3 \times 10^{11} \frac{P(\ell) e^{-E/RT(\ell)}}{T(\ell)} \right] \left[ \frac{1 - z}{12.75 + z} \right]
\]

where the first bracketed term in now in the range \(0 - 100\) volts. The anticipated exit conversion is approximately \(0.4\), so letting \(y = 200z\),

\[
\frac{dy}{d\ell} = 0.08 \left[ 3 \times 10^{11} \frac{P(\ell) e^{-E/RT(\ell)}}{T(\ell)} \right] \left[ \frac{1 - 0.005y}{12.75 + 0.005y} \right] = 0.08 \left[ 3 \times 10^{11} \frac{P(\ell) e^{-E/RT(\ell)}}{T(\ell)} \right] \left[ \frac{7.5 - 0.0375y}{95.7 + 0.0375y} \right]
\]

In setting the voltage scale on the X-Y plotter, it is convenient to make a change in independent variable consistent with the units and size of the generating graph. Letting \(\tau = \ell/83.4\)

\[
\frac{dy}{d\tau} = 0.556 \left[ 3 \times 10^{11} \frac{P(\ell) e^{-E/RT(\ell)}}{T(\ell)} \right] \left[ \frac{90.0 - 0.450y}{95.7 + 0.0375y} \right] \quad (62)
\]

The flow diagram for the solution of Equation (62) is shown in detail in Figure 28, although some of the sign changers used in conjunction with the function multipliers are omitted. In this program one unit is taken as 1 volt (not 100 volts, as is commonly done). The circles represent variable potentiometers with their settings for solution of Equation (62) in the centers of the circles; all input and feedback resistors are 1 megohm unless otherwise noted; the value of \(\alpha\) can be varied at will — only the speed of solution is affected.
APPENDIX K
SAMPLE CALCULATIONS

In this appendix, a sample calculation will be outlined for each of the important steps in the data analysis. These calculations will indicate how the calculated data (as tabulated in Appendix B) were obtained from the raw experimental data (Appendix A).

1) Product Distribution

The data of Run 35 will be used to illustrate the calculation of the product distribution (moles of product formed per mole of reacted propane) from the exit gas analysis.

The exit gas analysis for this run is shown in Table XIII.

| TABLE XIII |
| PRODUCT DISTRIBUTION SAMPLE CALCULATIONS |

<table>
<thead>
<tr>
<th>Component</th>
<th>Exit Gas Analysis mole %</th>
<th>Material Balance</th>
<th>Moles of Product per Mole of Reacted Propane</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₂</td>
<td>0.245</td>
<td>-</td>
<td>0.490</td>
</tr>
<tr>
<td>CH₄</td>
<td>0.215</td>
<td>0.215</td>
<td>0.860</td>
</tr>
<tr>
<td>C₂H₆</td>
<td>0.008</td>
<td>0.016</td>
<td>0.048</td>
</tr>
<tr>
<td>C₂H₄</td>
<td>0.231</td>
<td>0.462</td>
<td>0.924</td>
</tr>
<tr>
<td>C₃H₈</td>
<td>6.476</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C₃H₆</td>
<td>0.215</td>
<td>0.645</td>
<td>1.290</td>
</tr>
<tr>
<td>C₃H₄</td>
<td>0.011</td>
<td>0.033</td>
<td>0.044</td>
</tr>
<tr>
<td>N₂</td>
<td>92.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.371</td>
</tr>
</tbody>
</table>
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A material balance performed on the products of decomposition shows that the ratio \( \frac{H}{C} = \frac{3.656}{1.371} = 2.67 \), as it is for pure propane \( \frac{8}{3} = 2.67 \). Thus, no free carbon was formed in the pyrolysis and, on the basis of 100 moles of exit gas, the amount of reacted propane is \( \frac{3.656}{8} = \frac{1.371}{3} = 0.457 \) moles. Then, the number of moles of each product formed per mole of reacted propane can be calculated; for example, the production of hydrogen is \( \frac{0.245}{0.457} = 0.536 \). The percentage conversion of propane is \( \frac{0.457}{6.476 + 0.457} = 6.6\% \).

These results may be found in Figure 11.

2) Order of Reaction Determination

In the determination of the orders of reaction, the differential reaction rates were plotted against the average propane mole fraction. Using Run 35 as an example once again, the rate of propane disappearance equals the number of moles of propane reacting per second — or the inlet flow rate of propane minus the exit flow rate of propane. This may be easily calculated as

\[
\text{rate} = \left[ \frac{\text{moles of reacted } C_3H_8}{\text{moles of } C_3H_8 \text{ feed}} \right] \times \left[ \frac{\text{moles of } C_3H_8 \text{ feed}}{\text{sec}} \right] = z \times F
\]

Where

\( z \) is the conversion of propane

and

\( F \) is the propane feed rate (see Table III)

Substituting the appropriate values,

\[
\text{rate} = 0.066 \times (1.69 \times 10^{-4}) = 1.113 \times 10^{-5} \frac{\text{g-moles}}{\text{sec}}
\]
The propane mole fraction at the reactor exit is read directly from the gas analysis (0.06476) and the inlet mole fraction is

\[
X_{\text{in}} = \frac{6.476 + 0.457}{6.476 + 0.457 + 92.6} = 0.0698
\]

The average mole fraction is 0.0673. This data point may be found in Figure 12.

3) Determination of Rate Parameters

For any experimental run, the kinetic parameters \( A \) and \( E \) are related by

\[
A = \frac{\frac{FR^n}{s} \int_0^{ze} \left[ 1 + \frac{N_o/F + z}{1 - z} \right]^n dz}{\int_0^L e^\frac{-E}{RT(\ell)} \left[ \frac{P(\ell)}{T(\ell)} \right]^n d\ell}
\]

One method of determining the parameters is to solve Equation (18) simultaneously for two experimental runs. If Runs 58 and 60 are paired the important data are:

<table>
<thead>
<tr>
<th></th>
<th>Run 58</th>
<th>Run 60</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F ) (g-moles/sec)</td>
<td>50.7 \times 10^{-4}</td>
<td>1.01 \times 10^{-4}</td>
</tr>
<tr>
<td>( N_o ) (g-moles/sec)</td>
<td>25.2 \times 10^{-4}</td>
<td>1.42 \times 10^{-4}</td>
</tr>
<tr>
<td>( z_e )</td>
<td>0.386</td>
<td>0.086</td>
</tr>
<tr>
<td>( P_1 ) (mm Hg)</td>
<td>1001.</td>
<td>854.</td>
</tr>
<tr>
<td>( P_e ) (mm Hg)</td>
<td>740.</td>
<td>740.</td>
</tr>
<tr>
<td>( n )</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>( s ) (meters^2)</td>
<td>0.743 \times 10^{-5}</td>
<td>0.743 \times 10^{-5}</td>
</tr>
<tr>
<td>( L ) (mm)</td>
<td>620</td>
<td>620</td>
</tr>
<tr>
<td>( T_{\text{max}} ) (^\circ K)</td>
<td>1228.3</td>
<td>1121.1</td>
</tr>
</tbody>
</table>
The temperature profiles are given in Table VIII and the pressure profiles are assumed to be linear.

The integrals in Equation (18) are evaluated by Simpson's rule and $A$ is calculated for a series of values of $E$. It is found empirically that for each run, a linear relationship exists between $\log A$ and $E$.

Thus, for Run 58

$$\log A = 1.9448 + 0.18099 E$$

and for Run 60,

$$\log A = 0.98464 + 0.19867 E$$

Solving simultaneously,

$$A = 5.95 \times 10^{11}; \quad E = 54.3$$

The rate constant ($k_{\text{max}} = A e^{-E/RT_{\text{max}}}$) may be calculated at the maximum temperature of each run and plotted against that temperature on Arrhenius coordinates ($\log k$ vs. $1/T$).

For Run 58, $k_{\text{max}} = 128$.

For Run 60, $k_{\text{max}} = 15.4$

These points can be found in Figure 13.

The best values of $\log A$ and $E$ are obtained by an overall least squares analysis. The experimental data of each run is linearized in the form $\log A = u_1 + v_1E$, as was done with Runs 58 and 60 above.

A least squares analysis on $u$ as a function of $v$ yields,

$$\log A = 11.380, \quad E = 52.1$$

as the best values of the parameters over the entire temperature range.

The equation $\log k = 11.380 - \frac{52.1}{2.3 RT}$ represents the line in Figure 13.
4) Mixed Feed Runs

In the mixed feed runs, calculation of product distribution per mole of reacted propane was more difficult than in the single feed runs. This was true because propylene was fed in with the propane and the formation rates had to be calculated by material balance. In all these calculations, the ratio of propylene to propane in the feed could not be obtained by simply reading the rotameters because proportionally large errors would be introduced.

The data for Run 73 and some of the calculations are shown in Table XIV.

**TABLE XIV**

**MIXED FEED SAMPLE CALCULATIONS**

<table>
<thead>
<tr>
<th>Component</th>
<th>Exit Gas Analysis mole %</th>
<th>Material Balance</th>
<th>Moles of Product per Mole of Reacted Propane</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>H</td>
</tr>
<tr>
<td>H&lt;sub&gt;2&lt;/sub&gt;</td>
<td>0.211</td>
<td>-</td>
<td>0.422</td>
</tr>
<tr>
<td>CH&lt;sub&gt;4&lt;/sub&gt;</td>
<td>0.153</td>
<td>0.153</td>
<td>0.612</td>
</tr>
<tr>
<td>C&lt;sub&gt;2&lt;/sub&gt;H&lt;sub&gt;6&lt;/sub&gt;</td>
<td>0.058</td>
<td>0.116</td>
<td>0.348</td>
</tr>
<tr>
<td>C&lt;sub&gt;2&lt;/sub&gt;H&lt;sub&gt;4&lt;/sub&gt;</td>
<td>0.170</td>
<td>0.340</td>
<td>0.680</td>
</tr>
<tr>
<td>C&lt;sub&gt;2&lt;/sub&gt;H&lt;sub&gt;2&lt;/sub&gt;</td>
<td>0.070</td>
<td>0.140</td>
<td>0.140</td>
</tr>
<tr>
<td>C&lt;sub&gt;3&lt;/sub&gt;H&lt;sub&gt;8&lt;/sub&gt;</td>
<td>0.693</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C&lt;sub&gt;3&lt;/sub&gt;H&lt;sub&gt;6&lt;/sub&gt;</td>
<td>0.220</td>
<td>0.660</td>
<td>1.320</td>
</tr>
<tr>
<td>N&lt;sub&gt;2&lt;/sub&gt;</td>
<td>98.4</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

1.409          3.522

Depending upon the ratio of propylene to propane in the feed, the material balance will yield a value of H/C between 2.00 and 2.67. In this case,
H/C = 2.50. Therefore, on a basis of 100 moles of gas leaving the reactor, if \( F_1 \) is the amount of propylene \((C_3H_6)\) in the feed,

\[
\frac{3.522 - 6F_1}{1.409 - 3F_1} = 2.67
\]

and

\( F_1 = 0.119 \)

Therefore, the propylene formed by propane decomposition is

\[0.220 - 0.119 = 0.101\,.
\]

On this basis, then, the amount of reacted propane is

\[
\frac{3.522 - 6F_1}{8} = 0.351, \text{ and the percentage conversion of propane is}
\]

\[
\frac{0.351}{0.693 + 0.351} = 33.6\%.
\]

Once the amount of reacted propane has been determined, the formation of each of the products per mole of reacted propane can be calculated. The results are shown in the last column of Table XIV and are plotted in Figure 20.

The rate constants for these runs were obtained by pairing each run independently with one of the low temperature runs — Run 35.

Since there was wide variation in the maximum temperatures of these runs, the rate constants were all corrected to \(1800^\circ F = 1255.6^\circ K\). For example, \( T_{\max} \) for Run 76 is \(1792^\circ F = 1251.1^\circ K\) and \( k_{\max} = 99.2 \text{ sec}^{-1}\). If the approximate value of the activation energy \(E\) is known,

\[
\frac{k_1}{k_2} = e^{\frac{E}{R} \left( \frac{1}{T_2} - \frac{1}{T_1} \right)}
\]

Therefore

\[
k_{1800^\circ} = k_{\max} \exp \left[ \frac{E}{R} \left( \frac{1}{T_{\max}} - \frac{1}{T_{1800^\circ}} \right) \right]
\]

\[
= 99.2 \exp \left[ \frac{52.0}{1.987} \left( \frac{1}{1251.1} - \frac{1}{1255.6} \right) \right]
\]

\[
= 106.0
\]
5) Miscellaneous Calculations

Many situations in this study called for the integration of an arbitrary function, and Simpson's rule was used in all cases. Simpson's rule is a three-point, parabolic integration; it states that if the value of a function, \( \varphi(z) \), is known at three equidistant points, \( \varphi(z_1), \varphi(z_2), \varphi(z_3) \), then

\[
\int_{z_1}^{z_3} \varphi(z) \, dz = \frac{\Delta z}{3} [\varphi(z_1) + 4\varphi(z_2) + \varphi(z_3)]
\]

where \( \Delta z \) is the spacing of points in the z-direction. All the numerical integrations were programmed for the digital computer.

The calculation of Reynolds numbers was important in determining pressure profiles and diffusional effects. For gas flowing through an annulus, the Reynolds number is

\[
Re = \frac{D_e G}{\mu}
\]

where

\( D_e \) is the equivalent diameter

For non-circular cross-sections, the equivalent diameter is

\[
4 \times \text{(cross-sectional area)}/(\text{wetted perimeter}).
\]

In an annulus with inner diameter \( D_1 \) and outer diameter \( D_2 \)

\[
D_e = \frac{4\pi(D_2^2 - D_1^2)/4}{\pi(D_2 + D_1)} = D_2 - D_1
\]

Because of the variation of viscosity with temperature, the Reynolds number was not constant throughout the reactor for any run. For an intermediate temperature, 1600\(^\circ\)F, of Run 57,

\[
D_e = \frac{1}{32} = 0.0026 \text{ ft.}
\]
\[ s = \frac{\pi}{4} \left( D_2^2 - D_1^2 \right) = \frac{\pi}{4} \left[ \left( \frac{1}{4} \right)^2 - \left( \frac{7}{32} \right)^2 \right] \text{ in}^2 = 8 \times 10^{-5} \text{ ft}^2 \]

\[ G = \frac{[57.0(28) + 0.82(44)] \times 10^{-4} \frac{g}{\text{sec}} \times \frac{3600}{454}}{8 \times 10^{-5} \text{ ft}^2} = 16,200 \frac{\text{lb}}{\text{hr ft}^2} \]

\[ \mu = 0.045 \text{ cp} = 0.109 \frac{\text{lb}}{\text{hr ft}} \]

and

\[ \text{Re} = \frac{D_0 G}{\mu} = \frac{0.0026 \cdot (16,200)}{0.109} = 3900 \]

Over the range of flow rates and temperatures in this study, Reynolds numbers usually were between 3500 and 7000.

When the rate parameters were obtained by an overall least squares fit of the data, the standard deviations of the pre-exponential factors were calculated. For the \( i \)-th run, the deviation \( \Delta_i = \text{Log} A - (u_i + v_i E) \) where \( u \) and \( v \) are the empirically fit linear constants for any run. For each of the reactions studied the standard deviation over all the runs was \( \pm 20\% \).

Then, on an Arrhenius plot, the effect of a 20\% change in the intercept of the line (pre-exponential factor) upon the slope of the line (activation energy) was noted. In all cases the deviation was \( \pm 5\% \) and that was taken as the activation energy standard deviation.
APPENDIX L

THE COMPENSATION EFFECT

In solving the rate equations, it was found that for any experimental run, \( \log A \) was a linear function of \( E \). That is, the rate equation was satisfied by infinite combinations of activation energies and pre-exponential factors and no single solution could be obtained; however, all these combinations were linearly related.

This phenomenon has often been observed previously, primarily in the area of heterogeneous kinetics. There, \( \log A \) is a linear function of the activation energy for a given reaction over a wide range of catalysts; even more surprising, it is also observed for a given catalyst over an entire family of reactions.\(^{(9)}\) Although this effect can likewise take place in homogeneous reactions, the instances are not as plentiful because variation of one of the experimental parameters is not as easily achieved.

A very brief description of the consequences of the compensation effect will be given here; a good review along with some possible explanations has been presented by Bond.\(^{(7)}\) Although very many explanations have been offered, no satisfactory basis for this effect has been found. Indeed, many feel that there is no single general explanation for this behavior.

The compensation effect (also known as the Theta Rule) gets its name from the fact that if \( \log A \) increases linearly with \( E \), there can be very large variations of both the activation energy and the pre-exponential factor with relatively small changes in the rate
constant, \( k = Ae^{-E/RT} \). Furthermore, there is always one temperature for which compensation is so complete, that no matter what value of \( E \) (and corresponding value of \( A \)), the rate constant does not change.

If \( \log A = u + vE \), let \( u \) be replaced by \( \log A_0 \) and \( v \) by \( \frac{1}{2.3 R\Theta} \), where \( A_0 \) and \( \Theta \) are arbitrary constants. Then, the rate constant \( k = Ae^{-E/RT} \) becomes

\[
k = A_0 e^{- \frac{E}{R} \left( \frac{1}{T} - \frac{1}{\Theta} \right)}
\]

Thus, at temperature \( T = \Theta \), the rate constant is no longer a function of the activation energy \( E \) or the pre-exponential factor \( A \). At temperatures in the vicinity of \( T = \Theta \), variation of \( A \) and \( E \) still change the rate constant only slightly.

Many attempts have been made to explain this strange behavior. One interpretation assumes that in the catalysis, the active surface is itself heterogeneous; that is, the activation energy is not constant across the surface. Such an assumption leads to a rate constant in which the pre-exponential factor is a function of the activation energy. However, the original assumption of a heterogeneous surface is of questionable validity.

A second possible explanation is that the true activation energies and pre-exponential factors are temperature dependent. They are then related to the apparent parameters by

\[
E_{\text{APP}} = RT \ln A_{\text{APP}} + (E_{\text{TRUE},T} - RT \ln A_{\text{TRUE},T})
\]

From this hypothesis, it can be shown that the apparent pre-exponential factor is the required function of activation energy to produce compensation. However, there is no physical indication that the true parameters are actually temperature dependent.
For heterogeneous catalysis, a third explanation which has been offered is that compensation arises because of a relationship between the enthalpies and entropies of adsorption. This then causes the dependence of $\log A$ upon $E$.

All of these theories are outlined in greater detail by Bond.\(^{(7)}\) He also gives additional references to these and other aspects of the compensation effect.

Observation of the compensation effect in hydrocarbon cracking was made by Boudart\(^{(8)}\) in analyzing the data of Franklin and Nicholson\(^{(17)}\). They had studied the cracking of propane, iso-butane, iso-pentane, etc., on a silica-alumina catalyst.
NOMENCLATURE

A  Pre-exponential factor (liters$^{n-1}$/g-mole$^{n-1}$ . sec) where $n$ is the order of reaction

C  Concentration (g-moles/cm$^3$)

D  Diffusion coefficient (cm$^2$/sec)

$D_e$  Equivalent diameter (cm)

E  Activation energy (Kcal/g-mole)

$\Delta F^o_f$  Standard state free energy of formation (Kcal/g-mole)

F  Hydrocarbon feed rate (g-moles/sec)

$f$  Friction factor

G  Mass flow rate (lb/hr-ft$^2$)

$\Delta H^o_f$  Standard state heat of formation (Kcal/g-mole)

I  Intensity of mass spectrometer peak (divisions)

$K_p$  Equilibrium constant, pressure units

$k$  Rate constant (same units as A)

$k_{max}$  Rate constant at maximum temperature (same units as A)

L  Total reactor length (mm)

$l$  Reactor length (mm)

$\overline{M_W}$  Average molecular weight

$m$  Flow rate of any component (g-moles/sec)

$N$  Number of experimental runs

$N_o$  Feed rate of diluent (g-moles/sec)

$n$  Order of reaction

P  Pressure (mm Hg)

$P_i$  Reactor inlet pressure (mm Hg)

$P_e$  Reactor exit pressure (mm Hg)
R  Gas constant \((\text{liters} \cdot \text{mm Hg})/\text{g-mole} \cdot ^\circ\text{K})\) or \((\text{Kcal/g-mole} \cdot ^\circ\text{K})\)

Re  Reynolds number

\(\Delta S_f^0\)  Standard state entropy of formation \((\text{cal/g-mole} \cdot ^\circ\text{K})\)

s  Reactor cross-sectional area \((\text{meters}^2)\)

T  Temperature \((^\circ\text{K})\)

\(T_{\text{max}}\)  Maximum temperature \((^\circ\text{K})\)

\(T_{\text{eq}}\)  Reactor equivalent temperature \((^\circ\text{K})\)

t  Time \((\text{sec})\)

\(u_x\)  Linear Velocity \((\text{cm/sec})\)

\(u_1\)  Empirical constant

V  Reactor volume \((\text{liters})\)

\(v_1\)  Empirical constant

x  Mole fraction

\(\bar{x}\)  Average mole fraction

y  Fractional conversion

z  Fractional conversion

\(z_e\)  Reactor exit fractional conversion

\(\beta,\delta\)  Fraction of total conversion to specific products

\(\Delta\)  Deviation

\(\Theta\)  Temperature \((^\circ\text{K})\)

\(\mu\)  Partial pressure in mass spectrometer samples \((\text{microns})\)

\(\mu\)  Viscosity \((\text{lb/hr-ft})\)

\(\rho\)  Density \((\text{lb/ft}^3)\)

\(\sigma\)  Sensitivity of components in mass spectrometer \((\text{divisions/micron})\)

\(\tau\)  Analog computer time \((\text{sec})\) or \((\text{volts})\)

\(\phi,\psi\)  Arbitrary functions
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