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ABSTRACT

A heated shock tube has been constructed as a new fluid-dynamical device, in order to study strong shocks in the mercury gas, to investigate the relaxation phenomenon in thermally ionized mercury via shock heating, and to utilize the shock tube flow as a spectroscopic source for the measurement of atomic constants of metallic elements.

Extensive theoretical calculations of the Rankine-Hugoniot relation in mercury and mercury-neon mixtures have been performed for a wide range of shock strengths, extending far beyond the scope of heated shock tube. Two stages of ionization are fully considered in the calculations. Various partition functions and degrees of ionization as well as the equation of state in ionized mercury gas have also been calculated for temperatures from 5,000 °C to 30,000 °K, all irrespective of shock relations.

A performance study of the heated shock tube has been made with shocks in mercury and mercury-neon mixtures. The usual discrepancy between the ideal shock tube theory and the observed shock strength has been noticed in the heated shock tube. A novel observation of the reflected shock bifurcation in the monatomic gas of mercury has been made, and a detailed quantitative analysis of bifurcated shocks is presented. A "γ-model" of the reflected shock bifurcation in monatomic gases is proposed and the criterion for the disappearance of the bifurcation discussed.
The approach toward ionization equilibrium has been investigated by measuring the ionizational relaxation times. The activation energy of ionization in shocked mercury gas is determined and is found to coincide with the resonance energy of neutral mercury in the temperature regime of 7,300 °K to 11,000 °K. The important mechanism in achieving the ionization equilibrium is shown to be a two-step process of electron-atom collisions in the electron density regime where the present measurements are made. It is demonstrated that the heated shock tube is particularly suitable for this type of investigation.

The absolute gf-values have been determined in the heated shock tube for 37 neutral mercury lines, using the method of "curves of growth". Photographic photometry has been employed for absolute intensity measurements. Modified high speed photographic photometry has been devised, which can be used in the spectral region of \( \lambda < 2800 \) Å. It is shown that many other metallic elements can be worked on with relative ease for similar measurements.

Related future researches are suggested.
CHAPTER I
INTRODUCTION

1. Shock Tube Spectroscopy—A Historical Note

The shock tube is a fluid-dynamical device which basically consists of two or more chambers separated by means of one or more diaphragms. The chambers are assembled in such a manner that their longer axes are lined up along a straight line. The characteristic width of a chamber is substantially smaller than its length. The chambers are filled with the same gas or gases of different kinds. The pressure in a chamber at one end is much higher than in other chambers. In order to generate a sequence of shocks and rarefaction waves of interest, one would cause the diaphragm(s) to rupture by suitable means.

The origin of the shock tube goes back to 1899 when Vieille\(^1\) observed that the compression wave generated by breaking a diaphragm separating two chambers containing gases of different pressures travels with a speed greater than the local sound speed. Many different versions of the shock tube came into general use with varying purposes during and after World War II. Its use ranged from the investigation of supersonic flow patterns past various models within the tube\(^2\) to studies of the structure of shocks\(^3\) and of the boundary layer growth in uniform flow,\(^4\) and even to the calibration of pressure measuring devices.\(^5\) Developments of optical techniques\(^6\) such as shadowgraph, schlieren system, and interferogram; of high speed photography by means of the
rotating drum camera\textsuperscript{7} and pulsed light source of submicro-second rise time\textsuperscript{8}; and of various electronic counter chronographs all helped to bring shock tube research into the realm of exact science.

A decisive turning point in the research came about in 1952 when Laporte and associates\textsuperscript{9} at The University of Michigan observed a "faint yellow flash" in a two chamber shock tube of constant rectangular cross section (2" x 7")\textsuperscript{*}, which turned out to be due to a moderately strong shock in nitrogen. At the same time two other independent groups reported similar observations, one at Cornell University under the direction of Kantrowitz\textsuperscript{10} and the other by Shreffler and Christian\textsuperscript{11} at the Los Alamos Scientific Laboratory.

The one-dimensional flow in a shock tube of constant cross section is shown in the x-t-p diagram of Fig. 1. At the time $t = t_0$ the expansion and compression tubes are filled to pressures of $p_0$ and $p_c$, respectively, where $p_0 \ll p_c$. From the instant of the bursting of the diaphragm, there develops a rarefaction moving from the diaphragm position into the compression tube, its pressure profile being a smooth curve between $p_c$ and $p_1$ as shown for $t = t_1$. As a

\*From this point on we will deal exclusively with two chamber shock tubes of constant rectangular cross section.
result, an interface between the gases which were originally on either side of the diaphragm moves at high speed into the expansion tube. As it moves it pushes the gas in the expansion tube as a piston would. A primary shock is then generated in the form of a compression front traveling into the gas contained in the expansion tube. The shock is a discontinuity in pressure, density, and temperature, moving supersonically followed by the gas at high speed. The interface, on the other hand, is a discontinuity surface in density and temperature but not in pressure, since the gas ahead of it is shock-compressed and consequently heated, while the gas behind it has been expanded and cooled, both resulting in one pressure, \( p_1 \). Both the rarefaction head and the primary shock proceed toward either end of the shock tube and are reflected. The effect of respective reflections on the pressure distribution is seen in the plot of pressure distribution at \( t = t_2 \). The reflected shock will again undergo reflection at the interface. In this manner multiple reflections take place between the interface and endwall.\(^*\)

It is this region of reflected shocks that was responsible for the observed luminosity mentioned earlier. In 1953, Turner\(^{12}\) at Michigan built a so-called "luminous shock tube" (inner cross section 2.625" x 1.625") expressly for the

\* As the reflected shock meets the interface to undergo its second reflection, also a shock will be transmitted into the cold gas.
strong shocks, and investigated such problems as spectral line broadening of H\textsubscript{β} in partially ionized hydrogen-neon mixtures and ionizational relaxation in shocked xenon. Turner's investigation established a few noteworthy facts, which now characterize shock tube spectroscopy. They are the following: i) the luminosity in the shock tube is due to the spectral emission of the shocked medium, although impurities from the walls and in the gas will also contribute; ii) the boundary layer growth behind the strong shock is not severe enough to complicate the optical uniformity of the shocked zone, if the medium is of noble gases\textsuperscript{*}; iii) it is, in fact, possible to obtain high temperature gas in a local thermodynamic equilibrium, which may last as long as one hundred microseconds; and iv) strong shocks can produce temperatures as high as 18,000 \textdegree K in the region of reflected shocks. The third point together with the fact that thermodynamic variables of shocked gases can be adequately evaluated by well-established shock theory\textsuperscript{13} constitutes the basis essential for quantitative spectroscopy, and establishes the pressure driven shock tube as a spectroscopic source.

Doherty\textsuperscript{14} at Michigan developed a program of measuring oscillator strengths of spectral lines of gaseous elements by applying the astrophysical method of "curves of growth" to shock-tubery. Wilkerson\textsuperscript{15} and Charatis\textsuperscript{16} refined the method and extended it to the measurement of similar quantities for metallic elements by introducing them into shocked

\textsuperscript{*} See Chapter III for a detailed description.
neon via metallo-organic compounds evaporable at room temperature. They also produced much experimental evidence indicating the success of the shock theory, e.g., in providing level populations, by using methods of pressure transducers and spectral line reversal. Brown\textsuperscript{17} further elaborated the technique involving metallo-organic compounds as additives, aided by a simple scheme of measuring electron pressures based upon the calculated $H\beta$ line profile.\textsuperscript{18}

Following the work of Turner, some metallic elements have been introduced in the shocked zone by suspending powdered solid compounds near the test section. This method is widely used, especially for the quantitative study of molecular spectra.\textsuperscript{19}

2. Heated Shock Tube\textsuperscript{*}

The observation of shock luminosity described in the previous section actually did not come as a total surprise because of the existence of a one-dimensional ideal shock tube formula developed by Geiger and Mautz,\textsuperscript{2} using earlier developments by Schardin\textsuperscript{20} and by Taub.\textsuperscript{5} This formula relates the initial pressure ratio $p_c/p_0$ to the shock strength $p_1/p_0$:

---

\textsuperscript{*} The heated shock tube was conceived by Laporte far back in 1958, specifically for the study of shocks in mercury gas. For this reason, it used to be called the "mercury shock tube" in the earlier stages of present undertaking.
\[
\frac{p_c}{p_o} = \left[ 1 - \frac{s_o}{s_c} \left( \frac{\mu - 1}{\mu - 1} \right) \sqrt{\left( \frac{p_i}{p_o} \right) - 1} \right]^{-(\mu + 1)}
\]

where \( \mu = (\gamma + 1)/(\gamma - 1) \). Subscripts \( o \) and \( c \) refer to the gases in the expansion and compression tubes at \( t = t_o \), respectively. \( s \) stands for the sound speed in the gas and \( \gamma \) the specific heat ratio. Note that \( \mu \) equals 4 for monatomic gases and 6 for diatomic gases at room temperature.

Equation (I.1) states that for a given combination of the driving and driven gases, a stronger shock can be obtained the greater the initial pressure ratio, \( p_c/p_o \). This notion, however, has only a limited usefulness because \( p_i/p_o \) is a very slow function of \( p_c/p_o \). \( p_c \) can not be made indefinitely large due to the technical limit in the structural strength of the compression tube and accessories, and \( p_o \) must not be too small or the duration of the shocked zone will be too short to be of any value.

For a given pressure ratio, \( p_c/p_o \), on the other hand, a stronger shock can be produced the lower the sound speed in the shocked gas. For attaining strong and high temperature shocks, the best driving gas is obviously hydrogen. Helium is commonly used as driving gas also. Neon, argon, krypton, and xenon proved to be acceptable as driven gas because they

* Taub's relation predicts \( p_i/p_o \) consistently too large roughly by a factor of 2, where \( p_i/p_o \) of actual primary shocks are measured mostly about three meters downstream from the diaphragm positions. See Chapter III.
all are monatomic gases,* heavy, and readily available. Shock strengths in respective gases increase in the order of atomic weight. (See Table I.)

As was stated by earlier investigators, especially by Turner, the temperature attainable in an ordinary luminous shock tube is limited to about 18,000 °K, even with the best combination of gases dealt with thus far and the pressure ratio. This temperature limit of course refers to the region of multiply reflected shocks. It would be, however, highly desirable to have in a shock tube a high density plasma in a local thermodynamic equilibrium at a temperature far above 20,000 °K behind the first reflected shock, especially now that other plasmas of medium densities and higher temperatures (as high as $10^5$ °K) such as those in the electric shock tube** are being severely challenged over the question of local thermodynamic equilibrium. This directed our attention to mercury gas as a shock medium. Mercury is much

---

* In order to minimize the boundary layer growth in the hot flow behind the primary shock, the driven gas must be of monatomic molecules or at least dominated by monatomic gases. For detailed discussion, see Chapter III.

** The electric shock tube was invented by R. G. Fowler at The University of Oklahoma back in 1952, elaborated by many investigators, and is known to effectively produce highly ionized gases at low pressures. The shock (?) in the tube moves at a speed as high as a few cm/μsec, but lacks a bearing to the shock theory. There is a growing opinion that the shock is not entirely responsible for the plasma in the electric shock tube and the plasma may not be in a local thermodynamic equilibrium at all, in spite of the fact that there are a great number of investigators who explosively claimed otherwise.
heavier than those inert gases (Table I), a practically monatomic gas, and the boiling point of liquid mercury is reasonably low. At low temperatures, mercury vapor of course consists of diatomic molecules of mercury, but the dissociation potential of Hg₂ is so small (less than 0.06 eV) that it decomposes fully into mercury atoms above room temperature. Numerical calculations show that the temperature of mercury gas behind the primary shock can be as high as 18,000 °K within the limit of laboratory practice (see Chapter II). Table I compares various monatomic gases.

Table I

<table>
<thead>
<tr>
<th>Element</th>
<th>At. No.</th>
<th>At. Weight</th>
<th>Ionization Potential (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>i</td>
<td>A_i</td>
<td>i</td>
</tr>
<tr>
<td>Ne</td>
<td>10</td>
<td>20.183</td>
<td>21.559</td>
</tr>
<tr>
<td>A</td>
<td>18</td>
<td>39.944</td>
<td>15.736</td>
</tr>
<tr>
<td>Kr</td>
<td>36</td>
<td>83.80</td>
<td>13.996</td>
</tr>
<tr>
<td>Xe</td>
<td>54</td>
<td>131.30</td>
<td>12.127</td>
</tr>
<tr>
<td>Hg</td>
<td>80</td>
<td>200.61</td>
<td>10.434</td>
</tr>
</tbody>
</table>

It is quite clear now that the shock tube must be heated if mercury gas is to be used as a shock medium.

* Handbook of Chemistry and Physics 44th edition (1963); based on 1959 International Unit of O₂ = 16,000.

** Coincidence Table for Atomic Spectroscopy, Edited by Kubor, et. al. (Elsevier Publishing Co., Amsterdam, 1965)
Saturated vapor pressures of mercury are tabulated up to its critical temperature in Table II. The tube temperature of 200° to 400 °C turns out to be suitable for dealing with shocks in mercury gas, noting the fact that $p_c$ must lie in the vicinity of one cm Hg or greater in order to have an appreciably long duration of the shock luminosity and at the

**Table II**

<table>
<thead>
<tr>
<th>T °C</th>
<th>$P_{\text{sat. vap.}}$ cm Hg</th>
<th>T °C</th>
<th>$P_{\text{sat. vap.}}$ cm Hg</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$1.85 \times 10^{-5}$ *</td>
<td>400</td>
<td>$1.611 \times 10^2$ ***</td>
</tr>
<tr>
<td>50</td>
<td>$1.267 \times 10^{-3}$ *</td>
<td>500</td>
<td>$6.351 \times 10^2$ ***</td>
</tr>
<tr>
<td>100</td>
<td>$2.729 \times 10^{-2}$ *</td>
<td>600</td>
<td>$1.828 \times 10^3$ ***</td>
</tr>
<tr>
<td>150</td>
<td>$2.807 \times 10^{-1}$ *</td>
<td>800</td>
<td>$8.158 \times 10^3$ ***</td>
</tr>
<tr>
<td>200</td>
<td>$1.7287$ *</td>
<td>1,000</td>
<td>$2.386 \times 10^4$ ***</td>
</tr>
<tr>
<td>250</td>
<td>$7.4405$ **</td>
<td>1,200</td>
<td>$5.111 \times 10^4$ ***</td>
</tr>
<tr>
<td>300</td>
<td>$2.474 \times 10^1$ **</td>
<td>1,400</td>
<td>$9.121 \times 10^4$ ***</td>
</tr>
</tbody>
</table>

M. P. = -38.87 °C, * B. P. = 356.58 °C *

Critical Temperature = 1,490 ± 15 °C ***

Critical Pressure = $(1.13 \pm 0.02) \times 10^5$ cm Hg ***


same time $p_o$ must be substantially smaller than the saturated vapor pressure so as not to complicate the situation through van der Waals correction. \(^{30}\)

Speaking of a metallic element as a shock medium, it should be pointed out that the technique of using metallo-organic compounds as additives has a definite drawback in that since these compounds are usually unstable, it is often questionable how much metal is actually present in the shocked zone. On the other hand, the heated shock tube could handle directly as additives a number of metallic elements such as cesium, cadmium, sodium, and potassium besides mercury for spectroscopic measurements.

Extensive baking of the entire tube helps reduce the impurity level on the inner wall of the tube and make the mechanism of collisional excitation behind the shock front simpler. This turned out to be a very significant contribution (see Chapters III and IV).

The construction of the heated shock tube at The University of Michigan began in June, 1965, and was completed at the end of 1966, followed by a few months' debugging efforts. Preliminary observations were reported to the 6th International Symposium on Shock Tubes, Freiburg, Germany, in March, 1967. \(^{31}\) Initial constructional details are described in a report to the U. S. Air Force Office of Scientific Research. \(^{30}\)

The general theory of shock is described in Chapter II. The internal dissipative processes in the shocked gas, such as the ionization, are extensively discussed. Calculational schemes involving strongly ionized gases are suggested for three representative types of shock media—namely, one-component monatomic gas, two-component monatomic gas, and mixtures of monatomic and polyatomic gases. Numerical calculations for shocked mercury and neon-mercury mixtures are summarized in the last section.

In Chapter III a brief description of the heated shock tube is given, together with that of accompanying equipment. Fluid-dynamical observations of strong shocks in mercury gas are described. A bifurcation of the reflected shock in a monatomic gas is observed for the first time and its connection with the boundary layer growth is discussed in detail. A theoretical model of shock bifurcation in monatomic gases, which we will call the "$\gamma$-model", is proposed and its generalization to gases other than mercury considered. A possible method of removing the shock bifurcation in the regime of very strong shocks in monatomic gases is suggested, based upon the $\gamma$-model.

The ionizational relaxation in shocked mercury gas is discussed in Chapter IV. Measured relaxation times ($\gamma$) are plotted as a function of temperature, and are related to the resonance energy. The comparison with available data for argon, krypton, cesium, and xenon is made. The influence
of impurities upon the radiation level from the shocked gas is discussed in the light of measurements showing that radiation overshoot is absent when the tube is baked thoroughly.

In Chapter V, measurements of oscillator strengths of neutral mercury lines are described. Measurements are made for 37 lines of neutral mercury which range from 2537 \( \text{Å} \) to 5491 \( \text{Å} \), using the method of curves of growth. To measure the absolute intensity of far ultraviolet lines a somewhat modified photographic technique had to be used.

Results of our investigations on ionized mercury gas are summarized in Chapter VI and related future researches are proposed.
CHAPTER II
THEORY OF SHOCK

1. Introduction

The formation of a plane shock does not take place in the immediate neighborhood of the diaphragm due to a finite time of diaphragm opening and to the attenuation of shock for reasons which will be discussed later. The plane primary shock emerges when the attenuation diminishes a few feet downstream from the diaphragm, with speed nearly constant but now substantially smaller than predicted from the ideal shock tube formula of eq. (I.1).

Let us turn our attention to this plane shock after it has reached the approximately constant speed regime. Experimental observations of strong shocks indicate that there exist steady-state flows behind the shock front and that the influence of the growing boundary layer on thermodynamic variables of respective flows is small within a limited region of observation. This renders possible the treatment of the shock tube flow as a one dimensional steady-state problem in a non-viscous fluid, — an approximation which promises to have a potential merit of simplicity.\textsuperscript{13}

The shock transition from a state of low pressure and low temperature to another of high pressure and high temperature is governed by the conservation laws of mass, momentum, and energy\textsuperscript{32}: across the shock front
\[ \rho v = \text{const.} \quad (\text{II.1}) \]
\[ \rho v^2 + p = \text{const.} \quad (\text{II.2}) \]
\[ \rho v (h + \frac{1}{2} v^2) = \text{const.} \quad (\text{II.3}) \]

where the specific enthalpy, \( h \), is
\[ h = e + \frac{p}{\rho} \quad (\text{II.4}) \]

\( \rho, v, p, \) and \( e \) are the density, the flow velocity in the local coordinate system fixed to the shock front, the hydrostatic pressure, and the specific internal energy.

The equation of state
\[ p = n k T \quad (\text{II.5}) \]

where \( n, k, \) and \( T \) are the particle number density, Boltzmann constant, and the temperature, respectively. If \( n \) were a constant, or if the gas particle had no internal degrees of freedom, eq.'s (II.1) to (II.5) would be sufficient to determine the numerical values of the variables behind the shock in terms of those in front. Since in all practical cases this is not so, the following developments are necessary.

At temperatures above 5,000 \( ^\circ \text{K} \), which a weaker shock of our interest is capable of generating, most gases are internally excited. Therefore all real gas effects must be fully taken into account. Let us consider the specific internal energy of a general shock medium which consists of several different gases of varying degrees of freedom and define an effective molecular weight, \( \Sigma \), by
\[ \Sigma = \sum_i \sigma_i \eta_i , \quad \sum_i \eta_i = 1 \quad (\text{II.6}) \]
where $\sigma_i$ is the molecular weight of the $i^{th}$ species and $\gamma_i$ its fractional abundance (by particle number densities). Then

$$e = e_T + e_R + e_V + e_E + e_D$$

$$= \frac{N^0 kT}{2\sigma} \sum_i \left(f_{Ti}^T + f_{Ri}^T + f_{Vi}^T + f_{Ei}^T \right) + \sum_i \gamma_i \alpha_i \delta_i \quad (II.7)$$

where $f_{Ti}^T$, $f_{Ri}^T$, $f_{Vi}^T$, and $f_{Ei}^T$ are the effective translational, rotational, vibrational, and electronic degrees of freedom of the $i^{th}$ species. $N^0$ is Avogadro's number; $\gamma_i$, $\alpha_i$, and $\delta_i$ are the dissociation or ionization potential, the degree of dissociation or ionization, and the number of particles of the $i^{th}$ species per unit mass available for dissociation or ionization, respectively. At the ambient temperature of the shock tube the vibrational and electronic degrees of freedom are not fully excited for most gases, while the translational and rotational degrees of freedom are. Therefore $f_{Vi}^T$ and $f_{Ei}^T$ have to be evaluated as functions of state variables by taking an ensemble average of energy levels for each mode:

$$f_{Vi}^T = \frac{2\langle E_{Vi} \rangle}{kT} = \frac{2\Theta_{Vi}/T}{\exp(\Theta_{Vi}/T) + 1} \quad (II.8)$$

$$f_{Ei}^T = \frac{2\langle E_{Ei} \rangle}{kT} = 2T \frac{\delta}{\delta T} \ln \left( \sum_j g_{ij} e^{-E_{ij}/kT} \right) \quad (II.9)$$

where the vibrational constant $\Theta_V = h \nu / k$, h being Planck's
constant. $E_{1j}$ is the energy level difference (from the normal state) of the $i^{th}$ species and $g_{1j}$ its quantum weight.

2. Shock Relations

As described in Chapter I, the arrival of the primary shock flow at the endwall immediately generates a reflected shock, which moves upstream until it encounters the interface. Another shock reflection takes place at the interface. Many more similar shock reflections follow between the endwall and interface as the "hot region" becomes narrower and narrower. Labeling these shocks which remain on the hotter side of the interface by $n = 1, 2, 3, \ldots$ in their chronological order, one observes that eq.'s (II.1), (II.2), and (II.3) apply to each of these shocks: for $n$th shock

\begin{align}
\rho_{n-1} u_{n-1} &= \rho_n u_n \quad , \\
\rho_{n-1} u^{2}_{n-1} + p_{n-1} &= \rho_n u^{2}_n + p_n \quad , \\
\lambda_{n-1} + \frac{1}{2} u^{2}_{n-1} &= \lambda_n + \frac{1}{2} u^{2}_n \quad ,
\end{align}

and

\begin{equation}
\lambda_n (\rho_n, p_n) = \frac{1}{2} \frac{\rho_n}{\rho_n^2} (\beta_n + 1) + \frac{1}{2} \delta_n ,
\end{equation}

where

\begin{align}
\beta_n &= 4 + \sum_i (f_{Ri} + f_{Vi} + f_{Ei}) \gamma_i \quad , \\
\delta_n &= 2 \sum_i \chi_i \alpha_i \delta_i \quad .
\end{align}
The quantities with subscript \((n - 1)\) must be known and, in fact, these establish a set of initial conditions together with the shock speed.\(^*\) Equations (II.10), (II.11), and (II.12) can be solved for \(\frac{\rho_n}{\rho_{n-1}}\) expressed in terms of \(\frac{p_n}{p_{n-1}}\) by eliminating \(v_n\), i.e.

\[
\frac{\rho_n}{\rho_{n-1}} = \frac{\beta_n}{\beta_{n-1}} \frac{p_n}{p_{n-1}} + 1 - \frac{\beta_n}{\beta_{n-1}} \frac{p_{n-1}}{p_{n-1}} + K_{n,n-1}
\]

(II.16)

where

\[
K_{n,n-1} = \beta_{n-1} - (\beta_n - \beta_{n-1}) \frac{\rho_{n-1}}{\rho_{n-1}}
\]

(II.17)

The equation (II.16) is generally known as the Rankine-Hugoniot relation. Eliminating \(\frac{\rho_n}{\rho_{n-1}}\) from equations (II.11) and (II.16) and solving for \(\frac{p_n}{p_{n-1}}\), one gets

\[
\frac{p_n}{p_{n-1}} = \frac{1}{2\beta_n} \left( \beta_{n-1} (1 + r_{n-1}) + \sqrt{(\beta_{n-1})^2 (1 + r_{n-1})^2 + 4\beta_n (1 + r_{n-1} - r_{n-1} K_{n,n-1})} \right)
\]

(II.19)

where

\[
\gamma_n = \left[ U_{n+1} + u_n \right]^2 \frac{\rho_n}{\rho_n}, \quad u_0 = 0
\]

(II.20)

\(U_{n+1}\) is the shock speed of the \((n + 1)\)th shock and \(u_n\) the speed ahead of the \((n + 1)\)th shock, both in the laboratory.

\(*\) It should be noted that this treatment differs from the usual presentation of shock reflection in that e.g. for the first reflection \((n = 2)\) the condition that the fluid be at rest is not used. Instead, the speed of the reflected shock is regarded as known through observation.
coordinate system. Therefore one can write

\[
\frac{T_n}{T_{n-1}} = \left( \frac{\sigma_n}{\sigma_{n-1}} \right) \left( \frac{\rho_n}{\rho_{n-1}} \right) \left( \frac{f_{n-1}}{f_n} \right).
\]  

(II.20)

In view of the fact that quantities such as \( \beta_n \) and \( K_{n,n-1} \) appearing as they do on the right hand sides of eq.'s (II.16) and (II.18) call for the knowledge of the \( n^{th} \) state variables, it seems almost inevitable to achieve the evaluation of the \( n^{th} \) state variables from the \((n-1)^{th}\) state variables by means of an iterative process between eq.'s (II.16), (II.18), and (II.20).

It has to be pointed out that the role of the measured shock speed in the success of the theory is very vital because any fluid-dynamical non-ideality in the shock tube flow is strongly indicated in this quantity once the plane shock is formed some distance away from the burst diaphragm. For instance, the attenuation of the shock, which is caused by the leakage of the shocked gas into the region behind the interface through the boundary layers, does not complicate matters because it is then closely monitored by the measured shock speed at a specific point of observation. Furthermore, any non-uniformity in the flow field near the endwall into which a reflected shock penetrates will result in a systematic variation in shock speed.

One obvious underlying assumption throughout the development is that there exists a local thermodynamic equilibrium behind the shock, which in essence states that the collisional processes establish the Maxwellian
distribution in each ensemble of various modes of the shocked gas. In coming to the state of local thermodynamic equilibrium, the complex system of shocked gas undergoes several stages of relaxation: the translational relaxation emerges in about 0.01 µsec after the passage of the shock front, followed by the rotational and vibrational relaxations if these modes are present in the gas. Concurrently to the vibrational relaxation there comes the dissociation, and finally the ionizational relaxation together with the relaxation in the electronic mode takes place. In the crudest approximation it can be said that the characteristic time of each relaxation is governed by the inherent energy associated with each mode.

One can readily anticipate that the fully-relaxed translational temperature of the gas immediately behind the shock front is much higher than the equilibrium temperature. In fact, this translational temperature can be predicted from eq.'s (II.16) through (II.20) if one neglects all those internal structure dependent terms. This temperature gradually decreases as the translational energy is pumped into various internal modes until the complete local thermodynamic equilibrium is established. Other thermodynamic variables go through similar readjustments during the entire period of relaxation.

It becomes self-evident that any experimental measurement which calls for the advantage of the shock theory should be performed well synchronized to the region of local
thermodynamic equilibrium.

3. Ionization Equilibrium

A) Law of mass action

Let us consider a very general reaction in the form of

$$\sum_i \nu_i A_i = 0 \quad (II.21)$$

where $A_i$ is the $i^{th}$ reactant and $\nu_i$ the number of molecules of the $i^{th}$ reactant necessary to complete one reaction. In an equilibrium one observes that the specific thermodynamic potential at given pressure and temperature tends to be a minimum, i.e., the thermodynamic potential (the Gibbs free energy)

$$\psi = \mu - T\lambda$$

satisfies the extremum conditions

$$\sum_i \frac{\delta \psi}{\delta n_i} \frac{dn_i}{dn_j} = 0, \quad j = 1, 2, \ldots i \quad (II.22)$$

where $n_i$ is the number of $i^{th}$ particles, say, per unit volume participating in the reaction and $\lambda$ the specific entropy.

From the constraint conditions (II.21), one gets

$$\frac{d n_i}{d n_j} = \frac{\nu_i}{\nu_j}$$

to arrive at

$$\sum_i \frac{\delta \psi}{\delta n_i} \frac{\nu_i}{\nu_j} = 0 \quad \text{or} \quad \sum_i \mu_i \nu_i = 0 \quad (II.23)$$
where the chemical potential of the $i^{\text{th}}$ species

$$\mu_i = \frac{\delta F}{\delta n_i}.$$  

For a multicomponent system, one may write out the canonical ensemble partition function in the following form:

$$Q = \prod_i \frac{(Z_i')^{n_i}}{n_i!},$$  \hspace{1cm} (II.24)

where the partition function for an isolated particle of a microcanonical ensemble is given by

$$Z' = Z_T Z_R Z_V Z_E,$$  \hspace{1cm} (II.25)

the index $T$ standing for translation, etc.

The specific chemical potential can be deduced from $Q$, i.e.,

$$\mu_i = -kT \frac{1}{n_i} \ln Q$$

$$\approx -kT \frac{Z_i'}{n_i},$$  \hspace{1cm} (II.26)

where Stirling's approximation is used because $n_i$ is large.

Substituting (II.26) in (II.23), one gets

$$\sum_i \ln \left( \frac{Z_i'}{n_i} \right)^{\chi_i} = 0$$  \hspace{1cm} (II.27)

Now we turn to the specific reaction of interest, namely, thermal ionization. Denoting the neutral atom by $\text{AI}$ and its first ion by $\text{AII}$, we have for the first stage of ionization taking place in the system of a heavy monatomic gas

$$\text{AI} \xrightleftharpoons[\chi_{\text{AI}}]{\varepsilon} \text{AII} + \varepsilon.$$
One can identify the quantities in (II.21) as below:

\[ A_1 = \text{AI}, \quad A_2 = \text{AII}, \quad A_3 = e \]

\[ \nu_1 = 1, \quad \nu_2 = -1, \quad \nu_3 = -1. \]

For the first ionization the equation (II.27) reduces to

\[
\frac{\chi_{\text{AI}} \chi_e}{\chi_{\text{AI}}} = \frac{(Z_T)_e (Z_E)_\text{AII} (Z_E)_e}{(Z_E)_\text{AI}},
\]

(II.28)

since if \( m_{\text{AI}} = m_{\text{AII}}, \)

\[
(Z_T)_{\text{AI}} = (Z_T)_{\text{AII}} = \left( \frac{Z_T m^2_B k T}{\hbar^2} \right)^{3/2}.
\]

Note that the volume has been taken to be unity for convenience. \( m_A \) stands for the nuclear mass of the species A. Likewise for the second ionization one can write out

\[
\frac{\chi_{\text{AIII}} \chi_e}{\chi_{\text{AII}}} = \frac{(Z_T)_e (Z_E)_\text{AIII} (Z_E)_e}{(Z_E)_\text{AII}},
\]

(II.29)

and so forth. Let the discussion be limited, however, to only two stages of ionization in view of the probable temperature range in the shock tube. In equilibrium the relations (II.28) and (II.29) should hold true simultaneously.

The electronic partition function of isolated atomic or ionic species (\( (Z_E)_{\text{AI}}, \quad (Z_E)_{\text{AII}}, \quad (Z_E)_{\text{AIII}}, \) etc.) diverges due to the convergence of the discrete states toward the ionization potential. But in the presence of neighboring particles, charged or neutral, the upper states near the ionization potential merge into the continuum because of
various perturbing mechanisms, the most significant being
the Stark effect, resulting in the lowering of ionization
potential and, in turn, in the finite partition functions.
In the system of an ionized gas where the average number of
electrons per Debye sphere is less than one, the extent of
lowering of ionization potential is best expressed by the
Debye-Hückel formula

\[ \Delta \chi_z = \frac{(z+1)e^2}{\rho_D} , \quad \rho_D = \sqrt[4]{\frac{\hbar \tau}{4\pi e^2(\eta_e + \sum z^2 \eta_{i,z})}} , \quad (II.30) \]

taking, of course, the Stark effect as the major mechanism
of perturbation. \( \rho_D \) is the Debye radius and \( z = 0, 1, 2, \cdots \)
for the neutral atoms, singly ionized ions and so forth,
respectively (or according to spectroscopic notation, \( z = \text{I, II, III, } \cdots \)). See Appendix A for more discussions on
various models for the lowering of ionization potential.

Now we define a function, \( F_{i,z}(p,t) \) by

\[ F_{i,z}(p,T) = \frac{\hbar \tau}{(Z_E^0)_{i,z}+1} \frac{(Z_E^0)_{i,z}+1}{(Z_E^0)_{i,z}} e^{-\frac{\chi_{i,z}^*}{kT}} , \quad (II.31) \]

where the zero point of the energy scale in each partition
function is taken at the ground state of each atomic or
ionic species and each partition function is labeled so by
the superscript \( 0 \). Notice that \((Z_E^0)_e = 2\). \( m_e \) stands for
the electron mass. The pressure dependence of $F_{1,z}(p,t)$ is, of course, indirect and rather weak, coming from the lowering of ionization potential. Here

$$\chi_{1,z}^{*} = \chi_{1,z} - \Delta \chi_{z} \quad . \quad (II.32)$$

From now on, and for the sake of simplicity, the notation will be simplified by writing $Z_{1,z}$ for $(Z^{0}_{E})_{1,z}$ unless otherwise stated.

The numerical evaluation of relations (II.28) and (II.29) needs some further elaboration with a few specific examples because the method of calculation may depend on the type of mixture of gases.

B) Ionization equilibrium in one-component monatomic gas

We define the degrees of first and second ionizations of the species $A$ by

$$\alpha_{A1} = \frac{\gamma_{AII} + \gamma_{AIII}}{\gamma_{A1} + \gamma_{AII} + \gamma_{AIII}} \quad , \quad \alpha_{A2} = \frac{\gamma_{AIII}}{\gamma_{AII} + \gamma_{AIII}} \quad , \quad (II.33)$$

respectively. Noting that the total number density

$$\gamma_{t} = \gamma_{A1} + \gamma_{AII} + \gamma_{AIII} + \gamma_{e} = \frac{p}{kT} \quad ,$$

one may write

$$\gamma_{A1} = \frac{1 - \alpha_{A1}}{1 + \alpha_{A1} + \alpha_{A1} \alpha_{A2}} \frac{p}{kT} \quad ,$$

$$\gamma_{AII} = \frac{\alpha_{A1} - \alpha_{A1} \alpha_{A2}}{1 + \alpha_{A1} + \alpha_{A1} \alpha_{A2}} \frac{p}{kT} \quad ,$$

$$\gamma_{AIII} = \frac{\alpha_{A1} \alpha_{A2}}{1 + \alpha_{A1} + \alpha_{A1} \alpha_{A2}} \frac{p}{kT} \quad ,$$
\( n_e = n_{A_1} + 2 n_{A_2} = \frac{\alpha_{A_1} + \alpha_{A_2}}{1 + \alpha_{A_1} + \alpha_{A_2}} \frac{p}{kT} \)

The equations (II.28) and (II.29) then reduce to

\[
\frac{\alpha_{A_1} (1 - \alpha_{A_2}) (\alpha_{A_1} + \alpha_{A_2})}{(1 - \alpha_{A_1}) (1 + \alpha_{A_1} + \alpha_{A_2})} = \frac{F_{A_1}(p, T)}{p}
\]

(II.34)

and

\[
\frac{\alpha_{A_2} (\alpha_{A_2} + \alpha_{A_1})}{(1 - \alpha_{A_1}) (1 + \alpha_{A_1} + \alpha_{A_2})} = \frac{F_{A_2}(p, T)}{p}
\]

(II.35)

respectively. The elimination of \( \alpha_{A_2} \) (or \( \alpha_{A_1} \)) from the above two equations leads to a cubic equation in \( \alpha_{A_1} \) (or \( \alpha_{A_2} \)), which is rather disagreeable to deal with. Instead one may proceed to solve for the \( \alpha_A \)'s by a successive approximation, i.e., in solving for \( \alpha_{A_1} \) one can assert \( \alpha_{A_2} = 0 \) and \( \chi_{1, z}^* \approx \chi_{1, z} \), lifting the pressure dependence of \( F_{A_1}(p, T) \).

Similarly, \( \alpha_{A_2} \) can be found by asserting \( \alpha_{A_1} = 1 \). Then \( \alpha_A^{(0)} \) and \( \alpha_{A_1}^{(0)} \) of the zeroth order approximation can be used to find, respectively, \( \alpha_A^{(1)} \) and \( \alpha_{A_1}^{(1)} \) of, say, the first order approximation, now taking \( \chi_{1, z}^* = \chi_{1, z} - \Delta \chi_{1, z} \). And so forth. In fact, only one iteration of this sort is sufficient to give rise to the true \( \alpha_A \)'s within 0.1% (see Appendix A).

Alternatively one can introduce the notion of the electron pressure here and proceed to calculate \( \alpha_A \)'s for given \( p \) and \( T \) using the scheme of approximation described in
the next example. Under any circumstances, the iterative process is necessary, considering the fact that the lowering of the ionization potential depends on the $\alpha_A$'s. A fortunate break is the fast convergence of the successive approximation, as mentioned, which stems from the weak dependence of $F_{1,z}(p,T)$ on $\Delta \chi_z$.

C) Ionization equilibrium in the binary mixture of monatomic gases

It is often convenient for spectroscopic studies to mix a small amount of the species of interest, perhaps a heavy element, in the bath of an inert gas. Imagine a case in which this heavy element, A, undergoes two stages of ionization while the inert gas, B, experiences only the first stage. Define the concentration of A in the gas by

$$C_A^o = \frac{n_{A_1} + n_{A_2} + n_{A_3}}{n_t - n_e} = \frac{p_A^o}{p_A^o + p_B^o}, \quad (II.37)$$

where $p_A^o$ and $p_B^o$ are the partial pressures of nuclei of the species A and B, respectively. The total number density is

---

* We should like to refer back to Section 2 of this chapter, where successive reflections were discussed and distinguished by an index n. In eq. (II.6) we defined the effective molecular weight $\sigma$. For a one-component gas $\sigma_{n}/\sigma_{n-1}$ of eq. (II.20) can be expressed in the following fashion:

$$\frac{1}{\sigma_{n,0}} = \frac{\sigma_0}{\sigma_n} = \frac{\sigma_{n-1}}{\sigma_n} \frac{\sigma_{n-2}}{\sigma_{n-1}} \cdots \frac{\sigma_1}{\sigma_1} = 1 + \alpha_{A_1} + \alpha_{A_1} \alpha_{A_2} + \cdots + \alpha_{A_1} \alpha_{A_2} \cdots \alpha_{A_n} \quad (II.36)$$
given by

\[ n_t = n_{A1} + n_{A2} + n_{AIII} + n_{B1} + n_{BII} + n_e = \frac{\rho}{kT} \].

Keeping the definition of the degrees of ionization shown earlier in mind, we may write down the electron pressure in the following manner:

\[ \rho_e = n_e kT = \frac{C^0_A (\alpha_{A1} + \alpha_{A1} \alpha_{A2}) + (1 - C^0_A) \alpha_{B1}}{1 + C^0_A (\alpha_{A1} + \alpha_{A1} \alpha_{A2}) + (1 - C^0_A) \alpha_{B1}} \). (II.38)

Then we obtain three simultaneous equations of ionization equilibrium:

\[ \frac{\alpha_{A1}(1 - \alpha_{A2})}{1 - \alpha_{A1}} = \frac{F_{AI}(\rho, T)}{\rho_e}, \quad (II.39) \]

\[ \frac{\alpha_{A2}}{1 - \alpha_{A2}} = \frac{F_{AII}(\rho, T)}{\rho_e}, \quad (II.40) \]

and

\[ \frac{\alpha_{B1}}{1 - \alpha_{B1}} = \frac{F_{BII}(\rho, T)}{\rho_e} \]. (II.41)

Note that the Debye radius of eq. (II.30) can be written as

\[ \rho_D = \frac{kT}{2e \sqrt{2\pi (\rho_e + \rho_{AIII})}}, \quad (II.42) \]

where \( \rho_{AIII} \) stands for the partial pressure of the second ions of A. In iterating, one may start by guessing \( \rho_e^{(0)} \) for
given p and T to solve i) the equation (II.49) for $a_{Al}^{(o)}$
with an assertion that $a_{A2}^{(o)} = 0$, ii) the equation (II.50)
for $a_{A2}^{(o)}$ with an assertion that $a_{A1}^{(o)} = 1$, and iii) the
equation (II.51) for $a_{B1}^{(o)}$. Then $p_{e}^{(1)}$ and $\Delta \chi_{z}^{(1)}$ can be
estimated using $a_{A1}^{(o)}$, $a_{A2}^{(o)}$ and $a_{B1}^{(o)}$, and used for the next
iteration. This process continues until it is seen that
$p_{e}^{(n-1)} = p_{e}^{(n)}$ within the acceptable accuracy, when the true
values of $a_{i,z}^{(o)}$ become available. Again the convergence of
iteration is very rapid.*

D) Ionization equilibrium in the mixture of polyatomic and
monatomic gases

Apart from the immediate interest in the molecular
structure there often are cases where one has to introduce
certain polyatomic gases into the bath of an inert gas. One
typical situation is that certain metallic species of
spectroscopic interest are difficult to obtain in the gaseous
phase except via metallo-organic compounds which have high
vapor pressures at room temperature. Another common case
arises when one wishes to vary the shock strength over a wide
range so that the luminosity level behind the primary shock

* It should be noted that for a two component mixture

$$\frac{1}{\sigma_{n,e}} = \left(1 - C_{A}^{\ast}\right)^{\left(1 + \alpha_{B1}\right)} + C_{A}^{\ast}\left(1 + \alpha_{A1} + \alpha_{A1} \alpha_{A2}\right).$$  (II.43)

See eq.s. (II.20) and (II.36).
may become very low. The use of some polyatomic gas with a rich molecular spectrum as a low concentration additive helps one to see the details of the flow without seriously affecting the thermodynamics of the shocked medium. In the present experimental work the additive sometimes used was tetramethyldisilane. Of course, the complete dissociation of the additive is highly desirable immediately behind the primary shock because, although the influence of the dissociated additive on the thermodynamic variables of the shocked medium is taken into account in any event, it nevertheless simplifies the theoretical computation to a great extent.*

Let us consider a mixture of two different monatomic gases, A and B, and a polyatomic gas, P. Denoting \( C_A^0 \), \( C_B^0 \), and \( C_P^0 \) their respective concentrations, it is true that

\[
C_A^0 = 1 - C_B^0 - C_P^0.
\]

It is sufficient to consider the first ionization of each species only. Let \( \xi \) be the number of atoms in the polyatomic molecule. Then there are \( (\xi + 2) \) simultaneous equations of the following type:

\[
\frac{\alpha_i^1}{1 - \alpha_i^1} = \frac{F_i(\tau)}{P_e}, \quad i = 1, 2, \ldots, \xi, A, B. \tag{II.44}
\]

* For the molecules having large dissociation potentials, one can write out the relations for the dissociation equilibrium from the equation (II.27) by defining the degrees of dissociation in the same manner as for the ionization. The relations thus obtained should be solved simultaneously with those of the ionization, e.g., equations of (II.44). For more detailed discussion, see references by Wilkerson and Brown.
It is also asserted that

\[ F_{1I}(p, T) = F_{1I}(T) \]

Note that

\[ p_e = \sum \alpha_{iI} p_i = \sum \frac{p_i F_{iI}(T)}{p_e + F_{iI}(T)} \quad (II.45) \]

where the pressure of the nuclei

\[ p^* = \frac{p - p_e}{1 + \xi C_p^*} \quad (II.46) \]

In order to find the various degrees of ionization, one proceeds to estimate \( p_e \) for a given \( p \) and \( T \) from (II.45) by trial and error. It is found helpful that usually \( p_e \ll p \) under these conditions, thus allowing one to put \( p - p_e \approx p \). \( p_e \) then furnishes \( \alpha \)'s through eq. (II.44).

4. Numerical Calculations on Shocked Mercury and Mercury-Neon Mixtures

The Rankine-Hugoniot relation (see eq. (II.16)) is evaluated for pure mercury and mercury-neon mixtures by assigning the primary shock parameter, \( r_o \), as defined by (II.19).*

---

* The shock parameter \( r_o \) is related to the shock Mach number \( M_S \) by

\[ r_o = \frac{\gamma_o U_1}{K T_o} = \gamma_o M_S^- \]

where \( \gamma_o \) is the specific heat ratio of the gas ahead of the \( n = 1 \)st shock front. At \( T_0 = 200^\circ C \) \( r_o = 100 \) corresponds to \( U_1 = 1.381 \text{ mm}/\mu\text{sec} \) or \( M_S = 7.51 \).
The pressure ratio, \( p_1/p_0 \), is first calculated and then the density ratio, \( \rho_1/\rho_0 \), using equations (II.18) and (II.16), respectively. Quantities such as \( Z_{\text{HgI}} \), \( Z_{\text{HgII}} \), \( Z_{\text{HgIII}} \), \( f_{\text{EHgI}} \), \( f_{\text{EHgII}} \), and \( f_{\text{EHgIII}} \) (see eq. (II.9)) needed in the course of shock calculation are evaluated using spectroscopic data on mercury tabulated by Charlotte Moore.\(^{50}\)

Fig. 2 shows the Rankine-Hugoniot relation in pure mercury for \( p_0 = 0.5, 1, \) and \( 5 \) cm Hg and \( T_0 = 473.2^\circ \text{K} \) and \( 673.2^\circ \text{K} \). Only two stages of ionization are considered in the entire calculation. Each stage of ionization is clearly recognized in each curve through its characteristic peak, which, in fact, corresponds to the nearly complete ionization in a respective stage. If there were no higher stages of ionization than the second, all curves would fall into the dotted line (-------) after the completion of both ionizations. Notice that the increase in \( p_0 \) tends to make the curves smoother, i.e. the peaks in the curve tend to merge as the pressure behind the shock increases. This is so because the greater the pressure of the shocked gas for a given temperature, the more the degrees of ionization overlap (see Fig. 7).

In Fig. 3 the Rankine-Hugoniot relation in mercury-neon mixtures is plotted for fixed \( p_0 \) and \( T_0 \), but with different mercury concentrations \( c^0 \) of \( 0.01, 0.10, 0.50, \) and \( 1 \). In the calculation, two stages of ionization of mercury are considered and only one stage of neon. The curve corresponding to \( c^0 = 0.5 \) reveals rather clearly the role of the first and
Figure 3. Rankine-Hugoniot relation for mercury-neon mixtures
second ionizations of mercury and finally also of the first ionization of neon. Again if there were no further stage of ionization than these, the curve of \( C^0 = 0.5 \) would fall into the dotted line (--------) as the gas becomes a mixture of second ions of mercury, first ions of neon and electrons only. The curve of pure mercury \( (C^0 = 1) \) approaching the limit of the same dotted line as for \( C^0 = 0.5 \) is a mere coincidence stemming from the fact that the ionization potentials of neutral neon and singly ionized mercury happen to be nearly the same. However, it is of course true that any Rankine-Hugoniot curve will ultimately approach the ideal gas limit as \( p_1/p_0 \rightarrow \infty \).

Other quantities arising from the shock calculation for pure mercury (see Section 3B) are shown in Fig. 4. Plotted are the electron density, \( n_{el} \), and the temperature, \( T_1 \), both behind the primary shock \( (n = 1) \) as functions of \( r_0 \) for \( p_0 = 0.5, 1, \) and 5 cm Hg and \( T_0 = 473.2 \) °K and 673.2 °K. \( r_0 = 500 \), for example, corresponds to shock speed of
\[
U_1 = 3.131 \text{ mm/\mu sec} \text{ or } M_8 = 16.67 \text{ at an ambient temperature } T_0 = 473.2 \text{ °K; this is in the region of very strong shocks in pressure-driven shock tube practice. It is very interesting to see that for large } r_0 \text{ an effective way of raising the electron density is to increase not } T_0 \text{ but } p_0 \text{, while for small } r_0 \text{, } T_0 \text{ plays a role equal to that of } p_0 \text{ in controlling } n_{el}. \text{ This can be explained in the following manner: for small } r_0 \text{, i.e. for low } T_1 \text{, the degree of ionization is small but very sensitive to a variation in } T_1, \text{ resulting in the strong dependence of } n_{el} \text{ on } T_1 \text{ and, in}
\]
Figure 4. Electron densities and temperatures behind the $n = 1^{st}$ shock
turn, on $T_0$ as well as on $p_0$. For large $r_0$, i.e. for high $T_1$, the degrees of ionization are large but do not undergo any drastic change because of the upper bound of the $\alpha$'s, thus allowing $p_1$ to emerge as the only alternative left in changing $n_{el}$ by contributing to $n_{t_1}$. $p_1$ or $p_0$ for that matter is so effective in spite of the fact that for a given temperature the degrees of ionization decrease when the pressure increases, as seen in Fig. 7. Fig. 4 shows that the temperature, $T_1$, on the other hand, depends strongly on $T_0$ for an entire range of $r_0$. It is of great significance that the pressure driven shock tube can produce thermal plasmas with electron densities rising as high as $10^{19}$ cm$^{-3}$.

In order to see the thermal behavior of mercury plasma irrespective of any specific shock, quantities such as the partition functions $Z_{\text{HgI}}$, $Z_{\text{HgII}}$, $Z_{\text{HgIII}}$, and the effective degrees of freedom $f_{\text{EHgI}}^*$, $f_{\text{EHgII}}^*$, $f_{\text{EHgIII}}^*$ are calculated as functions of $T$ for a given set of pressures and plotted in Figs. 5 and 6. As discussed in section 3 of this chapter, these quantities for an atom and its ionic derivatives are dependent on $p$ via the cut-off of discrete energy levels due to interactions with neighboring particles. As the pressure increases, the electronic partition function generally decreases, as shown in Fig. 5, due to the fact that the number of physically possible ways of distributing the atoms over the electronic states decreases because the available discrete levels are reduced by the increasing number of
Figure 5. Electronic partition functions of neutral and ionized mercury
Figure 6. Electronic degrees of freedom of neutral and ionized mercury.
perturbing particles (charged or not charged) in the neighborhood of the atom or ion in question. Similarly do the electronic degrees of freedom \( f_{\text{EHgI}} \), \( f_{\text{EHgII}} \), and \( f_{\text{EHgIII}} \) decrease as shown numerically for neutral and ionized mercury in Fig. 6. For \( f_E = 3 \) one can say that the electronic and translational modes are being excited at the same rate (recall the definition of \( f_E \) in (II.9)). The fact that \( f_{E1,2} \) becomes very large at high temperatures is actually immaterial because by then most of the species \( n_2 \) will have been ionized.

Plotted in Fig. 7 are the degrees of first and second ionizations of mercury. The pressure dependence of the \( \alpha \)'s comes 1) from the pressure explicitly appearing in the right hand sides of equations (II.34) and (II.35), and ii) from the lowering of ionization potential which in turn depends implicitly upon the pressure. It is worthwhile to notice that for low pressure the curves of first and second ionizations are well separated, but for high pressure they overlap each other. Though dealt with separately, quantities plotted in Figs. 5, 6, and 7 are strongly interdependent and no single one of them can be evaluated independently. The whole process of iterative method described in section 3 of this chapter has been employed in the calculation.

Lastly the equation of state for high temperature mercury gas
Figure 7. Degrees of ionization of mercury
\[
\frac{p}{\rho} = (1 + \alpha_{Hg1} + \alpha_{Hg1} \alpha_{Hg2}) \frac{kT}{m_{Hg}}
\]  

(II.47)*

is plotted in Fig. 8. Again the pressure dependence is present through \( \alpha \)'s. Furthermore, the linearity between \( p/\rho \) and \( T \) drifts from the ideal gas limit to the first ionization limit and then to the second ionization limit as the temperature increases. This is to say that the fraction of energy stored in the translational mode increases drastically as the ionization becomes active because the free electron thus released add substantially to total particle number density \( n_t \), resulting in a sharp rise of the pressure.

* It should be observed that this equation of state is equivalent to eq. (II.5).
Figure 8. Equation of state in mercury gas
CHAPTER III

FLUID-DYNAMICAL EXPERIMENTS

1. Introduction

The objective of this chapter is to study the overall performance of the heated shock tube as a new fluid-dynamical device, and to examine the detail of shock-induced high temperature flow in the hope of evaluating its usefulness as a spectroscopic source and pinpointing its drawbacks, if any, together with remedies.

The heated shock tube and accessory equipment are briefly described in Section 2, followed by a broad sketch of shock tube flows in Section 3. Also reported is a novel observation of the reflected shock bifurcation in the monatomic gas of mercury. In Section 4 detailed quantitative analyses of the boundary layers in the flows \((n = 2)\) are presented and empirical relations descriptive of respective flows are obtained. A theoretical model of the bifurcation is formulated and applied to other monatomic gases via numerical calculations in Section 5.

The entire analysis depends heavily on measured shock speeds and thermodynamic variables calculated from them via the shock theory discussed extensively in Chapter II. Most of the quoted data and discussion refer to pure mercury gas. Cases of neon-mercury mixtures are mentioned accordingly. For the constructional detail of the heated shock tube, the reader is referred to the reports by Kim and Laporte\(^{31}\) and
by Kim.$^{30}$

2. Description of Equipment

Fig. 9 shows schematically a sideview of the entire heated shock tube. It consists of three major parts: the main shock tube, the cylindrical furnace surrounding it, and the large outer tube within which they both are contained.

The main shock tube is constructed entirely of stainless steel, type 304. The expansion tube consists of five sections and two interchangeable test sections that are made of seamless rectangular tubing with inner dimensions 1.510" x 2.560", wall thickness 0.375", and inner corner radius 0.300". The total length of the expansion tube is 144.75". The inner surface of the entire expansion tube is highly polished with a specially designed tool. The interior of the test section is treated with molten sodium dichromate to reduce the surface reflectance. The sections are assembled so as to be vacuum and high pressure tight by squeezing nickel-plated copper gaskets between each pair of matching flanges. The quartz windows are sealed onto the test sections using O-rings of stainless steel and monel. Direct contact between optical quartz and metal O-rings is avoided by inserting a thin
Figure 9. Schematic drawing of the heated shock tube
The compression tube is made of 48" long tubing of the same kind as the expansion tube, enclosed within another cylindrical steel tubing of 6" diameter. The space between the two tubings is filled up with refractory cement. Copper or aluminum sheets, 0.050" to 0.080" thick, are used as diaphragm material. Due to the fact that the diaphragms are held within a pair of matching circular grooves cut in the flanges, no additional gaskets are needed. The diaphragms are scored diagonally in the usual way. The entire tube proved to be well sealed from the vacuum of $5 \times 10^{-5}$ torr to the high pressure of 1000 psi. The compression tube can be filled with H$_2$, He, or N$_2$ to 2,500 psi (170 atm) by means of a remote-controlled high pressure system.

The cylindrical furnace of 8" inner diameter is divided into six individually controlled electrical heating units, each with Chromel "C" #16 wire windings. The maximum total power is rated at 20 KW, making it possible to raise the shock tube temperature from room temperature to 400 °C in five hours. The furnace is wrapped with fiberglass insulation and placed within an outer tube of 1¼" inner diameter. The outer tube likewise consists of sections and is wrapped again with fiberglass and asbestos insulation to an outer diameter of 1¾". For safety reasons the pressure in the outer tube may be kept at a subatmospheric level.

Fig. 10 shows the completed shock tube in operation. Shown in Fig. 11 are the vacuum system connected ultimately
Figure 11. Vacuum system and gas-mixing complex
to the main shock tube and the gas mixing complex for the handling of all non-mercuric gases.

The mercury reservoir is installed within the furnace and connected to the expansion tube via a set of all-metal valves. The pressure of mercury gas in the expansion tube is measured for each shot with a stainless steel sylphon bellows gauge which is also installed within the furnace. This gauge is designed on the following principle: the space within the bellows is exposed only to the mercury gas present in the expansion tube, resulting in the expansion of the bellows along its axis. This can be counteracted by the build-up of air within another vacuum-tight chamber which houses the bellows. The change in the pressure of air needed to bring the bellows back to the initial position when no mercury was present is a measure of the mercury gas pressure. It is independent of the temperature gradient in the air as long as the air pressure is kept high.

In locating the initial position of the bellows, an insulated electrical feedthrough mounted on the outer chamber is put to make a gentle contact with the top of the bellows when both sides of the bellows are pumped to vacuum. A very weak current is allowed to flow through the contact. The pressure outside the bellows is then raised slowly until the current drops to, for instance, one half of the initial current when the electrical contact was firm. This pressure reading obtained constitutes the zero point in pressure measurements that follow.
When mixing mercury and other gases, another small metal container is employed to temporarily keep pre-mixed non-mercuric gases (prepared outside) at an appropriate pressure. After the mercury gas has filled the tube, the mixture in the container is released into the tube and the final total pressure is measured with the bellows gauge. The concentration of each component is thus accurately determined.

Diagnostic equipment consists of two rotating drum cameras, three grating spectrographs, one prism spectrograph, photomultipliers, and various chronograph counters. One rotating drum camera is used for the wave speed picture and aims normally at a long, narrow slit, either horizontal or vertical, mounted on the test window. An additional optical arrangement is made in such a manner that an oblique view of the shock is recorded in the same rotating drum camera as that which takes the normal wave speed pictures (see Fig. 13). Shock speeds are measured from wave speed pictures and checked often with photomultiplier measurements. The maximum error in a measured shock speed is 2%, owing to the inaccuracies in drum speed measurement (1/4%) and in reducing necessary parameters from the wave speed pictures. Spectrographs render possible the recording of spectral lines ranging from 2400 Å to 8000 Å, all time-resolved to the order of a microsecond, either photographically or photoelectrically.
3. General Observations

Many shocks in mercury gas have been generated and observed, their shock Mach numbers ranging from 4 to 16 and the initial temperature varying from 200⁰ to 320⁰C. When the pressure ratio $p_1/p_0$ across the primary ($n = 1$) shock front is related to the initial pressure ratio, $p_c/p_0$, before firing, one obtains the plot of Fig. 12 for two different driver gases—namely, hydrogen and helium. Also plotted and compared in the figure are the theoretically predicted relations. The familiar disagreement between theoretical and experimental values is attributed to the fact that the opening of the diaphragm is not abrupt enough to establish a well-defined pressure discontinuity and the shock attenuates while moving downstream indirectly due to boundary layer growth. This latter fact is confirmed here by using two different lengths of the expansion tube as shown in the figure.

Figure 13a shows typical wave speed pictures (normal view) of the primary and reflected shocks in pure mercury gas, where measured initial conditions together with calculated variables pertaining to Fig. 13a are as listed in Table III.
Figure 12. Shock strengths as a function of initial pressure ratio
Figure 13. Wave speed pictures
a) Normal view and b) Oblique view
### Table III.

Shock Variables Pertaining to Wave Speed Pictures of Fig. 13a (MHgVIII-11)

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_0$</td>
<td>$502.9\ \text{oK}$</td>
<td>$T_1$</td>
</tr>
<tr>
<td>$p_0$</td>
<td>$1.953\ \text{cmHg}$</td>
<td>$p_1$</td>
</tr>
<tr>
<td>$U_1$</td>
<td>$1.457\ \text{mm/\mu s}$</td>
<td>$n_{e,1}$</td>
</tr>
<tr>
<td>$U_2$</td>
<td>$0.225\ \text{mm/\mu s}^a$</td>
<td>$u_1$</td>
</tr>
</tbody>
</table>

It will be noticed that the point on the endwall where the primary shock terminates and the point where the strong luminosity due to the first reflected shock ($n = 2$) begins do not coincide. However, when an additive such as tetramethylsilane ($\text{Si(CH}_3)_4$) is used (less than 0.06%), the wave speed picture shows the sharp luminosity at the position of the primary shock front.* In Fig. 13a, since no tetramethylsilane was used and since the tube was baked

---

*a. Measured at the instant of reflection at the endwall.

b. $u_1 = U_1(1 - \frac{\rho_0}{\rho_1})$

c. $u_2 = \frac{u_1 - U_2(\frac{\rho_2}{\rho_1} - 1)}{\frac{\rho_2}{\rho_1}}$

* The sharp luminous line in the usual luminous shock tube was found to be mainly due to the transient molecular spectrum of $\text{O}_2$ coming from hydrocarbon additives (and wall impurities).$^{12,15}$
extensively, no luminous line is seen. A generally bright region follows the shock front some time later, and the delay is considered to be the ionizational relaxation\textsuperscript{12} of the shocked mercury gas. The relaxation time in shocked mercury gas has been measured for a variety of shock strengths, and the data will be analyzed in Chapter IV.

A close examination of Fig. 13a seems to show two reflected shocks, which we should like to explain as a bifurcation effect\textsuperscript{35} (see Fig. 16, which however will be discussed in more detail later). Fig. 13b (space direction reversed!) is a wave speed picture taken not at right angles to the flow, but at an angle of $15^\circ$ from the normal. In Fig. 13a the spreading legs of the bifurcated shock on the side wall can be seen as apparently two reflected shocks, while in Fig. 13b the diminishing size of the main or normal reflected shock shows up clearly as a diminishing bright triangle. This shock disappears completely even before the encounter with the interface. This explanation is consistent with the fact that many mercury lines are strongly reversed in this region, indicating that the forked portion of the reflected shock has a more complicated structure than the simple discontinuity and the region behind the bifurcated shock is possibly even turbulent. Furthermore, it implies that the flow behind the primary shock has a growing boundary layer—growing much faster than expected in the monatomic gas. This in turn agrees well with the observation that, in the time trace of the spectral intensity in the strong
primary shock region, the intensity plateau reached after the relaxation period is maintained briefly and then deteriorates rapidly.

Many different tests have been made in order to pinpoint the possible cause of bifurcation. It was learned that the length of the expansion tube plays no significant role and neither do the initial pressures. The roughness of the inner surface of the test section and the geometry of the test window mounting seem to be somewhat responsible, but only to a limited extent. However, it has been seen possible to remove the bifurcation by either going for the weaker shocks in pure mercury gas or diluting the mercury gas with an inert gas such as neon. What it amounts to here is that the bifurcation in the monatomic gas of mercury, which is novel in itself, is dependent indirectly on the equilibrium temperature of the flow behind the primary shock, mainly through the ionization of the shocked gas. More about this point will be in Section 5.

For \( M_s > 6.5 \), the reflected shock speed, \( U_2 \), never exceeded 20% of the primary shock speed, \( U_1 \), owing to the strong ionization in this region and the energy loss to the endwall as expected. The empirical fact that for a given ratio, \( p_c/p_0 \), a longer reflected region is attained the greater the pressure, \( p_0 \), is not realized in the case of mercury because in most cases the significant range of the reflected shock is limited by the bifurcation independently of \( p_0 \), rather than by the interface. And for
the same reason no distinctive re-reflected shock \((n = 3)\) at the interface is observed in the instances of strongly bifurcated shocks.

4. Quantitative Analysis of Shock Bifurcation

The analysis in this section centers around the previously mentioned shock bifurcation. As shown in Fig. 13b, the plane portion of the reflected shock diminishes when the shock moves away from the endwall, and one can in fact establish the size of the plane portion and relate it to a specific location via both Figs. 13a and b.

In concluding that the first reflected shock was bifurcated, a \(z-t\) diagram of the reflected shock proved to be useful, as shown in Fig. 14a. \(z\) is the vertical axis of the shock tube configuration. Fig. 14a was taken using a vertical slit mounted close to the endwall on the test section in contrast to Fig. 13 which utilized a horizontal slit. The side wall at the bottom is not seen by the rotating drum camera because of the round corner (corner radius of 0.300") of the rectangular tubing used. However, the figure shows quite clearly a "foot" preceding the reflected shock front near the side wall. It turns out that the "foot" grows as the shock moves away from the endwall. A \(y-t\) diagram is constructed for the reflected shock from Fig. 14a and shown in Fig. 14b. \(y\) is the axis along the line of sight which is perpendicular to the side wall facing the camera. Notice
Figure 14. Vertical slit pictures of a shock in mercury
that Fig. 14a and b differ by respective shock tube widths in the z and y directions. Fig.'s 13a, 13b, and 14b give a complete geometrical description of the reflected shock as a function of either the distance from the endwall or the time elapsed after the arrival of the primary shock at the endwall. \( AB \) in Fig. 13b and \( \overline{AB} \) in Fig. 14b are an identical measure of the plane portion of reflected shock along the y-axis at a given time, except that the first is an oblique view while the latter is a full view. Let us use \( y_2 \) to denote the depth \( \overline{BD} \) of the "non ideal" region of the \( n = 2^{nd} \) shock, measured from the side wall, i.e.,

\[
y_2 = \overline{BD} = \frac{1}{2}(38.4 - \overline{AB}), \tag{III.1}
\]

where measurements are to be made in \( \text{mm} \). Measured values of \( y_2 \) are plotted against \( x_2 \) in Fig. 15 for shocks listed in Table IV.

An inspection of Fig. 15 immediately reveals that \( y_2 \) is a quadratic function of \( x_2 \) to a good approximation. Of course, for \( y_2 < 1.0 \text{ mm} \), the uncertainty becomes too large for the quadratic relation to be conclusive. The proportionality constant is best expressed by variables \( u_1 \) and \( \gamma_1 \) of the \( n = 1^{st} \) region. \( \gamma_1 \) is the specific heat ratio and is calculated using eq. (III.4) derived in the next section and Appendix B. Thus one obtains an empirical formula

\[
y_2(x_2) = K \left( \frac{u_1}{\gamma_1} \right)^{\frac{1}{2}} x_2^{m} \tag{III.2}
\]
### Table IV
Variables of Shocks Used for Bifurcation Analysis

<table>
<thead>
<tr>
<th>No.</th>
<th>P₀</th>
<th>T₀</th>
<th>U₁</th>
<th>U₂₀</th>
<th>T₁</th>
<th>P₁</th>
<th>u₁</th>
<th>γ₁</th>
<th>P₂</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cm Hg</td>
<td>°K</td>
<td>mm/μsec</td>
<td></td>
<td>°K</td>
<td>cm Hg</td>
<td>mm/μsec</td>
<td></td>
<td>cm Hg</td>
</tr>
<tr>
<td>MHgVIII-11</td>
<td>1.953</td>
<td>502.9</td>
<td>1.457</td>
<td>0.225</td>
<td>8098</td>
<td>162.1</td>
<td>1.161</td>
<td>1.1992</td>
<td>791</td>
</tr>
<tr>
<td>-12</td>
<td>1.955</td>
<td>509.7</td>
<td>1.3571</td>
<td>0.236</td>
<td>7603</td>
<td>140.4</td>
<td>1.057</td>
<td>1.2345</td>
<td>616</td>
</tr>
<tr>
<td>-13</td>
<td>1.883</td>
<td>505.1</td>
<td>1.559</td>
<td>0.264</td>
<td>7390</td>
<td>124.3</td>
<td>1.089</td>
<td>1.2728</td>
<td>573</td>
</tr>
<tr>
<td>-14</td>
<td>1.822</td>
<td>502.3</td>
<td>1.560</td>
<td>0.236</td>
<td>8505</td>
<td>176.6</td>
<td>1.270</td>
<td>1.1744</td>
<td>957</td>
</tr>
<tr>
<td>-15</td>
<td>1.984</td>
<td>501.3</td>
<td>1.589</td>
<td>0.233</td>
<td>8640</td>
<td>200.4</td>
<td>1.297</td>
<td>1.1724</td>
<td>1099</td>
</tr>
</tbody>
</table>
Figure 15. Depths of the "non-ideal" region of bifurcated reflected shocks as a function of distances from the endwall.
where

\[ K = 0.192 \pm 0.015 \]

\[ l = 5.23 \pm 0.40 \]

\[ m = 2 \pm 0.13 \]

and the numerical constant, \( K \), may depend on the type of gas and the geometry of the shock tube.

In Fig. 16, the \( n = 2^{\text{nd}} \) shock profile (Series MHg VIII-12) is reconstructed for several values of \( x_2 \) from measurements of Fig. 13a and b. The angle \( \Theta(x_2) \) between the main shock plane and the "foot" increases with \( x_2 \), but their relation is not very clear partly due to large uncertainties in the region of small \( x_2 \). It should be noticed that \( y_2(x_2) \) is merely a trajectory of a point (B or A in Fig. 14b) on the edge of the reflected shock plane, which has no direct bearing on such questions as what the boundary layer profile in the \( n = 2^{\text{nd}} \) flow looks like at a given time. The flow behind the reflected shock will undergo a readjustment in the region along \( y_2(x_2) \) — that is, at a given time \( y_2(x_2) \) will be spread over an area bounded by dotted lines \( y_2' \) and \( y_2'' \) as shown in Fig. 16. (Note that plots of \( y_2' \) and \( y_2'' \) are merely qualitative illustrations.)

The notion that \( y_2 \) depends on \( u_1 \) and \( \gamma_1 \) may seem strange at first, but it becomes more plausible if one considers how the \( n = 2^{\text{nd}} \) shock is generated in the first place. The endwall of the shock tube at rest plays the role of a piston against the \( n = 1^{\text{st}} \) flow moving at a speed, \( u_1 \).
A thin layer (on the y-z plane) of the flow immediately behind the \( n = 1^{\text{st}} \) shock front will undergo a momentum exchange with the endwall and be bounced back to be encountered by the other such layers that follow. The net effect is that the flow is brought nearly to rest after the reflection and a "pile up" of molecules takes place, resulting in a sharp rise in pressure, temperature, and density far above the \( n = 1^{\text{st}} \) state. The extent of the discontinuity in these variables is determined solely by \( u_1 \) for a given gas, neglecting the internal dissipative
processes. As more molecules are trapped into this "pile up" at a specific state, its volume increases, i.e., the surface of discontinuity moves away from the endwall, thus becoming a reflected shock.

The moving surface continues to be a surface of discontinuity because the region behind the surface \( n = 2 \) is again supersonically separated from the region ahead, i.e.,

\[
U_2 + u_1 > \sqrt{\frac{\gamma_1 R T_1}{\sigma_1}}
\]

The surface will be plane if and only if the primary shock flow is uniform, i.e., \( \frac{\partial u_i}{\partial y} = \frac{\partial u_i}{\partial z} = 0 \) along an entire span of \( x \)-axis pertaining to the primary shock zone. If the boundary layer is to grow in the flow behind the \( n = 1^{st} \) shock to a substantial extent—that is, if the flow \( n = 1 \) consists of a central region where \( \frac{\partial u_i}{\partial y} = \frac{\partial u_i}{\partial z} = 0 \) and an outer region where \( u_1 \) is smaller than it is in the center and \( \frac{\partial u_i}{\partial y} = f_1(x, y, z), \frac{\partial u_i}{\partial z} = f_2(x, y, z) \), the reflected shock is bound to undergo a structural change as it moves upstream, because, as pointed out earlier, the reflected shock compression in each locality is fixed by \( u_1(x, y, z) \) and, as a result, the rate at which the volume of piled-up gas grows changes from point to point on the \( y-z \) plane. The portion of the reflected shock corresponding to the outer region of the \( n = 1^{st} \) flow with lower values of \( u_1 \) compresses less than the central portion, and consequently precedes the plane portion of the shock, forming a "foot", \( BC \), in Fig. 14b.
A detailed consideration of the bifurcation phenomenon makes it possible to draw rather definite conclusions concerning the build-up of the boundary layer in the flow behind the primary shock. It is intended to present these conclusions in a separate paper.

In view of the above discussion, it can be said that strongly bifurcated shocks are not suitable for generating a uniform spectroscopic source. The hot gas of the non-ideal region in the $n = 2^{nd}$ flow absorbs the radiation from the uniform gas of the central region, resulting in strong reversals at the line centers. The continuum radiation from the central region of a strong reflected shock especially is severely affected by reversal. Its absorption profile is very broad, supporting the notion that the gas in the non-ideal region is indeed highly excited, though it is not uniform and definitely cooler than in the central region. Much of this can be said of the $n = 1^{st}$ flow, even though the line reversal is not as severe as in the $n = 2^{nd}$ flow. Instead, a fast decline in line intensity after the plateau takes place as the "non-ideal" region begins to dominate the flow. The intensity decrease instead of strong reversal is a mere consequence of the difference in temperatures and pressures of the $n = 1^{st}$ and $n = 2^{nd}$ flows, i.e., spectral lines are broadened less in the $n = 1^{st}$ flow so that the absorption in the non-uniform region appears in a less conspicuous form—a rapid decrease in line intensity.
5. γ-Model of Reflected Shock Bifurcation in Monatomic Gases

Now that the details of flows behind the bifurcated shocks have been analyzed, it is of special interest to see if one can remove the shock bifurcation and if there is any distinctive rule which sets a pattern in the appearance of the reflected shock bifurcation in monatomic gases.

As pointed out in Section 3 of this chapter, it was possible to obtain reflected shocks free of bifurcation by 1) reducing the strengths of primary shocks in pure mercury gas so that equilibrium values of T₁ are of the order of 5,000 °K or less; and ii) reducing the mercury concentration in the neon-mercury mixture. "At what concentration of mercury does the bifurcation cease to appear?" is an involved question because there are yet many other variables which ultimately influence the final state behind the primary shock. However, it should be pointed out that in neon-mercury mixtures with mercury concentrations as large as 5%, strong shocks were generated with no trace of bifurcation for T₁ up to 6,000 °K.

The reflected shock bifurcation in di- and poly-atomic gases had been observed earlier by Hollyer\textsuperscript{35}, Mark\textsuperscript{36}, Strehlow and Cohen\textsuperscript{37}, Byron and Rott\textsuperscript{38}, and others. Gases dealt with ranged from N₂, O₂, NO, and CO₂ to mixtures of air-argon and N₂-argon. Most of these investigations were concerned with rather weak shocks, which at best were able to excite the vibrational modes in the shocked gas and to cause
some dissociations. Mark formulated a scheme which described the appearance of reflected shock bifurcation in terms of two critical Mach numbers—that is, the bifurcation would take place whenever the stagnation pressure of the laminar boundary layer in the primary shock flow seen in the reflected shock coordinate system becomes smaller than the equilibrium pressure behind the reflected shock. The critical Mach numbers are determined by the specific heat ratio, \( \gamma \), which was considered constant at first, of the polyatomic gas in question. The existence of the lower bound in shock Mach number was substantiated by experiments (Mark), while the upper bound beyond which the bifurcation was to disappear was not confirmed by any clear-cut evidence, the supposed explanation being that the upper bound would move up higher with decreasing \( \gamma \) due to the excitation of vibrational modes in the gas. Byron and Rott elaborated Mark's criterion and arrived at the conclusion that \( \gamma_2 \) was more critical than \( \gamma_1 \) in the appearance of the bifurcation, and for \( \gamma_2 \) less than 1.52 the bifurcation would be expected for all values of Mach number above 1.5 in all gases, with the specific exception of monatomic gases.

In the light of the development in the present investigation, certain assumptions underlying those earlier developments, such as the one asserting a completely laminar boundary layer in the \( n = 1^{st} \) flow throughout, are not completely acceptable. However, it is important that the specific heat ratio, \( \gamma \), has something to do with the presence of the reflected shock bifurcation, because \( \gamma \) seems to be the
only variable which can bring together the two categories of shock bifurcation—one taking place for weak shocks of low temperature in polyatomic gases and the other occurring in monatomic gas of mercury at high temperatures. The \( \gamma \) values of a monatomic gas can now become smaller than 5/3 because at high temperatures the energy can be stored in the gas internally by exciting the electronic mode and inducing the ionization. The search for one common variable which influences the shock bifurcation of both categories simultaneously of course stems from the assumption that they both are basically of an identical nature. The validity of this assumption is subject to further investigation. However, now that a greater portion of the total energy per particle is being stored in internal modes rather than in the translational mode at high temperatures, it is quite plausible to say that under these conditions variables such as the flow speed \( u_1 \) and \( T_1 \) are readily affected, for instance, by a disturbance caused by the wall at \( T_0 \), where the intensity of the disturbance is dependent on the total average energy of a particle in the free stream. \( \gamma \) is a measure of what fraction of the total energy exists as an internal energy in contrast to the translational energy.

The specific heat ratio, \( \gamma \), can be written as

\[
\gamma = \frac{c_p}{c_v} = \left( \frac{\Delta h}{\Delta T} \right) / \left( \frac{\Delta e}{\Delta T} \right)
\]

(III.3)
where the specific enthalpy, $h$, and the specific internal energy, $e$, are defined by eq.'s (II.15) and (II.18) respectively. For doubly ionized gases, one obtains

\[
\gamma \left\{ 3(1+\alpha_1+\alpha_1\alpha_2) + \alpha_1(1-\alpha_1) \left( \frac{5}{2} + \frac{\chi_1}{kT} + \frac{f_{EII}}{2} - \frac{f_{EI}}{2} \right) \left[ \frac{3}{2} (1+\alpha_2) \right. \\
- (2\alpha_1 - \alpha_2 + 2\alpha_1\alpha_2) f_{EII} + (1+2\alpha_1)(1-\alpha_2) f_{EII} \\
+ (\alpha_2 + 2\alpha_1\alpha_2 + 2\alpha_1\alpha_2^2) f_{EIII} + \frac{\chi_1}{kT} + \frac{\chi_2}{kT} \right) \\
+ \alpha_1 \alpha_2 \frac{(2+\alpha_1)(1-\alpha_1)}{(1+2\alpha_2)} \left( \frac{5}{2} + \frac{\chi_2}{kT} + \frac{f_{EIII}}{2} - \frac{f_{E}}{2} \right) \left[ \frac{3}{2} + (1-\alpha_1) f_{EII} \right. \\
- (1+2\alpha_1\alpha_2) f_{EII} + (1+\alpha_1+2\alpha_1\alpha_2) f_{EIII} + \frac{\chi_2}{kT} \left. \right] \right\} \\
= 5(1+\alpha_1+\alpha_1\alpha_2) + \alpha_1(1-\alpha_1) \left( \frac{5}{2} + \frac{\chi_1}{kT} + \frac{f_{EII}}{2} - \frac{f_{EI}}{2} \right) \left[ \frac{5}{2} (1+\alpha_2) \right. \\
- (2\alpha_1 - \alpha_2 + 2\alpha_1\alpha_2) f_{EII} + (1+2\alpha_1)(1-\alpha_2) f_{EII} \\
+ (\alpha_2 + 2\alpha_1\alpha_2 + 2\alpha_1\alpha_2^2) f_{EIII} + \frac{\chi_1}{kT} + \frac{\chi_2}{kT} \right) \\
+ \alpha_1 \alpha_2 \frac{(2+\alpha_1)(1-\alpha_1)}{(1+2\alpha_2)} \left( \frac{5}{2} + \frac{\chi_2}{kT} + \frac{f_{EIII}}{2} - \frac{f_{EI}}{2} \right) \left[ \frac{5}{2} + (1-\alpha_1) f_{EII} \right. \\
- (1+2\alpha_1\alpha_2) f_{EII} + (1+\alpha_1+2\alpha_1\alpha_2) f_{EIII} + \frac{\chi_2}{kT} \left. \right] \right\} 
\]

(III.4)
where it is assumed that

\[ |f_{Ez}^2 - \left< \frac{2E_{Ez}}{kT} \right>^2| \ll f_{Ez}, \quad z = \bar{I}, \bar{II}, \bar{III}, \ldots \]

See Appendix B for the complete derivation. \( \chi \) of ionized mercury is calculated using eq. (III.4) for \( p = 50, 500, \) and 5,000 cm Hg, and is plotted in Fig. 17. The pressure dependence of \( \chi \) originates mainly from that of the \( \alpha \)'s via equations of ionization equilibrium (see Chapter II). Dips in the plot of \( \chi \) correspond to respective ionizations and the separation in the temperature scale between two neighboring minima of \( \chi \) is determined roughly by the ratio of ionization potentials concerned. Note that once the ionization becomes active the change in \( \chi \) is more strongly influenced by the ionization rather than the electronic excitation. Recalling that in the pressure range of shock tube flows the successive degrees of ionization of mercury overlap considerably (see Fig. 7), the return of \( \chi \)-values to 5/3 in between consecutive ionizations seems unlikely, and it indeed proves to be the case as shown in the figure. \( \chi \) continues to fluctuate more or less around 1.2 as \( T \) increases beyond 7,000 \( ^{\circ}\)K.

According to the \( \chi \)-model of reflected shock bifurcation, it appears extremely unlikely that the bifurcation will disappear at all at higher temperatures, i.e., for stronger shocks in mercury. In fact, the reflected shock bifurcation had been observed for all shocks in pure mercury gas whose equilibrium temperature, \( T_1 \), exceeded 6,000 \( ^{\circ}\)K, and it began to disappear as \( T_1 \) decreased below approximately 5,000 \( ^{\circ}\)K.
Figure 17. Calculated specific heat ratios for mercury, xenon, and cesium as a function of temperature
Similar calculations were made for xenon as shown also in Fig. 17. It shows that if the \( \chi \)-model works properly for mercury one should expect the bifurcation to happen for strong shocks in xenon. Such shots in research grade xenon were made in the luminous shock tube of this laboratory (used earlier by Turner, Doherty, Wilkerson, Charatis, and Brown), and the bifurcation in xenon was observed. In order to confirm earlier observations of the bifurcation in polyatomic gases, strong shocks (all luminous in this case) in air and air-neon mixtures were generated in the luminous and heated shock tubes and all showed the reflected shock bifurcation.

One may conclude at this point that the specific heat ratio of an ionized gas will remain for large temperature intervals far smaller than 5/3 if successive ionization potentials of the atom are not very much different from each other as is the case for mercury and xenon; therefore bifurcation will persist. The experimentally established method of removing the bifurcation (by means of depressing the ionization) is not very significant in view of the fact that one of the main objectives of the present investigation is to find a source of very high temperature in a local thermodynamic equilibrium. Instead, a search for another heavy evaporable element expressly with widely separated first and second ionization potentials led us to cesium as a shock medium. Its first and second ionization potentials are 3.893 and 23.45 eV, respectively, and as one sees they differ from each other much more than the corresponding values
for mercury, which are 10.434 and 18.75 ev. \( \gamma \) for cesium has been calculated accordingly and is plotted in Fig. 17. \( \gamma \) undergoes a sharp drop at about 4,000 °K (not shown in the plot) and resumes the value of 5/3 from 5,000 °K to 15,000 °K. It appears possible to generate a strong shock in cesium gas free of any fast-growing boundary layer, which produces a high density, high temperature (5,000 °K to 15,000 °K) plasma in a local thermodynamic equilibrium consisting only of the first ions of cesium and electrons behind the primary shock. This would make it possible to have an even denser and hotter plasma behind the reflected shock, free of the bifurcation.

It is proposed to undertake an investigation of shocks in pure cesium, involving a heated shock tube capable of functioning at an ambient temperature of 600 °C or higher. Bits of technical know-how and constructional materials employed in the present heated shock tube should prove useful and nearly sufficient for such a new project. It would constitute a decisive test of the validity of our understanding of the reflected shock bifurcation in ionized monatomic gases.
CHAPTER IV

IONIZATIONAL RELAXATION IN SHOCKED MERCURY GAS

1. Introduction

In Chapter II it was pointed out that the shocked gas undergoes a period during which the system is initially far removed from complete local thermodynamic equilibrium but approaches it gradually. In other words, after the shock has passed, it is possible to speak of several different "effective temperatures" pertaining to various species (atoms, ions, and electrons) and internal modes (atoms and ions in various electronic states). Generally speaking, the length of the relaxing period depends on the characteristic energies and the effectiveness of the collisions that carry out the energy equilibration among all particles.

The ionizational relaxation in shocked mercury gas in particular takes place for the following reason: at an equilibrium temperature of 11,000 °K behind a typical strong shock in pure mercury the average translational energy is approximately 1 eV, which is far too small to knock an orbital electron of a mercury atom in the ground state over the potential barrier of 10.434 eV. The number of particles having energies as high as 10.434 eV amounts to only one per $e^{9.4}$ particles with the average energy, while the equilibrium degree of ionization is expected to be over 45% for $p = 100$ cm Hg. Therefore, a large number of neutral mercury atoms need to undergo many elastic collisions to
accumulate enough energy before scoring the ionizing collisions—a process which takes time because the collision frequency is finite and determined by the equilibrium condition.

It has become generally known through studies by a few earlier investigators\textsuperscript{33,40} that the ionization equilibrium in a shocked gas comes about by two different processes: i) the atom-atom collisions and ii) the electron-atom collisions. The electron-atom process is known to be more effective in ionizing a gas than the atom-atom process, but this process can take place only when the gas contains a sizable number of electrons initially. Naturally, the first process is considered to play the role of supplying electrons at a rather slow rate,* and it turns out that it decisively dominates the rate of ionization as long as the electron density stays less than $10^{-5}$ times** the number density of atoms; the second becomes fully rate-controlling as the electron density*** goes beyond $10^{-3}$ times the atom density. In the intermediate region the two processes are mixed and more or less equally active.

* There are indications that the atom-atom process is not the only mechanism which supplies electrons necessary for the electron-atom process to become active. See Section 3.

** This figure is so conservative an estimate that the chance of the other process occurring concurrently is practically non-existent.

*** A time-dependent density during the relaxing period—not the equilibrium density.
Since the average particle energy is much lower than the ionization potential and since there are also many intermediate electronic levels in an atom, it is very possible that each of the two previously mentioned processes consists of two or more steps leading to the ionization. Earlier measurements\textsuperscript{41} of the ionizational relaxation times in shocked gases such as argon, krypton, and xenon pertaining strictly to the atom-atom collisions show that a two-step process is actually taking place, the first step being the excitation of the atom from the ground state to an intermediate excited state and the second leading the atom in the excited state to ionization. The intermediate potential for each case coincides well with the group of first excited states above the ground state. Another experiment\textsuperscript{42} on cesium-argon mixtures (argon constituting more than 97\% of the mixture remains practically neutral) shows that the same holds true for the electron-atom process. The present experiment on mercury strongly supports the indications stated thus far as will be discussed in detail in the following sections.

2. Measurements of the Ionizational Relaxation Time in Mercury

Measuring the ionizational relaxation time utilizing the shock tube is relatively easy and free of complications because 1) the strong shock "turns on" a high temperature in the gas of interest, establishing a translational
equilibrium among all atoms approximately within 0.01 μsec; \(^{33}\)
ii) the ionization is the slowest of all internal excitations; and
iii) yet the ionization and electronic excitations are so closely related that
the progress of ionization can be monitored by means of the time-dependent
light intensity of emission from the shocked gas.*

It is often observed that impurities may obscure the whole phenomena through
the violation of the point iii) above. In this respect the heated shock tube is
especially appropriate for this type of investigation because the impurity level
can be kept low through an extensive baking and pumping.

Fig. 18a is a schematic reproduction of typical wave speed pictures for shocks in
pure mercury. The region between the shock and luminosity fronts corresponds
to the relaxing period of ionization because in pure mercury there are only
three modes of excitation—translational, electronic, and ionizational. In view of
the fact that the flow speed is lower than the shock speed, i.e., from eq. (II.10)

\[
\frac{V_t}{V_o} = \frac{U_t - U_0}{U_t} = \frac{\rho_o}{\rho_t}
\]

(IV.1)

the spacing, \(\Delta t\), between the two fronts along the time axis
is not the relaxation time, \(\tau\), itself but gives rise to \(\tau\) itself
in the following manner: noting that in Fig. 18a the group

* In the case of low electron density (< \(\text{10}^{13}\) cm\(^{-3}\)) the microwave reflection-transmission technique can be used. \(^{41}\)
a) Wave speed pictures and ionizational relaxation time

b) Relaxation time and intensity profile (in time)

Figure 18. Illustration of ionizational relaxation time in relation to flow variables and intensity
of particles at b was shocked earlier at a, one may write

\[(t_f - t_s) : \Delta t = t_f : \gamma\]

to obtain

\[\gamma = \frac{U_1}{U_1 - u_1} \Delta t = \frac{\rho_1}{\rho_0} \Delta t \quad \text{(IV.2)}\]

where

\[U_1 = \frac{x_1}{t_s}, \quad u_1 = \frac{x_1}{t_f}\]

In Fig. 13a, an actual wave speed picture exhibiting the relaxation time is shown. The primary shock front is not visible in the case of pure mercury gas in the heated shock tube, providing strong evidence that the impurity level is low.* However, the reflected shock front can be identified at the endwall, thus making it possible for one to locate the primary shock front and in turn to measure \(\Delta t\). The ionizational relaxation time associated with the reflected shock is very short because \(T_2\), the temperature behind it, is higher than \(T_1\), the temperature behind the primary shock. Also the reflected shock front goes through a medium which has a substantially large number of electrons provided by the primary shock.

Recalling the processes of ionization described earlier,

* The primary shock front in the luminous shock tube is visible due to the molecular spectra of impurities. These have very short relaxation times.
one can write approximately

\[ \tau = \tau_{A-A} + \tau_{e-A} \]  \hspace{1cm} (IV.3)

where \( \tau_{A-A} \) stands for the period of the atom-atom process, and \( \tau_{e-A} \) for that of the electron-atom process. Fig. 18b shows (only schematically!) a tracing of the spectral intensity across the shocked zone along the time axis. The shock front is presumed to be at the origin of the t-axis. The solid line shows a typical time-resolved intensity profile* for the pure shocked mercury gas. The intensity plateau is briefly maintained, indicating that the establishment of an equilibrium distribution is complete, and decreases steadily due to the boundary layer growth as extensively described in Chapter III. Notice that the so-called radiation overshoot which is commonly observed in luminous shock tube experiments is absent in the present case. It occurs when the upper levels of atoms become temporarily overpopulated beyond the equilibrium population due to the presence of impurities sizable in number density in comparison with the density of emitting atoms (its detailed mechanism will be discussed in the following section). The absence of radiation overshoot constitutes further evidence of the very low impurity level in the heated shock tube.

* Note that the white light from shocked mercury has practically the same profile as that of any neutral mercury line (at least in the visible region), meaning that the shock excitation of electronic modes is indiscriminatory. This check was made by taking wave speed pictures through a number of interference filters.
Also shown in the figure is the electron density, its increase being closely represented by the spectral intensity rise. When \( \frac{n_e(t)}{n_{Hg}^0} \) begins to exceed \( 10^{-3} \) as a result of, e.g., the atom-atom process, the electron-atom process is likely to take over and continue to produce mercury ions until

\[
\frac{n_e(t)}{n_{Hg}^0} \rightarrow \frac{n_{e1}}{n_{Hg}^0} = \chi_{Hg1}
\]

All together thirteen shots in pure mercury were used to determine the pattern of ionizational relaxation as a function of thermodynamic variables, which are listed in Table V. The plot of \( \gamma \) versus \( 1/T_1 \) in Fig. 19 yields a straight line and shows hardly any dependence of \( \gamma \) on such variables as \( p_1, n_{Hg}^0, \) and \( n_{e1} \), despite the fact that each of these variables varies extensively. The slope of the straight line gives rise to the so-called activation energy of the ionizational relaxation, i.e.,

\[
\gamma = \text{const.} \cdot n_{Hg}^{o - \delta} e^{\frac{E_a}{kT}}
\]  

(IV.3)

where the activation energy is found to be

\[
E_a = 4.88 \pm 0.28 \text{ eV}
\]

and

\[
\delta = 0.00 \pm 0.04
\]

\( \delta \) in particular is found by plotting \( \gamma e^{-E_a/kT} \) versus \( n_{Hg}^0 \).
<table>
<thead>
<tr>
<th>Series</th>
<th>$P_0$ (cmHg)</th>
<th>$T_1$ (°K)</th>
<th>$P_1$ (cmHg)</th>
<th>$P_1/P_0$</th>
<th>$n_0^{\text{HgI}}$ (cm$^{-3}$)</th>
<th>$n_{el}$ (cm$^{-3}$)</th>
<th>$\gamma$ (μsec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MHgVIII-7</td>
<td>1.103</td>
<td>7818</td>
<td>88.24</td>
<td>4.902</td>
<td>1.069 x 10$^{18}$</td>
<td>3.70 x 10$^{16}$</td>
<td>11.221</td>
</tr>
<tr>
<td>8</td>
<td>1.112</td>
<td>8214</td>
<td>103.1</td>
<td>5.322</td>
<td>1.146</td>
<td>5.85</td>
<td>9.069</td>
</tr>
<tr>
<td>9</td>
<td>1.091</td>
<td>8236</td>
<td>101.5</td>
<td>5.362</td>
<td>1.123</td>
<td>5.93</td>
<td>8.02</td>
</tr>
<tr>
<td>10</td>
<td>1.162</td>
<td>8313</td>
<td>110.9</td>
<td>5.425</td>
<td>1.217</td>
<td>6.27</td>
<td>9.722</td>
</tr>
<tr>
<td>11</td>
<td>1.953</td>
<td>8098</td>
<td>162.1</td>
<td>4.913</td>
<td>1.856</td>
<td>6.62</td>
<td>11.143</td>
</tr>
<tr>
<td>12</td>
<td>1.955</td>
<td>7603</td>
<td>140.4</td>
<td>4.515</td>
<td>1.742</td>
<td>3.57</td>
<td>18.679</td>
</tr>
<tr>
<td>13</td>
<td>1.883</td>
<td>7390</td>
<td>124.3</td>
<td>4.383</td>
<td>1.548</td>
<td>2.81</td>
<td>18.908</td>
</tr>
<tr>
<td>14</td>
<td>1.822</td>
<td>8505</td>
<td>176.6</td>
<td>5.380</td>
<td>1.890</td>
<td>1.02 x 10$^{17}$</td>
<td>7.979</td>
</tr>
<tr>
<td>15</td>
<td>1.984</td>
<td>8640</td>
<td>200.4</td>
<td>5.484</td>
<td>2.104</td>
<td>1.22</td>
<td>5.758</td>
</tr>
<tr>
<td>16</td>
<td>1.166</td>
<td>10493</td>
<td>254.3</td>
<td>8.535</td>
<td>1.902</td>
<td>4.23</td>
<td>2.140</td>
</tr>
<tr>
<td>17</td>
<td>0.5704</td>
<td>10962</td>
<td>172.1</td>
<td>10.205</td>
<td>1.093</td>
<td>3.97</td>
<td>1.733</td>
</tr>
<tr>
<td>21</td>
<td>1.240</td>
<td>10347</td>
<td>259.7</td>
<td>8.372</td>
<td>1.994</td>
<td>4.21</td>
<td>2.240</td>
</tr>
<tr>
<td>22</td>
<td>1.688</td>
<td>8244</td>
<td>148.9</td>
<td>5.142</td>
<td>1.661</td>
<td>7.36 x 10$^{16}$</td>
<td>9.411</td>
</tr>
</tbody>
</table>
Figure 19. Ionizational relaxation times as a function of equilibrium temperatures.

SLOPE—ACTIVATION ENERGY:

\[ E_a = (5.66 \pm 0.33) \times 10^4 \text{ oK} = 4.88 \pm 0.28 \text{ eV} \]

ALL MEASUREMENTS ARE FOR PURE MERCURY
being zero is not exactly an obvious outcome because one tends to think that the greater the number of particles, the more frequent the ionizing collisions would get, thus speeding up the ionizational relaxation. In order to explore the matter further, mercury-neon mixtures were used as the shock medium, the mercury concentration varying from 4 to 50%. Over the temperature range \( T_1 \) of 6,900\(^\circ\) to 8,400 \(^\circ\)K the value of activation energy remained unchanged and practically the same as for the case of pure mercury. But \( \delta \) -value showed a distinctive dependence on the equilibrium electron density, which are summarized as follows:

\[
\delta = 0.86 \pm 0.11 \text{ for } n_e = (4 \sim 5.2) \times 10^{15} \text{ cm}^{-3}
\]

where \( n^0_{Hg} \) varied from \( 4.4 \times 10^{16} \) to \( 1.3 \times 10^{17} \) cm\(^{-3}\), and

\[
\delta = 0.39 \pm 0.09 \text{ for } n_e = (1.4 \sim 3) \times 10^{16} \text{ cm}^{-3}
\]

with \( n^0_{Hg} \) ranging from \( 9.3 \times 10^{16} \) to \( 6.3 \times 10^{17} \). Throughout the runs of mixtures a small amount of tetramethyilsilane (0.046 to 0.069%) was added in the shocked zone in accordance with the requirements for flow variable measurements.

3. Interpretation of Results and Comparison with Other Related Experiments

In their investigation of the ionization rate of argon, krypton, and xenon, Harwell and Jahn\(^{41}\) treated the atom-atom collisions as the sole mechanism of ionization by choosing
the shock variables in such a way that the equilibrium electron density was of the order of $10^{13}$ cm$^{-3}$ or lower. Incidentally, $10^{13}$ cm$^{-3}$ also represents the upper limit to the microwave technique of measuring electron density, which Harwell and Jahn employed. Their findings are noteworthy, though hardly unique: 1) for all three elements the measured activation energy embraces unmistakably a number of first excited states of each element, indicating that the atom-atom collision for ionization is very likely to be a two step process, at least in the case of the noble gases; and ii) the dependence of the ionization rate on the number density of atoms is "nearly" quadratic, or the ionizational relaxation time is inversely proportional to the number density of atoms.

Somewhat earlier Haught$^{42}$ reported his observation of ionizational relaxation of cesium using shocks in cesium-argon mixtures (cesium concentration of 0.50 to 2.60%). For an electron density range of $2.0 \times 10^{15}$ to $8.5 \times 10^{15}$ cm$^{-3}$, the relaxation time attributed to the atom-atom process, $\gamma_{A-A}$, yielded $\delta = 0.61 \pm 0.05$, while $\gamma_{e-A}$ of the electron-atom process showed no remarkable pressure dependence, i.e., $\delta = 0.00 \pm 0.11$. $\gamma_{A-A}$ and $\gamma_{e-A}$ both shared one activation energy which was again in the neighborhood of first excited states of neutral cesium. $\gamma_{A-A}$ was greater than $\gamma_{e-A}$ by a factor of 1.6 to 4.4. In measuring $\gamma_{e-A}$, Haught identifies the radiation overshoot as the period of the electron-atom process as shown in Fig.18b, by argueing that the internal excitation responsible for the emission of spectral lines
is a faster process than the ionization so that once the electron-atom process begins to dominate, the upper level population of cesium temporarily exceeds the equilibrium population.

The indication from the present study is that the identification of $\gamma_{e-A}$ with the time span of the radiation overshoot is acceptable, but its reason given above is of doubtful nature. No radiation overshoot is observed in pure mercury, or in mixtures of neon and mercury, with the mercury concentration as low as 2%. To produce the radiation overshoot, let us take this 2% mercury and neon mixture and gradually add more and more of tetramethyldisilane. At first still no radiation overshoot will be seen. It is not until the tetramethyldisilane content reaches 10% of the mercury concentration (or 0.02% of neon) that this phenomenon is observable. One may speculate at this point that the rôle of impurities is dual, one being the excitation of emitting atoms to the point of overpopulation in upper levels through direct impurity-atom collisions during the electron-atom process, the other being the excitation through collision of emitting atoms with additional electrons* supplied by the impurities whose ionization rate is greater. However, the latter explanation is the likelier choice because at first the presence of neon, for instance, does not cause the

* The electrons thus freed from the impurity atoms during the electron-atom process of the emitting atoms will not quite have the chance to become highly energetic when they begin to interact with the emitting atoms.
radiation overshoot at any level of concentration, and
secondly, the impurity elements such as silicon and carbon
are indeed ionizable faster than mercury.* Also one should
observe that typical impurities in the luminous shock tube
are elements of low ionization potentials such as sodium
(5.138 eV), and potassium (4.339 eV), in contrast to the
emitting elements of higher ionization potentials such as
chromium (6.761 eV) and lead (7.415 eV) whose spectral lines
showed the radiation overshoot. 15,17

In Fig. 20 the energy level diagram for argon, krypton,
xenon, cesium, and mercury are shown in a normalized scale
through division by the respective ionization potential.
The measured activation energy $E_a$ is in each case indicated
by a small box of dotted lines surrounding a few of the first
excited states. It is clear from Fig. 20 that in each case
the activation energy closely agrees with the group of first
excited states. This is not a unique aspect for the inert
gas as was thought by Harwell and Jahn, but holds true for all
five elements. It should be noted especially that the ground
to first excited state energy gap in cesium amounts to only
35.6% of its ionization potential. None the less it is
important that the largest gap between two neighboring levels
is that of the ground to first excited states so that the

---

* The atomic species of silicon and carbon are made available
through the dissociation of tetramethylsilane. It is well
known that such a dissociation does not produce atoms in
the ground state alone, but it provides many atomic species
in excited states, making them even more favorable agents
in exciting the emitting atoms.
<table>
<thead>
<tr>
<th></th>
<th>HARWELL &amp; JAHN</th>
<th>HARWELL &amp; JAHN</th>
<th>HARWELL &amp; JAHN</th>
<th>HAUGHT</th>
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Figure 20. Energy level diagrams and activation energies of argon, krypton, xenon, cesium and mercury
population in the first excited states constitutes the majority of the population of all excited states. In other words, the rate at which the first excited states are populated will determine the ionization rate in the atom-atom process as well as in the electron-atom process.

Moreover, it is fair to conclude that the pressure dependence of the ionizational relaxation time is characteristic of the atom-atom process, whereas the electron-atom process was found previously to be independent of the pressure. In this context, the empirical relation of eq. (IV.3) can be understood as an indication that for equilibrium electron densities exceeding $3 \times 10^{16}$ cm$^{-3}$ the ionizational relaxation in shocked mercury gas is predominantly an electron-atom process. This is further substantiated by the results from the neon-mercury mixtures mentioned earlier, results which showed that as the equilibrium electron density decreases, the role of the atom-atom process gradually becomes significant, and it finally begins to dominate when $n_{el}$ reaches the level of $5 \times 10^{15}$ cm$^{-3}$.

A recent theoretical calculation on the electron-mercury atom collisions shows that the total excitation cross sections from $6s^1S$ to $6p^3P^0_o$, $6p^3P^0_1$, and to $6p^3P^0_2$ (see Fig. 24) are large and almost linearly proportional to electron energies in the range of energies slightly greater than the energy level difference involved in the respective excitation. Earlier experimental results on the total ionization cross sections by electron impact showed a similar energy dependence. These results are consistent with the present
picture of two-step processes of ionization. It is possible to show by writing out the ionization rate equation based on the Maxwellian distribution among participating particles of each kind, that the activation energy is indeed the resonance energy as has been found in the present investigation. On the other hand, the fact that $\tau$ is independent of the pressure in the electron-atom process does not find any straightforward explanation at the moment, although a detailed numerical calculation of the ionization rate using the available cross sections appears capable of providing an explanation.

One more question that remains to be answered is what mechanism actually provides the electrons that are necessary in initiating the electron-atom process in the case of shocked pure mercury. The atom-atom process appears an extremely unlikely one in this role in the light of the fact that i) there is not any evidence of the pressure dependence of $\tau$ as emphasized earlier and ii) actual densitometer tracing of time-resolved spectral (or white light) intensities fails to show any sign of $\tau_{A-A}$ period. An alternative is the process of photo-excitation and -ionization and in fact this is rather favorable in view of the fact that i) oscillator strengths of neutral mercury lines are generally large, thus making the photo-excitation and -ionization cross section large (see Chapter V), ii) the spectral radiation field originating from shocked mercury gas is very strong due to high equilibrium temperature and pressure behind the primary shock, and iii) the continuum emission, arising
from the recombination of mercury ions and electrons in the
equilibrium zone, has been observed to be strong especially
in the neighborhood of the resonance line of 2537 Å for all
shocks dealt with in this analysis. It is very likely that
the actual photo-ionization process takes place in the dark
region between the shock front and the equilibrium zone
because it is optically denser than the region ahead of the
shock. Of course, a mild photo-excitation can take place
far ahead of the shock during a period often lasting as
long as 1 msec.
CHAPTER V
MEASUREMENT OF OSCILLATOR STRENGTHS
OF NEUTRAL MERCURY LINES

1. Introduction

The program of measuring oscillator strengths of neutral mercury lines has been carried out for two different reasons. One is to demonstrate the relevance of the heated shock tube as a spectroscopic source for handling metallic elements in the gaseous phase either by letting them evaporate in the tube or by relying upon such agents as metallo-organic compounds that can be evaporated at the shock tube temperature. The other reason is that measured oscillator strengths of mercury available in the literature have rather questionable accuracy in spite of a few notable attempts in the past largely because the spectroscopic sources employed for those measurements lacked the local thermodynamic equilibrium which is essential to the evaluation of level populations. Absolute oscillator strengths are of special interest in astrophysics for the measurement of elemental abundances in the stellar atmosphere.

The spectroscopic measurement with which we are concerned here is performed in the region behind the n = 2nd shock because the flow comes nearly to rest in this region, the equilibrium temperature is high enough to excite most of the neutral mercury lines, and the duration of the hot flow is long enough for the completion of measurements. In order to make
certain of the presence of a local thermodynamic equilibrium in this region, one must observe the following points: 1) the shock strength should be chosen in such a manner that the ionizational relaxation time of the species in question is substantially shorter than the duration of the \( n = 2^{nd} \) flow, and all other relaxation times that may be present are shorter than that of the main species or much longer; 2) the impurity level should be maintained low so that the contribution of electrons by the impurity toward the equilibrium electron density stays minimal—especially so when its relaxation time is shorter than that of the main species; 3) the specific heat ratio, \( \gamma_1 \), of the flow behind the \( n = 1^{st} \) shock must be kept very close to the ideal gas value of \( 5/3 \) so as not to encourage the growth of the boundary layer in the \( n = 1^{st} \) region and in turn the occurrence of the reflected shock bifurcation.

As discussed in Chapter IV, a violation of the second requirement above leads to the radiation overshoot which would interfere with the absolute intensity measurement. The third requirement can be met by diluting the mercury gas with an inert gas (neon in this case) which also helps to keep the shocked gas from becoming excessively optically thick.

2. Preparation of the Shock Medium

The typical shot is made in a mixture of neon, mercury, and tetramethylsilane \((\text{Si(\text{CH}_3)_4})\) with helium as the driving
gas. \( p_0 \) varies from 0.950 to 1.950 cmHg, while \( T_0 \) is maintained at 505 °K with only a few degrees variation. As far as the impurities deposited on the inner wall of the tube are concerned, the shock tube is made spectroscopically clean by means of continuous baking and pumping over several thousand hours at temperatures of 200° to 320 °C and by means of numerous previous shots. The concentration of mercury and tetramethyilsilane in neon range from 2.3 to 6.7% and from 0.023 to 0.060%, respectively.

\( T_1 \) lies between 4,900° and 6,000 °K, while \( T_2 \) varies from 8,500° to 10,200 °K. The reason for using \( \text{Si(CH}_3)_4 \) as an additive is that at \( T_1 \) in the above range the ionizational relaxation time is so long and the level population so low that the method of using the shock luminosity for the flow diagnosis is difficult without the aid of a molecular spectrum from a suitable compound such as \( \text{Si(CH}_3)_4 \). Tetramethyilsilane is a colorless, toxic liquid with a very low boiling point (26.6 °C). Ample precaution must be taken in containing its vapor because there is much evidence that the vapor reacts (dissolves!) with silicone vacuum grease, thus causing a leak in the vacuum cock seal.

Preparing the mixture of neon and gases of mercury and tetramethyilsilane calls for some attention mainly because of the presence of mercury. The following procedure has proved to be suitable:

1) Prepare a mixture of neon and \( \text{Si(CH}_3)_4 \) gas with the silicon concentration of 0.3 to 1.5% in a 1-liter flask at room temperature. The pressure of the mixture is about
one atm. The reason for making the Si-concentration much higher here than its final concentration is to keep the influence of the adsorption of Si(CH$_3$)$_4$ to the flask wall on the resultant concentration minimal after the passage of several hours from the time of preparation.

ii) Dilute the mixture prepared in step 1) with neon to the final silicon concentration in a stainless steel container installed within the furnace and connected to the expansion tube via a bakable vacuum valve. This should be done only a few minutes before firing the shot. The pressure of the resultant mixture should be such that after its release into the expansion tube the resultant pressure becomes only a few percent short of the anticipated final pressure, $p_o$. During this step the vacuum of the expansion tube should remain unaffected.

iii) Introduce mercury gas into the expansion tube (now the pumping system is disconnected) to a designated pressure (on the order of 0.05 cmHg) from the mercury reservoir also installed within the furnace. The mercury gas pressure is measured by means of the stainless steel sylphon bellows gauge.

iv) Release the diluted mixture in the container into the expansion tube and measure the final pressure, $p_o$, with the bellows gauge. Measured $p_o$ generally agrees well with the pressure predicted in the course of preparation. Allow at least two minutes between steps ii) and iv) in order for the diluted mixture to come to a thermal equilibrium at $T_o$. 
The molecule Si(CH₃)₄ is thermally unstable and in fact decomposes completely above 800 °C. It is then reasonable to assert that the molecule undergoes a complete dissociation into its constituent atoms all in the gaseous phase behind the n = 1st shock, i.e.,

\[
\text{Si(CH₃)₄} \rightarrow \text{Si} + 4\text{C} + 12\text{H} - 3\alpha_o \text{eV} \quad (\text{V.1})
\]

The large value of the effective dissociation potential does not undermine the assertion because the complete dissociation is brought about in many intermediate stages, each with a small dissociation potential.

The change in the effective molecular weight due to the dissociation and ionization of all species involved can be written for this particular mixture as

\[
\frac{1}{\sigma_{n,\omega}} = \prod_{n=1}^{N} \frac{\sigma_{n-1}}{\sigma_n}
\]

\[
= \left(1 - C_{5i(CH₃)₄} - C_{H₉} \right) + C_{H₉} \left(1 + \alpha_{H₉1} + \alpha_{H₉2} \right)
\]

\[\text{(V.2)} + C_{5i(CH₃)₄} \left[1 + \alpha_0 (16 + \alpha_{SiL} + \alpha_{SiL} \alpha_{SiL} + 4 \alpha_{Cl} + 12 \alpha_{HL}) \right]
\]

where \(\alpha_0\) stands for the degree of the dissociation of eq. (V.1) and is asserted to be unity. This ratio must be evaluated to complete the calculation of thermodynamic variables behind the n = 2nd shock from measured \(U_1\) and \(U_2\) and initial conditions. If one wishes to neglect the influence of tetramethylsilane and if this is justifiable,
an approximation can be made by setting $C^0_{\text{Si}(\text{CH}_3)_4} = 0$ in eq. (V.2) and by disregarding all contributions of Si, C, and H toward the specific internal energy (see eq. (II.7)) throughout the shock calculation. But this approximation is not advisable in the present range of silane concentration in view of the fact that the complete dissociation of $\text{Si}(\text{CH}_3)_4$ and subsequent ionizations can lower the equilibrium temperature $T_2$ behind the $n = 2^{nd}$ shock by as much as 200 $^\circ$K (see Brown on tetraethyllead also).

3. A Solution to the Equations of Radiative Transfer in Optically Thick Plasmas

Now consider the situation of aiming an optical system at the hot gas in a local thermodynamic equilibrium. The gas is bounded by two parallel plane surfaces w cm apart and the line of sight of the optical system is perpendicular to the confining surfaces. Define the specific intensity of emission at a frequency, $\nu$, as the energy emitted from the hot gas per unit time, unit surface area, unit solid angle, and per unit frequency, i.e.,

$$I_\nu \equiv \frac{dE}{dt \, d\sigma \, d\omega \, d\nu}$$ \hspace{1cm} (V.3)

The change of the specific intensity along the line of sight can be best expressed by

$$\frac{dI_\nu}{d\nu} = k_\nu \left[ B(\nu, T) - I_\nu \right]$$ \hspace{1cm} (V.4)
where \( \gamma \) is the coordinate axis along the line of sight perpendicular to the surface and \( B(\nu, T) \) the Planck's black body function. \( k_\gamma' \) is the absorption coefficient of the gaseous radiator, corrected for the stimulated emission:

\[
  k_{\gamma'} = h\nu P(\nu) \gamma_j B_{jj'} \left( 1 - e^{-\frac{-h\nu_{jj'}}{kT}} \right) \quad (V.5)
\]

\( J' \) and \( J \) label the upper and lower levels of the transition responsible for the emissions, respectively. \( P(\nu) \) is the line profile function in the neighborhood of the central frequency, \( \nu_o \), and is normalized so that

\[
  \int_0^\infty P(\nu) \, d\nu = 1 \quad (V.6)
\]

\( B_{jj'} \) is the Einstein coefficient of absorption and is related to the other Einstein coefficients of emission \( (A_{jj'}, g_j) \) and of stimulated emission \( (B_{jj'}, g_j) \) by

\[
  g_j A_{jj'} = \frac{2h\nu_{jj'}}{c^2} g_j B_{jj'} \quad (V.7)
\]

and

\[
  g_j B_{jj'} = g_{j'} B_{j'j} \quad (V.8)
\]

and also to the oscillator strength by

\[
  f_{jj'} = \frac{h\nu mc}{\pi e^2} B_{jj'} \quad , (V.9)
\]
where

\[ g_{j}^{f} f_{j'}^{j} = g_{j'}^{f} f_{j'}^{j} = g f \]  \hspace{1cm} (V.10)

m and e are the mass and charge of the electron, respectively. The g's are the quantum weights of the respective energy levels. \( f_{j}^{j'} \) and \( f_{j'}^{j} \) are the absorption and emission oscillator strengths, respectively.

Eq. (V.4) is often called the equation of radiative transfer whose solution is to give rise to the evaluation of the oscillator strengths via eqs. (V.5), (V.9), and the measurements of respective intensities. Note that in a complete thermodynamic equilibrium \( \frac{dI_{\nu}}{dy} = 0 \), i.e., the radiation field becomes nothing else but that of the black body.

Eq. (V.4) can be readily solved for \( I_{\nu} \) by integrating with respect to \( y \) over the path between the two confining planes. We obtain

\[ I_{\nu} = B(\nu, T) \left( 1 - e^{-k_{\nu} w} \right) \]  \hspace{1cm} (V.11)

A constant of integration is neglected in the process because there is no external source of radiation along the line of sight. \( k_{\nu} w \), the product of the corrected absorption coefficient and the width of the luminous region, is a measure of the optical thickness of the radiating gas; quite understandably the radiating gas of small \( k_{\nu} w \) is considered "optically thin" and that of large \( k_{\nu} w \) "optically thick". 
The solution (V.11) states that the specific intensity from a radiator in a local thermodynamic equilibrium at temperature, $T$, cannot possibly be greater than or equal to that of the black body radiator at the same temperature. In other words, $I_\nu$ becomes equal to $B(\nu, T)$ only when $k_\nu \frac{\nu}{c}$ goes to infinity, which is either the case of a complete thermodynamic equilibrium or the case of an infinitely deep, optically thin radiator in a local thermodynamic equilibrium.

It is customary and convenient to measure the integrated line intensity at a given frequency rather than the specific intensity. The integrated intensity can be written as

$$I = \int_{\infty}^{\nu_0} I_\nu d\nu \cong B(\nu, T) \int_{\infty}^{\nu_0} \left(1 - e^{-k_\nu \nu_0} \right) d\nu$$

(V.12)

$B(\nu, T)$ is a slowly varying function of $\nu$ and is assumed to remain constant in the neighborhood of the central frequency, $\nu_0$. For an optically thin radiator one may Taylor-expand the exponential term in the integrand and retain only the first order term to arrive at

$$I = \frac{2\pi h c}{m} \frac{w}{\lambda^3} \eta_j \frac{f_j}{f_j'}$$

(V.13)

It should be noted that

$$\eta_j' = \frac{g_j'}{g_j} \eta_j \frac{(E_i - E_j)}{kT} = \eta \frac{g_j' e^{-\frac{E_j'}{kT}}}{Z}$$

(V.14)

where $n$ is the number of emitting atoms (mercury).
The relation (V.13) has only a limited use because of
difficulty in attaining a optically thin, yet very bright
radiator. If such a condition is achieved, one can not only
measure the absolute gf-values by measuring I absolutely,
but also use eqs. (V.13) and (V.14) inversely to measure
the temperature of the source by measuring relative intensi-
ties of several emission lines of one element present in the
source, provided that their relative gf-values are known.
The temperature in the latter case is calculated from eqs.
(V.13) and (V.14):

\[ T = \frac{\left( E_{j'n} - E_{j'm} \right)}{k \ln \left[ \frac{I_{m}}{I_{n}} \left( \frac{\lambda_{m}}{\lambda_{n}} \right)^{3} \frac{(gf)_{n}}{(gf)_{m}} \right]} \]  

(V.15)

where the subscripts n, m, \cdots label the various spectral
lines observed. \((gf)_{n}\) and \((gf)_{m}\) are the relative gf-values
of the \(n^{th}\) and \(m^{th}\) lines, respectively.

For an optically thick plasma the evaluation of the
integrated line intensity of eq. (V.12) calls for the
explicit form of \(k_{y}'w\) because the integration now has to
be rigorously carried out—that is to say that an analytic
expression of the line profile, \(P(y)\), suitable to the
present experimental circumstance is necessary. A brief
review of all mechanisms of the spectral line broadening is
in order, which can be classified into the following three
categories:
1) Doppler broadening due to the thermal motion of emitting atoms has the profile of a Gaussian type

\[ e^{-\left(\frac{v-v_0}{2\Delta v_d}\right)^2} \]  

(V.16)

where its 1/2 1/e-width, \( \Delta v_d \), is given by

\[ \Delta v_d = \frac{v_0}{c} \sqrt{\frac{2R}{\sigma}} \]  

(V.17)

11) Generalized Lorentzian broadening due, at first, to the perturbation of the emitting atoms by neighboring atoms via collision, resulting in the interruption of emission, and secondly to the natural damping of atomic oscillators resulting from the radiation of electromagnetic energy. Both have the profile of one identical type

\[ \frac{1}{1 + \left(\frac{v-v_0}{\Delta v_L}\right)^2} \]  

(V.18)

where the 1/2 half-width of the generalized Lorentzian profile, \( \Delta v_L \), is

\[ \Delta v_L = \Delta v_p + \Delta v_N \approx \frac{1}{2\pi t_{coll}} \]  

(V.19)

\( \Delta v_p \) and \( \Delta v_N \) are the 1/2 half-widths of the profiles pertaining to the collisional broadening (alternatively called the pressure broadening due to its dependence on the gas
pressure) and to the natural damping, respectively. $t_{\text{coll.}}$ is the time of collision between particles and under the experimental circumstance is considered much longer than the finite lifetime of a non-metastable excited state, thus giving rise to the approximation in eq. (V.19).

iii) Stark broadening due to the interaction of emitting atoms with neighboring charged particles such as ions, electrons, and polar molecules (the last contribution is very small compared with the ion or electron broadening). It breaks down to two basic classes—namely, the first order Stark broadening due to the presence of a permanent electric dipole in the atom and the second order Stark broadening due to the emergence of an electric dipole induced in the atom by an external electric field. The extent of the broadening therefore depends heavily on whether the electron orbits responsible for the emission of an individual line are of a penetrating kind or a non-penetrating kind. For a penetrating orbit the permanent electric dipole is extremely small because the time average of the electric dipole along the orbit has the contribution coming only from the portion of the orbit that stays outside the electron core around the nucleus, thus resulting in only the second order Stark broadening which is a small effect in itself.

The pertinent electric field in the case of ionized gases is not static but randomly directed and has contributions from the neighboring ions as well as from the electrons, which complicates the theoretical treatment together with the difficulty of evaluating the radial wave function of heavy
atoms. There is not a single successful theoretical Stark broadening profile for the complex atoms worth mentioning here at the moment.

Notice that the broadening of the first category is completely different in nature from that of the second category so that the two profiles can be either superimposed or separated freely, while those of the second and third categories are deeply interwoven under the experimental condition. The latter point indicates that if the Stark broadening is made not to dominate over the generalized Lorentzian broadening, one can very well approximate the combined profile by that of the second category with only a minor adjustment of the \(1/2\) half-width so as to fit the combined profile. A close examination of the electron configuration of the mercury atom shows that the quantum defects are large for all of the following terms:\(^{50}\)

\[
\begin{align*}
6s^2 & 7s^3 & 7s^1 & 8s^3 & 9s^3 \\
6p^3 \rho^0 & 6p^1 \rho^0 \\
6d^1 D & 6d^3 D & 7d^1 D & 7d^3 D & 8d^1 D
\end{align*}
\]

i.e., all the pertinent electron orbits of these terms are deeply penetrating. Therefore the lines originating from these terms are subjected only to the second order Stark broadening. This together with the low electron density in the hot gas will indeed assure that the half-width of the Stark profile remains on the order of the Lorentzian
half-width.

Under these conditions $P(\nu)$ can be expressed as the convolution of two profiles (V.16) and (V.17), i.e.,

$$
P(\nu) = \text{const.} \int_{-\infty}^{\infty} \frac{e^{-\left(\frac{\nu - \nu_0}{\Delta \nu_d}\right)^2}}{1 + \left(\frac{\nu - \nu_0 - \varepsilon}{\Delta \nu'_L}\right)^2} \, d\varepsilon
$$

where $\varepsilon$ is the frequency deviation from the central frequency in the Doppler broadening. $\Delta \nu'_L$ is the $1/2$ half-width of the two profiles combined, excluding the Doppler width. The constant can be found via the normalization condition (V.6): Thus we obtain

$$
P(\nu) = P(a, b) = \frac{a}{\pi^{3/2} \Delta \nu_d} \int_{-\infty}^{\infty} \frac{e^{-\gamma^2} d\gamma}{a^2 + (b - \gamma)^2}
$$

(V.20)

where

$$
a = \frac{\Delta \nu'_L}{\Delta \nu_d}, \quad b = \frac{\nu - \nu_0}{\Delta \nu_d}, \quad \gamma = \frac{\varepsilon}{\Delta \nu_d}
$$

(V.21)

Eq. (V.5) can be rewritten with eq. (V.9) as

$$
k_{\nu}' w = \sqrt{\pi} \, \Delta \nu_d \, C \, P(a, b)
$$

(V.22)
where

\[ C = \frac{\sqrt{\pi} e^2}{m_c} \omega \frac{n_f^{ij} f_{ji}'}{\sigma_v} \left( 1 - e^{-\frac{h\nu}{kT}} \right) \]  \hspace{1cm} (V.23)

The integrated intensity of the emission line is obtained by substituting \( k \gamma \cdot w \) in eq. (V.12):

\[ J = \frac{I}{2\sigma_v B(\nu, T)} = \int_{0}^{\infty} \left[ 1 - e^{-\frac{h\nu}{kT}} C \cdot P(a, b) \right] db \]  \hspace{1cm} (V.24)

The integration of (V.24) can not be carried out analytically in closed form. However, numerical values of \( J \) as a function of \( C \) and \( a \) had been evaluated by van der Held and by Penner and Kavanaugh; when plotted as functions of \( C \), with \( \alpha \) as parameter, they are called curves of growth (Fig. 21).

For small \( C \), \( J \) is linear in \( C \), while \( J \) varies as \( C^3 \) for large \( C \). The physically possible region is bounded by two limiting curves of \( \alpha = \infty \) and \( \alpha = 0 \). Now that the relation between \( J \) and \( C \) is quantitatively established for any given \( \alpha \), one can evaluate the gf-value of a given line by experimentally determining both \( J \) and \( \alpha \) together with the thermodynamic state of the radiating gas.

4. Measurement of Absolute Integrated Line Intensities

A two prism quartz spectrograph and a grating spectrograph coupled with a rotating drum camera, are alternately
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Figure 21. Curves of growth
used for the line intensity measurement. The first spectrograph is used for lines with wavelengths of 2400 Å to 4000 Å and the other for those above 4000 Å. The time-resolved line intensity is recorded on 35 mm film strip of Kodak 103-F (4500 Å ~ 6800 Å) or Kodak 103-0 (2400 Å ~ 5000 Å). A typical exposure time of the shock tube exposure is of the order of 8 to 20 μsec, while the time resolution of the recorded intensity is better than 1 μsec.

The spectrograph aims at an aperture (5 mm diameter, located 2.5 cm upstream from the endwall) provided in the mask covering the side window of the tube, by means of the following optical arrangement. Two collimating lenses (focal lengths 8" and 6") and a stop with a circular aperture between them are placed between the spectrograph and the test section. The stop is used in order to keep the solid angle of the shock tube radiation fixed. The image of the stop is focused at the center of the shock tube by the first collimating lens. The location of the second lens is adjusted in such a manner that the image of the entrance slit of the spectrograph is formed NOT on the stop but halfway between the stop and the first lens, in order to insure a uniform illumination on the entrance slit.

The integrated line intensity of a given spectral line can be measured in two different ways: One is to set the entrance slit width of the spectrograph in such a way that its effective width, \((s.w.)_{\text{eff}}\), on the image plane is slightly greater than the line width at its base, \(\delta \lambda_{\text{base}}\).
The center of the resultant profile thus recorded on the film directly corresponds to the integrated line intensity. (The profile is obtained by tracing the exposed film with a microphotodensitometer.*) If \( (s.w.)_{\text{eff}} \) is much larger than \( \delta \lambda_{\text{base}} \), one observes a flat maximum, as wide as the quantity, \( (s.w.)_{\text{eff}} - \delta \lambda_{\text{base}} \), at the center of the recorded profile. This can in turn be regarded as positive evidence that the integration of the specific intensity is duly performed.

Another method, used when \( (s.w.)_{\text{eff}} < \delta \lambda_{\text{base}} \) due to difficulties with overlapping neighboring lines and with severe line broadening, is to measure the area surrounded by the traced line profile and then to fit this area into a rectangular profile with its base width same as \( (s.w.)_{\text{eff}} \). The height of the resultant rectangular column gives rise to the integrated intensity.

Following is a detailed description of the photographic photometry which has throughout been employed to determine the intensity absolutely.**

The densitometer tracing of an exposed film is a display of the relative transmission coefficient, \( \Theta_r \), of its

---

* The recording microphotodensitometer was provided through courtesy of Professor C. E. Nordman of the Chemistry Department of the University.

** Photoelectric photometry can also be used, following the exactly same method as described for the film, simply by replacing the film with suitable photoelectric censors.
emulsion, regarding the unexposed area of the film as fully transparent. The film blackening is usually expressed in the unit of the neutral density which is defined as

$$\text{Neutral Density (N. D.)} = \log \frac{1}{\Theta_f}$$

The neutral density of the exposed film is generally a function of the exposure which can be expressed as

$$\text{Exposure (E)} = \text{Intensity (I)} \times \text{Exposure Time (t_E)}.$$  

(V.25)

It is then necessary to establish the exact dependence of N.D. on E in order to measure the intensity of radiation. For the evaluation of the absolute intensity the exposure scale must be fixed absolutely by means of an absolute radiation standard because $\Theta_f$ alone provides only a relative exposure.

The absolute intensity measurement becomes rather complicated because 1) the dependence of N.D. on E is not completely linear, ii) the film sensitivity is wavelength-dependent, and iii) the film is subjected to the reciprocity law failure. The reciprocity law failure is an effect which gives rise to a difference of the neutral density as a result of one exposure of $I_1$ and $t_{E1}$ from that corresponding to the identical exposure but with $\zeta I_1$ and $t_{E1}/\zeta$. $\zeta$ is a constant substantially different from unity. Therefore, in order to calibrate intensities of wide range, exposure times involved throughout the entire process of film calibration
must be kept systematically close to one fixed value.

Actual plots of N.D. versus log E pertaining to any type of film show that there is a region where N.D. = const. log E, but as the exposure becomes very small or very large the "toe" or "shoulder" region develops each with a decreasing proportionality constant. The search for a suitable function of N.D. which becomes linear in log E for the entire range of the exposure resulted in the Seidel function defined as

\[ S = \log \left( 10^{N.D.} - 1 \right) = \log \frac{1 - \theta_f}{\theta_f} \]  

(V.26) \[ ^{51} \]

Now that \( S \propto \log E \), the calibration of the film for its spectral sensitivity can be done in the following manner:

1) Choose a spectrograph suitable for the spectral range of interest and set its entrance slit height at about 14 mm. The slit width can be set in such a way that \( (s.w.)_{eff}^0 \) is in the order of 10 Å. Then place a step filter (a seven-step filter of rhodium evaporated on quartz; produced by Jarrell-Ash) right in front of the entrance slit. The relative coefficients of all seven steps must be calibrated beforehand because the density of each step is wavelength-dependent, especially in the ultraviolet region.

ii) Expose the film placed on the image plane by illuminating the entire entrance slit uniformly with a xenon flash lamp (or a spark gap in air). It is important that the
effective duration of the pulsed light source* is short in order to avoid the reciprocity law failure and in the present experiment it is set to be 30 μsec.

iii) Trace the exposed film along the length of the slit image by means of the densitometer. The film density corresponding to each step of the step filter is then numerically determined in terms of N.D. of ten reference neutral density filters** (Kodak Wratten Gelatin filter; N.D. varying from 0.1 to 1.0 in an increment of 0.1) by tracing the neutral density filters with the same densitometer. Calculate S for each of traced film densities (steps).

The use of the step filter is equivalent to having seven different light sources of known relative intensities, all with an identical exposure time. Denoting the flash lamp intensity at a given wavelength by $I_L$, the relative intensities seen by the film are $\theta_{S.F} I_L$, where $\theta_{S.F.}$ stands for the relative transmission coefficients of the step filter. One may write

$$S = R(\lambda) \log E = R(\lambda) \log \left( a_{op} \theta_{S.F.} I_L t_E \right) \quad (V.27)$$

$a_{op}$ is a constant characteristic of the optical path. $I_L$ and $t_E$ are constant also. The effective sensitivity of the

---

* Whether it is of a line radiation or continuum is immaterial as long as it has a wide, well distributed spectrum so that the sensitivity calibration at various wavelengths can be made.

** It is absolutely necessary to use only one set of neutral density filters consistently throughout the entire experiment.
film, \( R(\lambda) \), can be found by plotting \( S \) versus \( \log \theta_{\text{S.F.}} \), i.e.,

\[
R(\lambda) = \frac{\Delta S}{\Delta \log \theta_{\text{S.F.}}} \quad \lambda
\]

(V.28)

Since the exposure (E) found above by eq.'s (V.27) and (V.28) is in a relative scale and since the detail of a given optical path (shown symbolically as \( a_{\text{op}} \)) strongly influences the deviation of the resultant intensity seen by the film from the initial intensity of the radiator, the relative exposure scale and the entire optics involved must be calibrated by means of a known radiation standard. For this purpose the results of Euler\(^{62} \) on the carbon arc have been used.

Euler observes that the radiant energy of the anode crater of a carbon arc stabilized just below the hissing point (with the current of about 11.5 amp) is that of a black body at \( 3995 \pm 15 \) °K with its emissivity, \( \varepsilon_\nu \), varying with wavelength (\( \varepsilon_\nu \) varies roughly from 0.69 to 0.76 over the wavelength range 2000 Å to 7000 Å). By utilizing the same spectrograph and external optics in observing the radiation standard as used for shock tube exposures, we effectively cancel out all absorbing and scattering by the optics as well as difficulties with the solid angle into which the radiation is emitted. In order to make certain that \( t_{\text{arc}} \approx t_{\text{line}} \), the rotating drum is used for the arc
exposure, the drum speed being nearly equal to that for shock tube exposures. A shutter is placed in the optical path to insure that no more than one revolution of the drum is used during the exposure.

Since the black body temperature is much lower than the shocked gas temperature, it is often necessary to increase the effective intensity of the arc in order to achieve a substantial blackening of the film. In view of the stringent restriction on the arc exposure time, this can be done by widening the entrance slit of the spectrograph because the arc is continuum radiation and $B(\nu, T_{\text{arc}})$ is rather a slowly varying function of $\nu$.

The densitometer readings (traced along the $\lambda$-axis) of the film are converted to $S$ values. We can write, using eq.'s (V.25) and (V.27),

$$S_{\lambda}^{\text{arc}} = R(\lambda) \log E_{\lambda}^{\text{arc}}$$

$$= R(\lambda) \log \left[ a_{op} \Delta \nu^{\text{arc}} \varepsilon_{\nu} B(\nu, T_{\text{arc}}) t_{E}^{\text{arc}} \right]$$

where $\Delta \nu^{\text{arc}}$ is the effective slit width in sec$^{-1}$ on the image plane of the spectrograph. A comparison of the $S$ value of the shock tube exposure at a given frequency with $S_{\lambda}^{\text{arc}}$ completes the absolute calibration of the exposure scale:

$$\log \frac{E_{\lambda}^{\text{line}}}{E_{\lambda}^{\text{arc}}} = R(\lambda)^{-1} \left( S_{\lambda}^{\text{line}} - S_{\lambda}^{\text{arc}} \right)$$
which gives rise, by virtue of definition (V.25),

\[ I_\lambda^{\text{line}} = \int_{-\infty}^{\infty} I_\nu \, d\nu \]

\[ = \left( \frac{E_\lambda^{\text{line}}}{E_\lambda^{\text{arc}}} \right) \frac{t_{E}^{\text{arc}}}{t_{E}^{\text{line}}} \Delta \nu^{\text{arc}} \varepsilon_\nu B(\nu, T_{\text{arc}}) \]

(V.29)

Each of \( t_{E}^{\text{arc}} \) and \( t_{E}^{\text{line}} \) can be found by dividing the height of the entrance slit image by the speed of the film mounted in the drum camera. Although we do not know absolute \( E_\lambda^{\text{line}} \) alone, since now the ratio \( E_\lambda^{\text{line}}/E_\lambda^{\text{line}} \) obtained experimentally appears in eq. (V.29), we can find absolute \( I_\lambda^{\text{line}} \).

In the region of wavelengths shorter than 2800 Å, the calibration of the exposure scale with the carbon arc encounters a difficulty in that \( B(\nu, T_{\text{arc}}) \) becomes so small* that the arc fails to produce an exposure necessary to yield a measurable film blackening (N.D. of 0.1 or greater) as long as one maintains to avoid the reciprocity law failure. This continues to be so even when \( (s.w.)_{\text{eff}} \) is made as wide as 25 Å. In such a circumstance, an additional calibration of the film for its reciprocity law failure has proved to be very useful. Results show that the reciprocity law failure is wavelength- and intensity-dependent. Essential stages are the following: 1) Expose a film strip with the carbon

---

* The value of \( B(\nu, T_{\text{arc}}) \) drops from \( 5.045 \times 10^4 \) at 5461-Å to \( 2.117 \times 10^2 \) erg/cm²-cm⁻¹-sec-sterad at 2500 Å. 53
arc in the same manner as for the normal calibration but with an exposure time long enough to give rise to a significant blackening at each desired wavelength. ii) Use only one flash of the spark gap in air to expose another film strip (of the same kind as in step i) through the seven-step filter, following the procedure used in measuring \( R(\lambda) \). Repeat this with two, four, eight flashes and so forth, while keeping all other conditions identical. The net effect is that the exposure time is made to vary extensively, while the seven different intensities seen by the film remains unchanged. The range of the exposure time should cover the arc exposure time of step i). Then plot the traced N.D.'s corresponding to each fixed intensity as a function of exposure times and connect these points for each of the seven steps into a smooth curve.* iii) Locate among the family of curves obtained in stage ii) the measured N.D. corresponding to the integrated line intensity of the shock tube exposure at \( t_E^{\text{line}} \). Then find from these calibration curves the new N.D. value which would have been the true N.D. value of the shock tube exposure, had it been that \( t_E^{\text{line}} = t_E^{\text{arc}} \). Using \( (S_\lambda^{\text{line}})_{\text{corrected}} \) thus evaluated, one can obtain \( I_\lambda^{\text{line}} \) via eq. (V.29).

The above method is quite laborious but helps to extend significantly the scope of photographic photometry in shock tube spectroscopy into a spectral range which had been completely left out in the past.

* One should notice that they are not straight lines but curves with diminishing slopes with increasing exposure times.
5. Measured Oscillator Strengths

Fig. 22 shows a typical shock tube run. A wave speed picture and the time-resolved spectrum together with densitometer tracings of four spectrum lines along the time axis are arranged in such a way that they all share one common time axis. This is a shock in a Ne-Hg-Si(CH₃)₄ mixture, their concentrations of which are indicated on the figure. As was said earlier, a small but quite definite amount of silane is necessary, to provide with its luminous line the essential measurement of the primary shock speed. Also shown are the numerical values specifying the equilibrium state of the shocked gas. It should be noticed that for each line the spectral intensity from the region behind the n = 2\textsuperscript{nd} shock rapidly rises to a plateau without showing any sign of radiation overshoot, and this plateau is maintained until the n = 3\textsuperscript{rd} shock is generated at the interface. This indicates that the local thermodynamic equilibrium is reached behind the n = 2\textsuperscript{nd} shock and the role of impurities is negligible. Furthermore, the rise of the intensity to a plateau takes place simultaneously for all lines which originate from widely scattered levels above the first excited state (6p\textsuperscript{3}P\textsubscript{0}), confirming the notion put forth earlier (Chapter IV) that the process of ionization and excitation takes place via the intermediate step of excitation to 6p\textsuperscript{3}P\textsubscript{0}.

This period of intensity plateau behind the n = 2\textsuperscript{nd} shock is when the data toward gf-values are gathered. One evaluates \( J \) from the measured absolute intensity of a
Figure 22. Wave speed picture and time-resolved spectrum (Series MHgVIII-33)
given line through eq. (V.24). \( J \) thus obtained turns out to be large for all neutral mercury lines dealt with in this investigation and ranges typically from 10 to 250 with only a few lines having \( J < 10 \). Large values of \( J \) stem from the fact that the mercury concentration in neon is chosen rather large (more common concentrations of emitters in the bath of inert gas are in the region of 0.01 to 0.5%) in order to keep the uncertainty in measuring the partial pressure of mercury gas small.

In order to aid the evaluation of \( n_j \) appearing in eq. (V.23) (see eq. (V.14) also), the fractional population* 

\[
q_j \propto \frac{e^{-\frac{E_j}{kT}}}{Z(p,T)}
\]

has been calculated for seventeen different levels as a function of temperatures (the pressure dependence is so weak that in the temperature range of 7,000° to 17,000°K one can not recognize it), and it is plotted in Fig. 23. The levels are indicated in terms of respective wave numbers measured from the ground state of neutral mercury.

In determining the optical depth \( \alpha \), it should be pointed out that \( \Delta \mathcal{V}_L \) and \( \Delta \mathcal{V}_D \) (see eq. (II.17), (II.19), and (II.21)) both vary with wavelengths and with shock strengths. \( \Delta \mathcal{V}_D \) can be computed from eq. (V.17) with the aid of a shock calculation. Considering the fact that the emitting atoms (mercury) are much smaller in numbers than the foreign atoms

* It is at this stage that the cut-off in the divergent partition function \( Z_{Ei,z} \) mentioned earlier is important.
Figure 23. Fractional population of mercury atoms in excited levels as a function of temperature.
(neon) surrounding them, one can write

\[ \frac{1}{t_{coll}} = \eta_p \bar{v}_r \pi \bar{r}_\lambda^2 \]  \hfill (V.30)

where \( \eta_p \), \( \bar{v}_r \), and \( \bar{r}_\lambda^2 \) are the number density of perturbers (neon), the average relative speed between emitters and perturbers, and the optical cross section (of the broadening collision) for a line with wavelength \( \lambda \). \( \bar{r}_\lambda^2 \) is a constant for a given combination of emitters and perturbers and has to be measured. It is possible then to evaluate \( \Delta \gamma_L \) from eq. (V.18). On the other hand, a calculation of \( \Delta \gamma_L' \) is not simple because the adjusted optical cross section is no longer constant due to the contribution from the Stark broadening which depends on the charge density in the plasma. Instead, we will utilize the method of Hinnav and Hedwig Kohn in the flame spectroscopy.\(^{54,55}\)

Hinnav\(^{54}\) calculated the theoretical intensity density graph, which is a plot of \( \log J \) versus the common logarithm of a quantity

\[ \gamma a = \frac{e^{2} w}{\kappa c} \frac{\eta_j f_{ij}'}{\Delta \gamma_p} \]

with a as parameter. Just as was the case in the curves of growth, each curve in the intensity density graph has an asymptote of slope 1 for a very small concentration of emitters and another of slope 1/2 for a very large concentra-
Hinnov shows that when these two asymptotes for a given $\alpha$ are extrapolated, the point of intersection furnishes the optical depth, i.e.,

$$\int_{\text{intersection}} = 2\alpha$$ (V.31)

Noting that $r\alpha = \text{const} f(C^0)$, $C^0$ being the concentration of the emitter for given temperature and emitting species. One can very well establish an experimental intensity-concentration graph by measuring $\int$ for widely varying $C^0$ with an otherwise constant plasma condition. Hinnov and Kohn proceed to demonstrate that such an experimental intensity-concentration graph can indeed be superimposed on the theoretical intensity-density graph precisely within experimental accuracy, and consequently this superposition furnishes the value of $\alpha$ by fixing the pair of asymptotes corresponding to the experimental conditions.

In applying this method to the shock tube spectroscopy, one must recognize the difficulty with keeping the temperature constant throughout while varying the mercury concentration. And because of the contribution to $\Delta \nu_L$' from the Stark broadening, $\alpha$ is dependent on the mercury concentration. Thus the method of intensity-concentration graph appears impractical in the present situation.

A close examination of the theoretical intensity-density graph reveals that the greater the value of $\alpha$, the more abrupt the transition from the low density asymptote to the high density asymptote becomes and that for $\alpha < 2$ the
asymptotic region (of high density) begins with \( J \) becoming 10 or greater. It is then possible to locate the high density asymptote with only one value of \( J \) that is greater than 10, provided that its position relative to the low density asymptote can be established, which in turn calls for the knowledge of \( f_{jj} \). At this moment we propose to use an iterative method, which yields satisfactory results within a few steps due to the fact that all cases considered lie in the asymptotic part of the curves of growth (see Fig. 21). The following steps of iteration can be used for this purpose:

i) Guess \( a^{(0)} \) for a given line, whose \( J \) is measured, and determine an \( f_{jj}^{(0)} \) from the curves of growth, ii) locate a point in the theoretical intensity-density graph with \( J_{\text{measured}} \) and \( r^{(0)} a^{(0)} \) and draw a straight line of slope 1/2 through the point until it intersects the low density asymptote, iii) find therefore an improved \( a^{(1)} \) via eq. (V.31) and iv) repeat steps i) to iii) with \( a^{(1)} \) until \( a^{(n)} \) falls within an acceptable range of \( a^{(n-1)} \). The steps ii) and iii) are equivalent to manipulating the relation

\[
\frac{J_{\text{measured}}}{3.221 \cdot r^{(n-1)} a^{(n-1)}} \rightarrow a^{(n)}
\]

(V.32)

The optical cross sections of the combined profile, evaluated from the values of \( a \) thus found, show as expected, a dependence on the mercury concentration and temperature owing to the contribution from the Stark broadening. For
the resonance line of 2537 Å, the result of Kunze on the optical cross section (\( \sigma^2 = 35.7 \text{ Å}^2 \)) for mercury in neon) is used to evaluate \( \alpha \) because the Stark broadening is expected to be extremely small for this line.

Table VI lists the measured lines of neutral mercury. Column 1 gives the wavelengths, columns 2 and 3 the low level designation and its term value in cm\(^{-1}\), and columns 4 and 5 the same data for the higher level. A HgI term diagram with spectral transitions is shown in Fig. 24. In Table VII the measured gf-values of HgI lines are summarized together with results from earlier measurements by Ladenburg and Wolfschohn, Schouten and Smit, and Corliss and Bozeman. For lines which are difficult to separate, the combined gf-values are given as indicated with brackets.

The uncertainty in our measured gf-values (last column of Table VII) stems from uncertainties in 1) measured shock speeds (the maximum error is 2%), 2) measured absolute line intensities (4% at most for all lines with \( \lambda > 2800 \text{ Å} \)), and 3) estimated value of \( \alpha \) (5%). The error in the absolute line intensity results in twice as large an error in the gf-value. For lines of \( \lambda < 2800 \text{ Å} \), there is an additional uncertainty of about 4% in the final gf-values arising from the calibration of reciprocity law failure (see Section 4).

It should be said that earlier results by Schouten and Smit and by Corliss and Bozman were obtained by measuring at first the relative gf-values of emission lines from the copper-electrode arcs and readjusting them to the known
<table>
<thead>
<tr>
<th>$\lambda$ (Å)</th>
<th>low (j)</th>
<th>$E_j$ (cm$^{-1}$)</th>
<th>high (j')</th>
<th>$E_{j'}$ (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5790.66</td>
<td>6p$^1$P$^0_1$</td>
<td>54068.78</td>
<td>6d$^1$D$_2$</td>
<td>71333.18</td>
</tr>
<tr>
<td>5789.66</td>
<td>6p$^1$P$^0_1$</td>
<td>54068.78</td>
<td>6d$^3$D$_1$</td>
<td>71336.16</td>
</tr>
<tr>
<td>5769.60</td>
<td>6p$^1$P$^0_1$</td>
<td>54068.78</td>
<td>6d$^3$D$_2$</td>
<td>71396.22</td>
</tr>
<tr>
<td>5460.73</td>
<td>6p$^3$P$^0_2$</td>
<td>44042.98</td>
<td>7s$^3$S$_1$</td>
<td>62350.46</td>
</tr>
<tr>
<td>4358.33</td>
<td>6p$^3$P$^0_1$</td>
<td>39412.30</td>
<td>7s$^3$S$_1$</td>
<td>62350.46</td>
</tr>
<tr>
<td>4347.50</td>
<td>6p$^1$P$^0_1$</td>
<td>54068.78</td>
<td>7d$^1$D$_2$</td>
<td>77064.10</td>
</tr>
<tr>
<td>4339.22</td>
<td>6p$^1$P$^0_1$</td>
<td>54068.78</td>
<td>7d$^3$D$_2$</td>
<td>77107.92</td>
</tr>
<tr>
<td>4077.83</td>
<td>6p$^3$P$^0_1$</td>
<td>39412.30</td>
<td>7s$^1$S$_0$</td>
<td>63928.24</td>
</tr>
<tr>
<td>4046.57</td>
<td>6p$^3$P$^0_0$</td>
<td>37645.08</td>
<td>7s$^3$S$_1$</td>
<td>62350.46</td>
</tr>
<tr>
<td>3906.37</td>
<td>6p$^1$P$^0_1$</td>
<td>54068.78</td>
<td>8d$^1$D$_2$</td>
<td>79660.79</td>
</tr>
<tr>
<td>3903.64</td>
<td>6p$^1$P$^0_1$</td>
<td>54068.78</td>
<td>8d$^3$D$_1$</td>
<td>79678.71</td>
</tr>
<tr>
<td>3901.87</td>
<td>6p$^1$P$^0_1$</td>
<td>54068.78</td>
<td>8d$^3$D$_2$</td>
<td>79690.30</td>
</tr>
<tr>
<td>3663.28</td>
<td>6p$^3$P$^0_2$</td>
<td>44042.98</td>
<td>6d$^1$D$_2$</td>
<td>71333.18</td>
</tr>
<tr>
<td>3662.88</td>
<td>6p$^3$P$^0_2$</td>
<td>44042.98</td>
<td>6d$^3$D$_1$</td>
<td>71336.16</td>
</tr>
<tr>
<td>3654.84</td>
<td>6p$^3$P$^0_2$</td>
<td>44042.98</td>
<td>6d$^3$D$_2$</td>
<td>71396.22</td>
</tr>
<tr>
<td>3650.15</td>
<td>6p$^3$P$^0_2$</td>
<td>44042.98</td>
<td>6d$^3$D$_3$</td>
<td>71431.31</td>
</tr>
<tr>
<td>3341.48</td>
<td>6p$^3$P$^0_2$</td>
<td>44042.98</td>
<td>8s$^3$S$_1$</td>
<td>73961.30</td>
</tr>
<tr>
<td>3131.84</td>
<td>6p$^3$P$^0_1$</td>
<td>39412.30</td>
<td>6d$^1$D$_2$</td>
<td>71333.18</td>
</tr>
<tr>
<td>3131.55</td>
<td>6p$^3$P$^0_1$</td>
<td>39412.30</td>
<td>6d$^3$D$_1$</td>
<td>71336.16</td>
</tr>
<tr>
<td>3125.67</td>
<td>6p$^3$P$^0_1$</td>
<td>39412.30</td>
<td>6d$^3$D$_2$</td>
<td>71396.22</td>
</tr>
<tr>
<td>λ air (Å)</td>
<td>low (J)</td>
<td>$E_J$ (cm$^{-1}$)</td>
<td>high (J')</td>
<td>$E_J$ (cm$^{-1}$)</td>
</tr>
<tr>
<td>---------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------</td>
<td>------------------</td>
</tr>
<tr>
<td>3027.49</td>
<td>6p$^3$P$^0_2$</td>
<td>44042.98</td>
<td>7d$^1$D$^2_2$</td>
<td>77064.10</td>
</tr>
<tr>
<td>3025.61</td>
<td>6p$^3$P$^0_2$</td>
<td>44042.98</td>
<td>7d$^3$D$^1_3$</td>
<td>77084.63</td>
</tr>
<tr>
<td>3023.48</td>
<td>6p$^3$P$^0_2$</td>
<td>44042.98</td>
<td>7d$^3$D$^2_2$</td>
<td>77107.92</td>
</tr>
<tr>
<td>3021.50</td>
<td>6p$^3$P$^0_2$</td>
<td>44042.98</td>
<td>7d$^3$D$^3_3$</td>
<td>77129.54</td>
</tr>
<tr>
<td>2967.54</td>
<td>6p$^3$P$^0_0$</td>
<td>37645.08</td>
<td>6d$^1$D$^2_2$</td>
<td>71333.18</td>
</tr>
<tr>
<td>2967.28</td>
<td>6p$^3$P$^0_0$</td>
<td>37645.08</td>
<td>6d$^3$D$^1_3$</td>
<td>71336.16</td>
</tr>
<tr>
<td>2925.41</td>
<td>6p$^3$P$^0_2$</td>
<td>44042.98</td>
<td>9s$^3$S$^1_1$</td>
<td>78216.26</td>
</tr>
<tr>
<td>2893.60</td>
<td>6p$^3$P$^0_1$</td>
<td>39412.30</td>
<td>8s$^3$S$^1_1$</td>
<td>73961.30</td>
</tr>
<tr>
<td>2806.77</td>
<td>6p$^3$P$^0_2$</td>
<td>44042.98</td>
<td>8d$^1$D$^2_2$</td>
<td>79660.79</td>
</tr>
<tr>
<td>2805.35</td>
<td>6p$^3$P$^0_2$</td>
<td>44042.98</td>
<td>8d$^3$D$^1_3$</td>
<td>79678.71</td>
</tr>
<tr>
<td>2804.44</td>
<td>6p$^3$P$^0_2$</td>
<td>44042.98</td>
<td>8d$^3$D$^2_2$</td>
<td>79690.30</td>
</tr>
<tr>
<td>2803.47</td>
<td>6p$^3$P$^0_2$</td>
<td>44042.98</td>
<td>8d$^3$D$^3_3$</td>
<td>79702.63</td>
</tr>
<tr>
<td>2752.78</td>
<td>6p$^3$P$^0_0$</td>
<td>37645.08</td>
<td>8s$^3$S$^1_1$</td>
<td>73961.30</td>
</tr>
<tr>
<td>2655.13</td>
<td>6p$^3$P$^0_1$</td>
<td>39412.30</td>
<td>7d$^1$D$^2_2$</td>
<td>77064.10</td>
</tr>
<tr>
<td>2653.68</td>
<td>6p$^3$P$^0_1$</td>
<td>39412.30</td>
<td>7d$^3$D$^1_3$</td>
<td>77084.63</td>
</tr>
<tr>
<td>2652.04</td>
<td>6p$^3$P$^0_1$</td>
<td>39412.30</td>
<td>7d$^3$D$^2_2$</td>
<td>77107.92</td>
</tr>
<tr>
<td>2536.52</td>
<td>6s$^2$1S$^0_0$</td>
<td>0</td>
<td>6p$^3$P$^0_1$</td>
<td>39412.30</td>
</tr>
</tbody>
</table>
Figure 24. HgI term diagram
<table>
<thead>
<tr>
<th>$\lambda$ air (Å)</th>
<th>Ladenburg and Wolfsohn</th>
<th>Schouten and Smit</th>
<th>Corliss and Bozeman</th>
<th>Present Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>5790.66</td>
<td>{ 3.217</td>
<td>4.539</td>
<td>9.4 ± 1.4</td>
<td></td>
</tr>
<tr>
<td>5789.66</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5769.60</td>
<td>3.544</td>
<td>3.827</td>
<td>10.0 ± 1.5</td>
<td></td>
</tr>
<tr>
<td>5460.73</td>
<td>4.918</td>
<td>33.82</td>
<td>2.83 ± 0.44</td>
<td></td>
</tr>
<tr>
<td>4358.33</td>
<td>2.335</td>
<td>21.36</td>
<td>2.72 ± 0.41</td>
<td></td>
</tr>
<tr>
<td>4347.50</td>
<td></td>
<td></td>
<td>0.47 ± 0.07</td>
<td></td>
</tr>
<tr>
<td>4339.22</td>
<td></td>
<td></td>
<td>0.19 ± 0.03</td>
<td></td>
</tr>
<tr>
<td>4077.83</td>
<td>0.084</td>
<td>0.570</td>
<td>0.021 ± 0.003</td>
<td></td>
</tr>
<tr>
<td>4046.57</td>
<td>0.761</td>
<td>7.832</td>
<td>1.69 ± 0.25</td>
<td></td>
</tr>
<tr>
<td>3906.37</td>
<td></td>
<td></td>
<td>0.10 ± 0.01</td>
<td></td>
</tr>
<tr>
<td>3903.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3901.87</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3663.28</td>
<td>{ 0.805</td>
<td>1.1</td>
<td>0.36 ± 0.05</td>
<td></td>
</tr>
<tr>
<td>3662.88</td>
<td></td>
<td>0.37</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3654.84</td>
<td>1.4</td>
<td></td>
<td>0.61 ± 0.09</td>
<td></td>
</tr>
<tr>
<td>3650.15</td>
<td>7.830</td>
<td>13</td>
<td>5.66 ± 0.85</td>
<td></td>
</tr>
<tr>
<td>3341.48</td>
<td>0.22</td>
<td></td>
<td>0.08 ± 0.01</td>
<td></td>
</tr>
<tr>
<td>3131.84</td>
<td>{ 0.038</td>
<td>0.819</td>
<td>1.97 ± 0.29</td>
<td></td>
</tr>
<tr>
<td>3131.55</td>
<td></td>
<td>0.819</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3125.67</td>
<td></td>
<td>0.979</td>
<td></td>
<td></td>
</tr>
<tr>
<td>λ air (Å)</td>
<td>Ladenburg and Wolfsohn</td>
<td>Schouten and Smit</td>
<td>Corliss and Bozman</td>
<td>Present Work</td>
</tr>
<tr>
<td>-----------</td>
<td>------------------------</td>
<td>-------------------</td>
<td>-------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>3027.49</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3025.61</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3023.48</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3021.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2967.54</td>
<td>0.238</td>
<td>2.58</td>
<td>0.23 ± 0.03</td>
<td></td>
</tr>
<tr>
<td>2967.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2925.41</td>
<td></td>
<td></td>
<td>0.037 ± 0.006</td>
<td></td>
</tr>
<tr>
<td>2893.60</td>
<td></td>
<td>0.205</td>
<td>0.046 ± 0.007</td>
<td></td>
</tr>
<tr>
<td>2806.77</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2805.35</td>
<td></td>
<td></td>
<td>2.60 ± 0.39</td>
<td></td>
</tr>
<tr>
<td>2804.44</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2803.47</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2752.78</td>
<td>0.107</td>
<td></td>
<td>0.041 ± 0.008</td>
<td></td>
</tr>
<tr>
<td>2655.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2653.68</td>
<td></td>
<td></td>
<td>6.90 ± 1.3</td>
<td></td>
</tr>
<tr>
<td>2652.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2536.52</td>
<td>0.0255</td>
<td>0.027</td>
<td>0.303</td>
<td>0.021 ± 0.005</td>
</tr>
</tbody>
</table>

Table VII: continued
absolute gf-value of one line (e.g., 2537 Å), while in the present investigation an absolute gf-value has been measured individually for each line. The result on the resonance line (2537 Å) by Ladenburg and Wolfschn is considered very accurate and was obtained by means of the "hook method" (an absorption method involving the anomalous dispersion in the neighborhood of a resonance line). It also compares fairly well with a theoretical value of $gf_{2537} = 0.028$ by Garstang$^{58}$. In view of the quite involved process of the present measurement on this resonance line, the present result appears most satisfactory. Present results on other lines differ considerably from those earlier ones and this discrepancy is mainly due to the lack of local thermodynamic equilibrium on the part of arc measurements and the inhomogeneity in the temperature and density across the arc.

In performing the measurements on the resonance line (2537 Å), a special care was needed in order to prevent the line reversal and to depress the continuum radiation. The most satisfying run was obtained by making the shock as weak as possible without violating the requirements necessary to achieve local thermodynamic equilibrium behind the n = 2nd shock and by using the smallest mercury concentration that can be tolerated within the frame work of photographic photometry.
CHAPTER VI
SUMMARY AND CONSIDERATION OF RELATED FUTURE RESEARCHES

In this present dissertation, an extensive investigation of various problems in the heated shock tube, starting from its construction, has been presented. It largely consists of numerical calculations on shocked mercury (and neon-mercury mixtures) over a very wide range of shock strengths, experiments on the overall performance of the heated shock tube as a new fluid dynamical device, a study of the approach toward the ionization equilibrium in shocked mercury, and finally the measurements of absolute oscillator strengths of neutral mercury lines.

In presenting the shock theory in Chapter II, it has been pointed out that usual three laws of conservation hold true not only across a primary shock but also across each of all reflected shocks. Subsequently a set of very general shock relations has been derived for an \( n^{\text{th}} \) shock only with an additional assertion that the \( n^{\text{th}} \) shock speed and thermodynamic state ahead of the shock are known, without making any assumption on the mechanism of reflected shock generation. This modification was motivated by the persistent failure of the usual reflected shock theory in predicting the reflected \( (n = 2) \) shock speed from a known primary shock speed, which results in a noticeable disagreement between \( T_2 \) (calculated) and \( T_2 \) (measured), and it indeed showed a substantial improvement in providing the equilibrium tempera-
ture $T_2$ when applied to the previous line reversal data by Charatis.\textsuperscript{16}

The shock relations coupled with the ionization equilibrium relations written out from the general law of mass action have been numerically evaluated for primary shocks in mercury and mercury-neon mixtures, and respective Rankine-Hugoniot curves have been obtained. Their value remains mostly academic at the moment because of the limitation of attainable shock strengths on the part of the laboratory practice, but never the less the influence of first two successive ionizations upon the density ratio ($\rho_1/\rho_0$) is shown very clearly. Due to an overlap in two degrees of successive ionizations, a complete return of $\rho_1/\rho_0$ to an ideal (purely translational) value was absent.

It would be of great interest if at least the first maximum in $\rho_1/\rho_0$ can be experimentally observed. This appears extremely difficult for gases such as mercury and xenon even with an aid of explosives as driving gas because of severe boundary layer growth, ever increasing in degree with increasing shock strengths as long as the ionization is "active". However, in the cesium gas the possibility of such an investigation seems rather favorable because the first ionization potential is so small that a nearly complete first ionization can be achieved in the shock tube without any complication arising from the second ionization.

The equation of state in ionized mercury has also been evaluated for temperatures from $5,000^\circ$ to $30,000^\circ$ K and pressures from 50 to 5,000 cm Hg, together with the
electronic partition function, the effective electronic
degrees of freedom and the degrees of ionization, all
irrespective of shock relations.

The novel observation of the reflected \((n = 2)\) shock
bifurcation in the monatomic gas of mercury has been described
in detail in Chapter III, together with the shock tube per-
tformance. It has been fully demonstrated, with experiments
and through a proposal of a "\(\gamma\) -model" of shock bifurcation,
that an "active" ionization behind the primary shock is
responsible for a fast growth of boundary layer in mercury,
which in turn causes the bifurcation. An additional check
of the \(\gamma\) -model was made in xenon also. By virtue of the
\(\gamma\) -model, a special attention is called again to the cesium
gas as a prospective shock medium because the cesium gas
behaves very much like an ideal gas between the first and
second stages of ionization, as shown with a theoretical
calculation of \(\gamma\).

One may point out that the fact that \(\gamma\) can become
smaller than \(5/3\) is physically equivalent to the fact that
the density ratio \((\rho_1/\rho_0)\) exceeds the ideal limit, both
arising from "active" ionizations. However, it has not been
determined whether the indication which the density ratio
\(\rho_1/\rho_0 > 4\) may have on the question of shock difurcation
is consistent with the fact that for \(\gamma_1\) less than approxi-
mately 1.5 the reflected shock bifurcation is most likely to
take place either in monatomic gases or in polyatomic gases,
and this remains to be seen through a reinterpretation of the
previous experiments on bifurcation in polyatomic gases.

It has been pointed out that the boundary layer profile in the primary flow can be obtained by a detailed study of the change in bifurcated shock profile as a function of time.

It can be concluded that the flow (equilibrium zone) behind the shocks of \( n = 1 \) and \( 2 \) are not suitable for the quantitative spectroscopic source if the reflected \( (n = 2) \) shock is bifurcated, as was the case for all shocks in mercury (strong enough to have the luminosity in the equilibrium region). For all spectroscopic measurements it has been made certain that the bifurcation is absent by reducing the mercury concentration in neon and the equilibrium temperature behind the primary shock.

The usual failure of the ideal shock tube theory in predicting the shock strength at the end of the tube has been found also present in the heated shock tube and this again upgrades the adequacy of the shock theory developed in Chapter II even further.

The measurement of ionizational relaxation times in shocked mercury has shown that the measured activation energy of ionization coincides with the resonance energy of neutral mercury in the temperature regime of \( 7,300^\circ \) to \( 11,000^\circ \)K, indicating that each process of ionization (the atom-atom process and the electron-atom process) consists of two steps. For electron densities of \( 2.80 \times 10^{16} \) to \( 4.20 \times 10^{17} \) cm\(^{-3}\), the relaxation time is found to be independent of pressure, and this tendency is identified as a characteristic of the
electron-atom process through reinterpreting the previous results on argon, krypton, xenon, and cesium, and comparing them with the present result. This, together with an apparent lack of any additional period attributable to the atom-atom process, has led us to the conclusion that the approach toward the ionization equilibrium in shocked mercury takes place mainly through the electron-atom process. Additional measurements with shocks in mercury-neon mixtures confirmed this conclusion. Consequently, in this electron density regime the most favorable mechanism of providing the electrons necessary in initiating the electron-atom process appears to be that of photo-excitation and -ionization.

Such a claim on the role of photo-processes may seem difficult to be tested directly in the shock tube without a sufficient information on the cross sections of photo-excitation and -ionization. An experiment with shocks in a medium containing some free electrons ahead of the arrival of shock may give rise to a better understanding of the way initial electrons are made available and it can be done, for instance, by spraying a very small amount of radioactive material. Also it is suggested here that an independent experiment on the photo-excitation and -ionization be done by means of an atomic beam through a continuum radiation field. Such an investigation will be particularly interesting in view of the fact that the cross sections of photo-excitation and -ionization can be estimated from the absolute \( g \) -values.

The notion of the two-step process can be further examined by accurately studying the time-resolved profile of
the resonance lines (2537 Å in the case of neutral mercury) in comparison with the profiles of other lines originating from higher levels. For lines of widely scattered higher levels, such a comparison has been made and it has shown a distinctive behavior of indiscriminatory excitation among such levels, again favoring the two-step process.

The heated shock tube has been seen to be particularly suitable for the investigation of the approach toward equilibrium in view of the fact that the impurity concentration can be reduced by thorough baking and pumping to such a level that its influence upon the excitation process becomes negligible. Indeed, the radiation overshoot has been absent in all cases of mercury and mercury-neon mixtures, unless an additive such as tetramethyilsilane is added in the shocked zone to a level which amounts to approximately 10% of the mercury concentration. It is reasoned that in cases with the radiation overshoot present the electrons contributed by impurity atoms during the period of relaxation are responsible for the temporary overpopulations in the excited states of neutral mercury. It is also thought probable that the atomic species in excited states arising from dissociating tetramethyilsilane play a similar role to that of impurity-originated electrons. In this respect an investigation of the phenomenon of ionizational relaxation with shocks in a medium that consists of the gas of the main interests and one (or two) other monatomic gas (monatomic for the sake of simplicity), which has highly populated levels that match well with the first excited states in the main gas, appears quite profit-
able—that is, the presence and absence of such a gas may result in different relaxation times.

The absolute gf-values of 37 neutral mercury lines have been determined through measurements with shocks in Ne-Hg-Si(CH3)4 mixtures, using the method of curves of growth. Usual photographic photometry was used for absolute intensity measurements for lines with $\lambda > 2800$ Å. For lines with $\lambda < 2800$ Å a modified photographic photometry has been devised, which involves an additional calibration of the film for its reciprocity law failure. Results on gf-values (Table VII) have uncertainties varying from 15 to 20%. In view of the fact that the mercury concentration is rather large and in turn the line intensities are high, the optical depth of the shocked gas had to be determined unambiguously, and the method of Hinnoy and Kohn has been employed for this purpose.

Using a semi-empirical method of Kobzev and Norman, the photo-excitation cross sections for the series $6p^3p^0 - n^3S_1$ can be estimated from measured gf-values as follows: $\sigma_j(\nu_{jj'}) = 2.7 \times 10^{-17}$ cm$^2$ for $\lambda = 5461$ Å ($n = 7$), $9.7 \times 10^{-19}$ for 5341 Å ($n = 8$), and $1.9 \times 10^{-19}$ for 2925 Å ($n = 9$). By extrapolating these values of $\sigma_j(\nu_{jj'})$ to the series limit, one finds the photoionization cross section for $6p^3p^0$—I.P. to be $1.0 \times 10^{-19}$ cm$^2$. This result can be compared with direct experimental measurement of the photoionization cross section.
It has been demonstrated through discussions in Chapters IV and V that the heated shocks tube can be used adequately for quantitative spectroscopic measurements on metallic elements which either are evaporable at the shock tube temperature (up to 400 °C) or can be made available in the gaseous phase by virtue of metallo-organic compounds that are not necessarily volatile at room temperature. More experiments with the heated shock tube on atomic constants of heavy elements, which are useful for laboratory plasma diagnosis as well as for an astrophysical application, are highly recommended.
APPENDIX A

LOWERING OF IONIZATION POTENTIALS

According to Fermi, an atom in a gas of a given pressure is allowed to have only a limited volume, thus making the number of physically allowed electron orbits finite. This makes it possible to have a finite value of the electronic partition function.

Experimentally it is seen that the series limits of hydrogen-like spectra are depressed, the spectrum remaining normal up to a certain quantum number, after which the lines merge into a continuum even before the series limit when the pressure and the charge density are decreased. Inglis and Teller took the Stark broadening as the most important mechanism of level spreading and found the cut-off quantum number by equating the energy difference between two neighboring levels to the spreading of corresponding energy level. In view of the fact that the Stark broadening is a longer range interaction than direct collisions, the Inglis-Teller cut-off is much deeper than the Fermi cut-off.

Taking the screening of a charge in the plasma by neighboring charged particles into account, the lowering of ionization potential of eq. (II.30) known as the Debye-Hückel formula is obtained. This cut-off lies in between the criteria of Fermi and Inglis-Teller as expected. The Debye-Hückel cut-off is valid only when the number of electrons per Debye sphere is less than one. For higher density plasma
one may use the result by Ecker and Kröll. There is now a rather widely accepted notion that the partition function cut-off is not exactly identical to the lowering of ionization potential.

The effect of the partition function cut-off on the equations of ionization equilibrium is very small due to the fact that only the ratio of two partition functions of an atom and its ion (or the first and second ions and so forth) appears in the equations.* The change in the degrees of ionization as one changes from the use of a Fermi cut-off to an Inglis-Teller cut-off is less than a percent while the partition functions of the two cut-offs differ from each other often by more than 20% at a moderately high temperature. Consequently, its influence of the cut-off upon the shock calculation is small. But it becomes important when one tries to calculate the upper level populations which are necessary for quantitative spectroscopy, because there one is no longer dealing with the ratio of partition functions but with an absolute value of an individual partition function.

* We have made extensive numerical tests to see the effect of different cut-offs for both helium and lithium with conveniently rearranged energy levels for the sake of clarity.
APPENDIX B

DERIVATION OF \( \gamma \) FOR IONIZED MONATOMIC GASES

Let us at first consider a simple case of a monatomic gas, A, with only one internal level that coincides with its ionization potential. One can write from eq. (V.7)

\[
e = \frac{p}{\rho} + \frac{\chi_i}{m_A} \chi_i
\]  \hspace{1cm} (B.1)

where the equation of state is

\[
p = \left( 1 + \chi_i \right) \frac{kT}{m_A}
\]  \hspace{1cm} (B.2)

The specific heat at a constant volume is then written as

\[
C_v = \frac{\partial e}{\partial T}
\]

\[
= \frac{3}{2} (1 + \chi_i) \frac{k}{m_A} + \left( \frac{3}{2} \frac{k}{m_A} \frac{1}{T} + \frac{\chi_i}{m_A} \frac{\partial \chi_i}{\partial \chi_i} \right)
\]  \hspace{1cm} (B.3)

From eq. (V.34) one obtains

\[
\frac{\chi_i^2}{1 - \chi_i^2} = \text{const.} \cdot \frac{1}{p} \left( \frac{\chi_i}{kT} \right)
\]
by putting \( Z_{\text{EV}}/Z_{\text{EI}} = 1 \). Differentiating eq. (B.4) with respect to \( T \) and rearranging it, one arrives at

\[
\frac{\delta \chi}{\delta T} = \frac{1}{2} \alpha_i (1 - \alpha_i^2) \left( \frac{5}{2} + \frac{\chi_i}{kT} \right) \frac{1}{T}
\]  

(B.5)

On the other hand, the specific enthalpy of this system is from eq. (V.4)

\[
\mathcal{H} = \frac{5}{2} \frac{P}{\theta} + \frac{\alpha_i}{m_A} \chi_i
\]  

(B.6)

which gives rise to the specific heat at a constant pressure

\[
C_p = \frac{\delta \mathcal{H}}{\delta T}
\]

\[
= \frac{5}{2} (1 + \alpha_i) \frac{k}{m_A} + \left( \frac{5}{2} \frac{k}{m_A} T + \frac{\chi_i}{m_A} \right) \frac{\delta \alpha_i}{\delta T}
\]  

(B.7)

The specific heat ratio, \( \gamma \), is then found from eq.'s (B.3), (B.7), and (B.5) to be

\[
\gamma = \frac{C_p}{C_v} = \frac{5 + \alpha_i (1 - \alpha_i) \left( \frac{5}{2} + \frac{\chi_i}{kT} \right)^2}{3 + \alpha_i (1 - \alpha_i) \left( \frac{3}{2} + \frac{\chi_i}{kT} \right) \left( \frac{5}{2} + \frac{\chi_i}{kT} \right)}
\]  

(B.8)

Eq. (B.8) amounts to a chemical approximation of the specific heat ratio.39
Now we consider a more detailed expression of $\gamma$ for a real monatomic gas, $A$, with two stages of ionizations taken into account. Internal electronic levels are also excitable. From eq. (II.7) we get

$$
e = (1 + \alpha_1 + \alpha_1 \alpha_2) \frac{hT}{m_A} \left[ \frac{3}{2} + (1 - \alpha_1) f_{E_I} + \alpha_1 (1 - \alpha_2) f_{E_{II}} \right]
+ \alpha_1 \alpha_2 f_{E_{III}} \right] + \frac{\alpha_1}{m_A} \chi_I + \frac{\alpha_1 \alpha_2}{m_A} \chi_{II}
$$

(B.9)

In differentiating eq. (B.9) with respect to $T$ to find $C$, one encounters the derivatives $\frac{\delta \alpha_1}{\delta T}$, $\frac{\delta \alpha_2}{\delta T}$, $\frac{\delta f_{E_I}}{\delta T}$, $\frac{\delta f_{E_{II}}}{\delta T}$, and $\frac{\delta f_{E_{III}}}{\delta T}$.

From eq. (II. 34) one obtains

$$\frac{\delta \alpha_1}{\delta T} \approx \frac{1}{2} \alpha_1 (1 - \alpha_1^2) \left( \frac{5}{2} + \frac{\chi_I}{\alpha_1} + \frac{f_{E_{II}}}{2} + \frac{f_{E_I}}{2} - \frac{1}{T} \right), \quad (B.10)$$

where it is assumed that $\alpha_2 = 0$, and

$$\frac{\delta}{\delta T} \left( \frac{Z_{E_{II}}}{Z_{E_I}} \right) = \frac{1}{2T} \left( f_{E_{II}} - f_{E_I} \right) \frac{Z_{E_{II}}}{Z_{E_I}}$$

(B.11)
Similarly, from eq. (II.35) one finds

$$\frac{\delta \alpha_2}{\delta T} = \frac{\alpha_2 (2 + \alpha_2) (1 - \alpha_2^2)}{2 (1 + 2 \alpha_2)} \left( \frac{5}{2} + \frac{\chi_{\Pi}}{kT} \right)$$

$$+ \frac{1}{2} \left( f_{\text{EIII}} - \frac{1}{2} f_{\text{EII}} \right) \frac{1}{T}$$

(B.12)

where it is asserted that $\alpha_1 = 1$.

Recalling the definition of $f_{\text{EZ}}$, $z = \text{I, II, III}$ --- (see eq. (II.9)), it can be shown that

$$\frac{\delta f_{\text{EZ}}}{\delta T} = \frac{f_{\text{EZ}}}{T} + 2T \frac{\delta}{\delta T} \left[ \ln \left( \sum_j n_j^* g_j e^{-\frac{E_j}{kT}} \right) \right]$$

(B.13)

where $n^*$ stands for the cut-off quantum number. The second term on the right hand side of eq. (B.13) becomes

$$- \frac{f_{\text{EZ}}}{T^2} - \frac{2f_{\text{EZ}}}{T^2} + \frac{1}{T^2} \langle \left( \frac{2E}{kT} \right)^2 \rangle$$

$$\approx - \frac{2}{T^2} f_{\text{EZ}}$$

(B.14)

where it is assumed that

$$\left| \frac{f_{\text{EZ}}^2}{T^2} - \langle \left( \frac{2E}{kT} \right)^2 \rangle \right| \ll f_{\text{EZ}}$$

(B.15)
Therefore one can write, with eq.'s (B.10) through (B.14),

\[ C_V \equiv \frac{3}{2} \left( 1 + \alpha_1 + \alpha_1 \alpha_2 \right) \frac{k_i}{\hbar^2} \]

\[ + \frac{1}{2} \alpha_1 \left( \frac{1}{2} \right) \frac{k_i}{\hbar^2} \left( \frac{5}{2} \right) + \frac{\chi_{E}^I}{\hbar^2} + \frac{f_{E}^I}{2} - \frac{f_{E}^I}{2} \left[ \frac{3}{2} \left( 1 + \alpha_2 \right) \right. \]

\[ - \left( 2 \alpha_1 - \alpha_2 + 2 \alpha_1 \alpha_2 \right) f_{E}^I + (1 + 2 \alpha_1) (1 - \alpha_2) f_{E}^I \]

\[ + \left( \alpha_2 + 2 \alpha_1 \alpha_2 + 2 \alpha_1 \alpha_2^2 \right) f_{E}^I + \frac{\chi_{E}^I}{\hbar^2} + \frac{\chi_{E}^I}{\hbar^2} \alpha_2 \left] \right. \]

\[ + \frac{1}{2} \alpha_1 \alpha_2 \left( 1 + \alpha_2 \right) \frac{1}{1 + 2 \alpha_2} \left( \frac{5}{2} \right) + \frac{\chi_{E}^I}{\hbar^2} + \frac{f_{E}^I}{2} - \frac{f_{E}^I}{2} \left[ \frac{3}{2} \right. \]

\[ + \left( 1 - \alpha_1 \right) f_{E}^I - (1 + 2 \alpha_1 \alpha_2) f_{E}^I \]

\[ + \left( 1 + \alpha_1 + \alpha_1 \alpha_2 \right) f_{E}^I + \frac{\chi_{E}^I}{\hbar^2} \left] \right. \]

(B.16)

\[ C_p \text{ can be found in a similar manner and it gives rise to eq. (III.4) with eq. (B.16). Eq. (III.4) can be reduced to eq. (B.8) by asserting that } \alpha_2 = 0 \text{ and } f_{E}^z = 0. \chi \text{ thus found is a strong function of } \alpha_1 \text{ and } \alpha_2, \text{ which in turn depends on } T \text{ and } p. \text{ The contribution coming from } f_{E}^z \text{ is rather small.} \]
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A heated shock tube has been constructed as a new fluid-dynamical device, in order to study strong shocks in the mercury gas, to investigate the ionizational relaxation phenomenon, and to utilize the shock tube flow as a spectroscopic source.

Extensive theoretical calculations of the Rankine-Hugoniot relation in mercury and mercury-neon mixtures have been performed for a wide range of shock strengths, with various stages of ionization fully taken into account.

A performance study of the heated shock tube has been made. A novel observation of the reflected shock bifurcation in the monatomic gas of mercury has been made, and a detailed quantitative analysis of bifurcated shocks is presented.

The activation energy of ionization in shocked mercury gas is found to coincide with the resonance energy of neutral mercury in the temperature regime of 7,300° to 11,000°K.

The absolute gf-values have been measured in the heated shock tube for 37 neutral mercury lines, using the method of curves of growth.

Related future researches are suggested.
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