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Analysis of Linear and Nonlinear O-Type Systems

The nonlinear O-type backward-wave oscillator is analyzed using the large-signal traveling-wave amplifier equations. These equations have been modified by simply introducing a change in the sign of the circuit impedance to account for backward energy flow on the circuit. Starting conditions are calculated as a function of the r-f level at the output of the device for a range of operating parameters. Efficiency is calculated as a function of the ratio of stream current to minimum starting current.

An analysis of the Crestatron beating-wave amplifier is presented and the small-signal gain is calculated as a function of the various circuit and stream parameters.

The integral equation and differential equation methods of analysis of the large-signal traveling-wave amplifier are compared and the equivalence is rigorously proven. Also the equivalence of the space-charge models of Tien and Rowe is shown. Radial variations of the circuit field in a traveling-wave tube with a large-diameter beam are accounted for in a simple manner and the effect on efficiency is calculated.

A small-signal analysis of the interaction between a premodulated electron stream and a propagating structure is developed and various calculations are made to show the effect on interaction length and gain. Equations are developed to calculate the optimum predrift length for a premodulated beam in either the growing-wave tube or the beating-wave tube.

Phase Focusing in Traveling-Wave Tubes

The basic limitation on the efficiency of O-type devices is that the beam slows down as it gives up energy to the r-f wave and finally falls out of synchronism with the traveling r-f wave on the circuit. A general analysis (nonlinear) of the phase focusing of electron bunches in growing-wave devices and beating-wave devices is presented and several possibilities are considered. These are (1) prebunching of the electron stream, (2) tapering of the circuit phase velocity, and (3) variation of the d-c voltage gradient along the electron stream. Calculations are presented for all of these methods and a discussion of important physical points pertaining to each is given.

X-Band Traveling-Wave Amplifiers

Design and experimental information on several models of an X-band traveling-wave amplifier is presented and discussed. The tube employs coaxial-cavity matches and coupled-helix attenuators. Detailed gain, VSWR and power output data are given.
Experimental Study of Crestatrons

A detailed experimental investigation has been carried out on a series of S-band Crestatron amplifiers of both the cw and pulsed type. These tubes utilize coupled-helix couplers and do not require attenuators. Small-signal gain, large-signal gain, power output and efficiency curves are presented for both these types of tubes as a function of various operating parameters. Some correlation with theory is presented.

Analysis of Modulated Q-Type Devices

A general analysis of the beam-modulated traveling-wave tube is given. The modulations are signals applied to the beam in addition to the carrier signal. Modulations are considered both at frequencies very much lower and also at those comparable to the carrier frequency. Large- and small-signal carrier levels are studied. The analysis includes effects on C, QC, b, d and the initial wave amplitudes. Recommendations for the design of traveling-wave tubes for low modulation frequency applications are given. The high-frequency analysis is used to analyze the longitudinal-beam parametric amplifier. The upper and lower sidebands around the pump fundamental are considered. Lower gain and more noise than found by previous theories is predicted.

Disk and Helically Loaded Coaxial and Waveguide TWA Structures

The various field analyses that have been made on disk and helically loaded waveguide structures for high-power traveling-wave amplifiers are reviewed and various comparisons are made. In particular the various analyses are applied to gain an understanding of the operation of the helically loaded coaxial line structure.

UHF Crestatron

The design of a high-pulsed-power Crestatron to operate in the uhf frequency range is presented. This tube utilizes a single-filar helical line r-f structure and coupled-helix couplers designed to cover the 300-900-mc frequency range. The electron gun employs a hollow beam and is magnetically focused. Design considerations are discussed as well as small-signal gain measurements for three tubes.
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THEORETICAL AND EXPERIMENTAL INVESTIGATION OF LARGE-SIGNAL TRAVELING-WAVE TUBES

I. GENERAL INTRODUCTION

The purpose of this study was to investigate both theoretically and experimentally the detail operation of large-signal traveling-wave amplifiers. In particular such topics as efficiency improvement by phase focusing, modulation characteristics, high-power r-f structures and backward-wave oscillator efficiency were to be investigated. All of these studies plus many others were to be directed towards determining methods for predicting and improving the operating characteristics of high-power (peak and average) traveling-wave tubes.

A number of the studies initiated during the contract period were completed and technical reports have been issued and numerous journal articles were published. A complete listing of the technical reports prepared and the journal articles published is given in the front of this report.

The following sections of this final report contain a summary of some of the most interesting and significant problems studied. Many of the items have already been reported in journal articles or will soon be published; hence only a summary of the important aspects and conclusions
II. ANALYSIS OF LINEAR AND NONLINEAR O-TYPE SYSTEMS (J. E. Rowe)

A. Nonlinear O-Type Backward-Wave Oscillators

1. Backward-Wave Circuits. A nonlinear analysis of the O-type backward-wave oscillator has been made using the modified large-signal traveling-wave amplifier equations, which account for finite values of C, QC and d. The derived equations apply equally well to both the backward-wave amplifier and oscillator. The purpose of this investigation is to determine the theoretical limitations on efficiency as a function of the operating parameters.

In backward-wave interaction as well as in forward-wave interaction it is required that the circuit wave and the electron stream be in approximate synchronism. This requirement results in a voltage-tunable device in the case of backward-wave interaction, since the r-f circuit must be dispersive in order to obtain oppositely directed phase and group velocities. The phase and group velocities of periodic structures are written as

\[ v_p = \frac{\omega}{\beta} \quad (II.1) \]

and

\[ v_g = \frac{v_p}{1 - \frac{\omega}{v_p} \frac{d\omega}{d\phi}} \quad (II.2) \]

A negative group velocity requires that the circuit exhibit negative dispersion; i.e., the denominator must remain negative.

Any r-f propagating circuit that satisfies the requirement of oppositely directed phase and group velocities for at least one space
harmonic component of the total field can be used as a backward-wave device circuit. These space harmonics exist in all periodic structures, as indicated by the periodic nature of the boundary conditions. The fields can be expressed over all periods of the r-f structure in terms of their values over one period through the use of Floquet's theorem. Helical waveguides and interdigital lines have found widest application in oscillators of the O-type. Interdigital lines and vane-type structures are frequently used in M-type backward-wave oscillators.

It is well known that these circuits can be represented by an equivalent circuit in the form of an L-C transmission line (low-pass filter) when operating in the fundamental forward-wave mode. In this embodiment of the equivalent circuit the inductance and any series circuit loss are represented by the series elements and the capacitance by a shunt element. The equation for the voltage along the line as a function of distance and time is a linear second-order partial differential equation containing driving terms when an electron stream is present. It is known that this type of circuit has a phase shift per section which increases with frequency due to the series inductance. In the nondispersive region where it is usually operated the phase velocity is independent of frequency and is given by \( v_o = \frac{1}{\sqrt{LC}} \).

Usually the differential equation for the circuit voltage in a backward-wave device is found by simply changing the sign of the circuit impedance to account for backward energy flow. The equivalent circuit may be drawn by interchanging the positions of the series inductance and the shunt capacitance to give a high-pass type of circuit with a phase shift per section characteristic which decreases with frequency. The phase velocity for this circuit is an increasing function of frequency and is given by \( v_o = -\omega^2 \sqrt{LC} \). A differential equation
of fourth order in time and second order in the distance for the voltage along the line can be derived for this circuit. This equation can be reduced to a second-order equation if a time variation of \( \exp \imath \omega t \) is introduced. The presence of an electron stream also adds driving terms to the circuit equation.

The forms of the two equivalent circuits are shown in Fig. II.1 and the differential equation used both for the nonlinear forward-wave amplifier and for the backward-wave device is given below. In those terms preceded by a double sign the upper sign refers to the forward-wave device and the lower sign to the backward-wave device. The backward-wave device equations apply equally well to the oscillator and the amplifier.

\[
\frac{\partial^2 V(z,t)}{\partial t^2} - v_o^2 \frac{\partial^2 V(z,t)}{\partial z^2} + 2\pi Cd \frac{\partial V(z,t)}{\partial t} = \pm v_o Z_o \frac{\partial^2 \rho(z,t)}{\partial t^2}
\]

\[
\pm 2\pi CdZ_o v_o \frac{\partial \rho(z,t)}{\partial t}. \quad (II.3)
\]

The symbols used in the above and subsequent equations are defined in a list of symbols at the end of the report.

While it is intuitively satisfying the backward-wave equivalent circuit cannot be realized in terms of a smooth circuit but only in terms of lumped parameters to give the desired, oppositely directed phase and group velocities. This form of the circuit also leads to difficulties in attaching physical significance to the circuit elements. It is generally most satisfying simply to change the sign of the circuit impedance.
L = HENRY / METER
R = OHMS / METER
C = FARADS / METER

$V_0 = \frac{1}{\sqrt{LC}}$

$Z_0 = \sqrt{\frac{\omega}{Y}}$

a. FORWARD-WAVE CIRCUIT.

L = HENRY \cdot METER
R = OHMS / METER
C = FARADS \cdot METER

$V_0 = -\omega^2\sqrt{LC}$

$Z_0 = \sqrt{\frac{\omega}{Y}}$

b. BACKWARD-WAVE CIRCUIT.

FIG. II.1 EQUIVALENT CIRCUITS FOR FORWARD-WAVE AND BACKWARD-WAVE DEVICES.
2. **Nonlinear Backward-Wave Equations.** In this section the nonlinear backward-wave device equations will be presented rather than derived since they can be developed in a simple manner from the nonlinear forward-wave amplifier equations. The circuit equation used for the nonlinear backward-wave analysis is that given in Eq. II.3 with the lower signs. The normalized variables used in the analysis are defined below.

\[
y = \frac{C\nu z}{u_0} = 2\pi CN_s, \quad \text{(II.4)}
\]

\[
\phi_o = \omega t_o, \quad \text{(II.5)}
\]

\[
\theta(y) = \frac{y}{C} - \omega t - \phi(y, \phi_o), \quad \text{(II.6)}
\]

\[
u_t(y, \phi_o) = \frac{u_o}{1 + 2C u(y, \phi_o)}, \quad \text{(II.7)}
\]

\[
V(y, \phi) = \text{Re} \left[ \frac{Z_o T_o}{C} A(y) e^{-J\phi} \right], \quad \text{(II.8)}
\]

By a procedure similar to that used in obtaining the forward-wave equations the following set of working equations is obtained for backward-wave O-type devices.

\[
\frac{\partial \phi(y, \phi_o)}{\partial y} + \frac{d\theta(y)}{dy} = \frac{2u(y, \phi_o)}{1 + 2Cu(y, \phi_o)}, \quad \text{(II.9)}
\]
\[ \frac{d^2A(y)}{dy^2} - A(y) \left[ \frac{1}{C} - \left( \frac{\overline{d(y)}}{dy} \right)^2 - \frac{(1+C_b)^2}{C^2} \right] \]

\[ = \pm \frac{(1+C_b)}{\pi C} \left[ \int_0^{2\pi} \frac{\cos \phi(y,\phi_o')d\phi_o'}{1+2Cu(y,\phi_o')} + 2Cd \int_0^{2\pi} \frac{\sin \phi(y,\phi_o')d\phi_o'}{1+2Cu(y,\phi_o')} \right] , \quad (II.10) \]

\[ A(y) \left[ \frac{d^2\theta(y)}{dy^2} - \frac{2d}{C} (1+C_b)^2 \right] + 2 \frac{dA(y)}{dy} \left( \frac{d\theta(y)}{dy} - \frac{1}{C} \right) \]

\[ = \pm \frac{(1+C_b)}{\pi C} \left[ \int_0^{2\pi} \frac{\sin \phi(y,\phi_o')d\phi_o'}{1+2Cu(y,\phi_o')} - 2Cd \int_0^{2\pi} \frac{\cos \phi(y,\phi_o')d\phi_o'}{1+2Cu(y,\phi_o')} \right] \quad (II.11) \]

and

\[ \frac{\partial u(y,\phi_o)}{\partial y} \left[ 1+2Cu(y,\phi_o) \right] = A(y) \left[ 1-C \frac{d\theta(y)}{dy} \right] \sin \phi(y,\phi_o) \]

\[ - C \frac{dA(y)}{dy} \cos \phi(y,\phi_o) + \frac{1}{1+C_b} \left( \frac{\omega_p}{\alpha C} \right)^2 \int_0^{2\pi} \frac{F(\phi-\phi')d\phi_o'}{1+2Cu(y,\phi_o')} . \quad (II.12) \]

The independent variables appearing in the equations are \( y \), the distance along the tube in normalized units, and the entrance phase \( \phi_o \) of the electrons relative to the r-f wave at the input to the tube. The
dependent variables are \( A(y) \), the normalized r-f voltage amplitude along the structure; \( \theta(y) \), the phase lag across the amplifier at any \( y \); \( \phi(y, \phi_0) \), the phase of the displacement component of an electron that entered the helix at the moment \( \phi_0 \) relative to the r-f wave; and \( u(y, \phi_0) \), the a-c velocity parameter of an electron at any point \( y \).

The upper signs preceding the terms on the right-hand side of Eqs. II.10 and II.11 refer to the forward-wave device and the lower signs refer to the backward-wave device.

The assumptions made in the derivation of the above equations are:

1. The electric field, electron velocity and current are assumed to be functions only of distance along the tube and time and not functions of the radial dimension.

2. A solid model of the electron stream is assumed in developing the space-charge field expression. The equivalence of this method and the method used by Tien and Walker in obtaining a space-charge field expression can be shown.

3. The structure impedance is assumed to be only at the fundamental backward space harmonic.

4. Rectilinear electron flow is assumed so that the electrons have no transverse motion.

5. Nonrelativistic mechanics is used.

The boundary conditions to be used in the nonlinear backward-wave device analysis are very similar to those used in solving the forward-wave amplifier equations. The r-f structure is assumed to be matched to its characteristic impedance over its entire length and the problem is handled as an initial value problem rather than a boundary value problem. The dependent variables and their derivatives are specified at
state so that all the electrons at \( y = 0 \) have a zero a-c velocity and the same average velocity. The electrons are assumed to enter equally spaced over one period of the r-f wave at the input; therefore their initial phase positions are given. An initial value \( A_0 \) of the r-f signal is assumed and if there is no circuit loss, \( dA(y)/dy \) at the input is zero. The initial phase lag is of course zero and its derivative \( d\theta(y)/dy \), the apparent phase constant of the total wave at the input, is found from the small-signal solutions as in the forward-wave amplifier theory.

The nonlinear backward equations can be solved by assuming specific values of the injection velocity \( b \) and the amplitude of the circuit voltage at \( y = 0(A_0) \) for any set of \( C, QC \) and \( d \). Then the equations are integrated numerically using the appropriate difference equation formulation consistent with accuracy and stability of the system until the circuit voltage goes through a minimum in the case of a backward-wave amplifier or goes through zero in the case of an oscillator. The number of representative electrons which have to be used in finding the solutions depends critically upon the value of the space-charge parameter, increasing as \( QC \) becomes quite large (around 0.5). As the collector end of the tube is approached, i.e., as the circuit field becomes very small, electrons begin to overtake one another and a maximum in the fundamental component of stream current is reached as in the forward-wave amplifier.

It is apparent that in a backward-wave oscillator that is relatively short (CN approximately 0.3) the effect of crossing electron flight lines is not as important as in the forward-wave amplifier where the typical circuit lengths are quite great, since crossing occurs first in a backward-wave oscillator very near the collector end where the circuit voltage is small and decreasing approximately as a cosine
function. Overtaking of electrons does not result in an abrupt change in the slope of the voltage vs. distance curve. Of course in the backward-wave amplifier where long structures would be used overtaking of electrons, resulting in multi-valued velocities, would be important as in the forward-wave amplifier. In the event that electron trajectory crossings are not of great importance the Eulerian formulation of the equations could be used and hence the hydrodynamical form of the continuity equation is appropriate. This would result in a somewhat simpler set of equations to be solved and the effects of space charge could be more easily included.

In order to determine the combination of $b$ and $CN$ that leads to an oscillation condition several trials are required. The sensitivity of the start-oscillation conditions to the value of $A_0$ at constant $b$ for a particular set of $C$, $QC$ and $d$ is shown in Fig. II.2 where oscillation occurred for $A_0$ equal to 0.68 and 0.685 but not for 0.67 and 0.69.

A detailed study of the variation of the phase lag across the amplifier $\theta(y)$ vs. $y$ is useful in determining the direction of the change necessary in $b$ or $A_0$ when in the neighborhood of an oscillation condition. The behavior of $\theta(y)$ in the neighborhood of an oscillation condition is illustrated in Fig. II.3. This dependence is general for any set of circuit and stream parameters. It is seen that a nearly linear relationship of $\theta(y)$ vs. $y$ is obtained at the oscillation condition. This is also true when the values of $b$ and $A_0$ are far from a start-oscillation condition and hence one must be near the optimum combination of $b$ and $A_0$ to use the criterion illustrated in the above figure. As the ratio of stream current to minimum starting current is increased, the oscillation condition is more difficult to locate and it is necessary to examine a plot of the $CN$ to the minimum value of $A(y)$
FIG. II.3 INDICATION OF PROXIMITY TO AN OSCILLATION CONDITION.
vs. $A_o$ as well as the above plot in order to determine the oscillation conditions.

3. **Efficiency Calculations.** The CN length and value of $b$ required for lowest-order start-oscillation condition may be determined by assuming an arbitrarily small value of the signal level $A_o$ at $z = 0$ and then varying $b$ for any particular set of $C$, $QC$ and $d$.

As the value of $b$ is increased from that corresponding to the lowest start-oscillation current, larger values of $A_o$ are required to produce oscillation. The efficiency increases approximately linearly with increasing $b$ at constant $C$, $QC$ and $d$. The point at which the circuit voltage $A(y)$ goes through zero occurs at a larger value of $CN_s$ in general, which signifies an increase in the stream current above the minimum start-oscillation value. For moderate values of $C$ the length $N$ is nearly independent of the stream current, so that CN varies as the one-third power of the current. If this relationship is true for $C$'s as large as 0.1 the ratio of stream current to minimum starting current can be expressed as

$$\frac{I_o}{I_s} = \left(\frac{CN}{(CN)I_s}\right)^3,$$  \hspace{1cm} \text{(II.13)}

where $I_o = \text{stream current}$ and $I_s = \text{minimum start-oscillation current}$.

The efficiency is calculated using the following well-known relation:

$$\eta = 20A_o^2,$$  \hspace{1cm} \text{(II.14)}

where $A_o$ is the normalized value of the r-f voltage at the gun end of the device.
A composite plot of efficiency vs. $I_0/I_s$ is shown in Fig. II.4 for representative values of $C$ and $QC$ where circuit loss is neglected. The efficiency is seen to increase with increasing stream current up to a value of $I_0/I_s$ of 1.8 and then levels off for all values of $C$ and $QC$ investigated. Increasing $C$ produces an increased efficiency but increasing the space-charge parameter results in a decreasing efficiency. An increase of $C$ from 0.05 to 0.10 results in an approximate doubling of the efficiency. For the case of $C = 0.05$ and $QC = 0.25$ a start-oscillation condition was found at $I_0/I_s = 4.3$.

The values of $CN_s$ and $b$ as functions of $I_0/I_s$ corresponding to the data in Fig. II.4 are shown in Fig. II.5. It is seen that as the value of $I_0/I_s$ is increased the value of $b$ approaches a limiting value. These higher-current oscillation conditions indicate increasing output and are extremely difficult to locate since for large values of $b$ the tube is relatively long and behaves much like a long line in the sense that the oscillation condition is very sensitive to the value of $A_o$. The value of $CN$ at start oscillation is seen to increase smoothly as $I_0/I_s$ is increased and probably becomes asymptotic to some limiting value at high stream currents.

Very high-order oscillation conditions have been observed in the calculations when the circuit voltage goes through zero to negative values and then increases to cross the zero axis again. This occurs at very large values of $CN$ and these oscillation conditions would correspond to 80 to 100 times the minimum start-oscillation current.

Solutions were also found that decreased to a nonzero minimum and then increased and went through subsequent maxima and minima, one of which was zero. When $C = 0.2$ and $QC = 0$ it was found that the $CN_s$ length decreased as $b$ was increased (up to $b = 2.3$), indicating that for
FIG. II.4 EFFICIENCY VS. $I_0/I_s$ WITH b ADJUSTED FOR OSCILLATION.
(B =1.0, d = 0)
FIG. II 5: \( CN_s \) AND \( b \) VS. \( I_o/I_s \) WITH \( b \) ADJUSTED FOR OSCILLATION.

(\( B = 1.0 \), \( d = 0 \))
this large a value of $C$ the length is not independent of the value of current and hence the cube relationship cannot be used.

When $C$ is small, say up to 0.1, it can be determined from a Fourier analysis of the electron velocity variation with distance that the average stream velocity changes slowly with distance and is not significantly reduced at the collector end compared to its initial value. Thus it is seen that the number of stream or circuit wavelengths in a given length is independent of $I_o$, $u_o$ being relatively constant. The efficiency for $C = 0.2$ is not appreciably increased over the values obtained when $C = 0.1$. Values of $C = 0.2$ are very difficult to achieve practically and for this reason extensive calculations were not carried out for this high value of the gain parameter.

The value of the ratio of fundamental current to d-c current in the stream depends on the level of oscillation generally increasing as the value of $b$ and hence $I_o/I_s$ is increased. For oscillation levels above the lowest oscillation condition it varies from 1.2 to 1.4, depending upon the values of $C$ and $Q_C$. This is approximately midway between the values of 1 and 2 respectively used by Grow and Watkins\(^1\) in computing efficiency from a linear theory. A value of the stream diameter $B = 1$ was used in the calculations, which corresponds to a fairly large beam; hence the efficiency results should probably be modified to account for variation of the circuit field across the stream.

The efficiency results calculated here are in good agreement with the efficiency data of Putz and Luebke\(^2\) as reported by Grow and Watkins.

---


Their experimental values of efficiency indicate a spread of data for
\( \eta/\beta C \) vs. \( \omega_0/\omega C \) between 1.0 and 2.0 with a clustering around 1.5. These
experimental data correspond to operating efficiencies around 0-10
percent and values of QC between 0.2 and 0.6.

Dr. W. Veith of the Siemens and Halske Company of Munich, Germany,
has obtained experimental data on efficiency vs. stream current that
verified the nature of the efficiency curves shown in Fig.II.4. The
efficiency values were lower due to a much lower circuit impedance and
hence very small value of C. These results may be seen in "Das Car-
cinotron, ein Elektrisch Durchstimmbarer Generator für Mikrowellen",
Fermmeldetechnische Zeitschrift, Bd. 7 (1954); pp. 23-27.

4. Conclusions. The nonlinear backward-wave oscillator equations
were presented as modifications of the nonlinear forward-wave device
equations and their method of solution was discussed. The start-oscil-
lation values of CN and b were calculated for small values of output
and found to check the small-signal calculations quite well. Efficiency
and CN for values of \( I_0/I_g \) greater than one were calculated for a wide
range of C and QC and the results were found to agree well with pub-
lished experimental results on backward-wave oscillator efficiency.

B. Beating-Wave Amplification (Crestatron)

1. Introduction. It is well known that the operation of backward-
wave devices, both O-type and M-type, depends on an interference-phe-
nomenon resulting from the beating between waves propagating along an
r-f structure. It can also be shown that in-forward-wave devices such
as the traveling-wave amplifier gain can occur due to the beating of
waves traveling on the r-f structure, providing that the length is cor-
rect. The magnitude of this gain for any given set of circuit and
operating parameters is determined by the relative injection velocity \( b \) rather than by the length of the tube as in the case of the conventional traveling-wave amplifier.

A voltage gain is produced in the Crestatron by a beating between the three forward waves propagating on the slow-wave structure. The device is operated with a beam velocity such that \( b > b_{x_1} = 0 \) and hence there are no growing waves. The gain is achieved by adjusting the tube length to the proper value such that all the waves, one of which is out of phase with the others at the input, add together to give an r-f voltage greater than that at the input. Hence there is not voltage gain in the sense of that produced by growing waves but there is gain if the tube is considered to be a two-port network. The amount of gain is determined by the value of \( b \) and decreases as the beam velocity is raised above that at which growing waves cease to exist. The gain characteristics of the Crestatron can be calculated from the small-signal theory and these calculations also give information on the CW bandwidth achievable in the device.

The large-signal theory of traveling-wave amplifiers\(^3\) has been used to calculate the nonlinear performance of the Crestatron in terms of the gain achievable and the expected operating efficiency. Ample experimental evidence\(^4\) has been offered to verify the theory and indicate that high efficiency is obtained with short length and moderate gains.


2. Gain Equation. The three forward waves propagating on a traveling-wave tube r-f structure are known to vary in the following manner:

\[ e^{-\Gamma z} = e^{-j\beta_e z} e^{jCz} \]  \hspace{1cm} (II.15)

where \( \beta_e \) is the stream phase constant. The normalized voltage \( V_z/V \) at any point along the r-f structure may be written in terms of the amplitudes of the three waves, neglecting space charge, as

\[ \frac{V_z}{V} = e^{-j\theta/C} \left[ \frac{V_1}{V} e^{j\delta_1 \theta} + \frac{V_2}{V} e^{j\delta_2 \theta} + \frac{V_3}{V} e^{j\delta_3 \theta} \right] \]  \hspace{1cm} (II.16)

where \( \delta_i = x_i + jy_i, \quad i = 1,2,3 \);

\( V_i/V \) = normalized voltage amplitude of each wave,

\( \theta \triangleq \beta C z = 2\pi C N \),

\( N \) = structure length in wavelengths, and

\( C \) = gain parameter.

From the small-signal theory of the traveling-wave tube, the following expressions for the r-f convection current and velocity are obtained by retaining terms proportional to \( C \):

\[ \frac{(1+jC5_1)}{\delta_1} V_1 + \frac{(1+jC5_2)}{\delta_2} V_2 + \frac{(1+jC5_3)}{\delta_3} V_3 = \left( \frac{ju_0}{\eta} \right) \hat{v} \]  \hspace{1cm} (II.17)

and

\[ \frac{(1+jC5_1)}{\delta^2_1} V_1 + \frac{(1+jC5_2)}{\delta^2_2} V_2 + \frac{(1+jC5_3)}{\delta^2_3} V_3 = \left( \frac{-2V_0 C^3}{I_0} \right) \hat{i} \]  \hspace{1cm} (II.18)

where \( \eta = e/m \), charge-to-mass ratio of the electron,

\[ V = r-f \text{ velocity in the stream,} \]

\[ I = r-f \text{ convection current in the stream,} \]

\[ V_0 = d-c \text{ stream voltage, and} \]

\[ I_0 = d-c \text{ stream current.} \]

If an unmodulated stream is injected at \( z = 0 \) and an r-f signal level \( V \) is applied to the r-f structure at that point, the boundary conditions require that the right-hand sides of Eqs. II.17 and II.18 be zero and that

\[ V = V_1 + V_2 + V_3 \quad . \quad (II.19) \]

Equations II.17, II.18 and II.19 may be solved simultaneously to give the normalized amplitudes of the individual waves. The general result is shown below.

\[
\frac{V_i}{V} = \left[ 1 + \frac{1+JC6_i}{1+JC8_i} \left( \frac{\delta_{i+1}}{\delta_i} \right)^2 \frac{\delta_{i+2} - \delta_i}{\delta_{i+1} - \delta_{i+2}} + \frac{1+JC6_i}{1+JC8_i} \left( \frac{\delta_{i+2}}{\delta_i} \right)^2 \frac{\delta_{i} - \delta_{i+1}}{\delta_{i+1} - \delta_{i+2}} \right]^{-1}
\]

(II.20)

where \( \delta_i = \delta_{i+3} \).

Equation II.20 gives the total voltage associated with each wave and in the absence of space charge also gives the circuit voltage. The effect of passive modes or space charge is to reduce the circuit voltage from the value predicted by Eq. II.20. The ratio of the circuit voltage to the total voltage is found from the ratio of the second term on the right-hand side of the following familiar quartic determinantal equation to the total right-hand side of Eq. II.20:

6. Ibid., p. 113, Eq. 7.13 with corrections.
\[ g^2 = \frac{(1+jCB)^2 [1+C(b-jd)]}{-b+jd+j8+C \left( jbd - \frac{b^2}{2} + \frac{d^2}{2} - \frac{8^2}{2} \right)} - 4QC(1+jCB)^2 \quad \text{(II.21)} \]

The general result for the circuit component of voltage is

\[ \frac{V_{ci}}{V_1} = 1 + 4QC \frac{(1+jCB_i)^2}{8_i^2} \quad \text{(II.22)} \]

Equations II.20 and II.22 have been obtained by Brewer and Birdsall\(^7\).

Thus the voltage along the r-f structure may be written in general, including the effects of finite C and space charge QC, as

\[ \frac{V^2}{V} = e^{-j} \frac{\theta}{C} \sum_{i=1}^{3} \left( \frac{V_i}{V} \right) \left( \frac{V_{ci}}{V_1} \right) \delta_i e^{\delta_i \theta} \quad \text{(II.23)} \]

where \( \delta_i = \delta_{i+3} \).

When C is small and the effect of passive modes or space charge is negligible, Eqs. II.20 and II.22 reduce to the following familiar form:

\[ \frac{V_{i}}{V} = \frac{8^2_i}{(8_i-8_{i+1})(8_i-8_{i+2})} \quad \text{(II.24)} \]

and

\[ \frac{V_{ci}}{V_1} = 1 \quad \text{(II.25)} \]

---

The voltage gain is written as

\[ G_{db} = 10 \log \left( \frac{V_z}{V_z^*} \right) = 10 \log \left| \frac{V_z}{V} \right|^2 \]  \hspace{1cm} (II.26)

It is important to note that, unlike conventional standing waves on a transmission line, each wave sees the r-f structure characteristic impedance at all points along the line.

The gain that occurs when the velocity parameter \( b \) is greater than that for which the growth constant of the growing wave is zero is, as mentioned before, due to a beating effect between the three small-signal waves which are set up at the input and propagate along the r-f structure. The interaction is primarily between the circuit wave and the slow space-charge wave. It will be seen later that the fast space-charge wave is excited to a negligible extent. This is the same basic mode of operation as in the backward-wave device of both the traveling-wave tube and crossed-field types. As the three waves travel along the structure the phase relationship between the r-f current in the beam and the r-f field on the circuit changes and at certain points along the circuit the phase is such that energy is transferred to the circuit. At the same time there are certain regions along the tube where the phase relationship between the beam current and the circuit field is such that energy is fed from the circuit back to the beam. The gain in this mode of operation depends upon the relative injection velocity \( b \) for any given set of tube parameters rather than on the length as in the case of the conventional traveling-wave tube.

The Crestatron is inherently more efficient than the backward-wave devices which operate on the same principle because the modulation in the stream and the field on the circuit producing the modulation travel
in the same direction, whereas in the backward-wave device the modulation in the beam and the circuit field travel in opposite directions. In the backward-wave device the circuit field is strongest where the modulation is weakest and vice versa.

Mathematically speaking all the energy is abstracted from the beam at the input since in satisfying the boundary conditions energy is put into setting up the three circuit waves. Then the circuit length is simply adjusted so that at the end of the tube the wave energies all add in phase. It should be recalled that in this region of operation the propagation constants are purely imaginary, giving rise to real voltage amplitudes, and at the input one voltage component is 180 degrees out of phase with the other two.

3. Small-Signal Gain. It was pointed out above that the normalized voltage amplitudes are purely real since the propagation constants are purely imaginary when \( b > b_{x_1=0} \). For fixed values of \( C, QC, \) and \( d \) the gain may be calculated from Eqs. II.20 and II.26 as a function of \( \theta \) for particular values of \( b \). A typical gain curve is shown in Fig. II.6. The above gain equations are valid for all values of \( b \) and it is seen from the figures that the normal exponential gain is obtained when \( x_1 \neq 0 \). The gain curve was plotted over a range of \( 6\pi \) radians to indicate its repetitive nature.

When the loss parameter is zero all maxima of the gain curve are approximately equal (the slight variations and lack of periodicity will be explained later), but when \( d \neq 0 \) the first maximum will be highest and subsequent peaks will generally be lower. This merely emphasizes the fact that when circuit loss is significant the Crestatron length should be chosen so as to operate on the first maximum of the gain curve.
It is seen from the gain curves that for fixed $b$ and variable $\theta$ the curves are nonperiodic within the interval $6\pi$ and exhibit periodic undulations in amplitude. The explanation of this phenomenon is contained in Eq. II.23 for the voltage amplitude vs. distance. The lack of periodicity with $2\pi$ and the undulating peak amplitudes are a result of the product of $\exp(-j\theta/C)$ and $\exp(\delta_1 \theta)$, where each represents a vector rotating about the origin as a function of $\theta$. The rate of rotation of the first vector is related to $1/C$, which is typically between 5 and 20, and the rate of rotation of the second is determined by $\delta_1$, which varies between 1 and 3. The first, then, perturbs the second as a modulation and the fact that $\delta_1$ is nonintegral in general means that it is not periodic with $2\pi$. It may be that $\theta$ must travel through $2m\pi$ radians with $m$ very large before a periodicity is apparent, if ever.

The above phenomenon indicates that there is something more than a simple beating effect occurring between the waves. In fact there is a continual slipping of one wave with respect to the others along the tube. This process accounts for the fact that there is or may be a net interchange of energy between the beam and the circuit in a device of infinite length. It is interesting to examine the condition necessary for the gain curve to be periodic with period $2m\pi$ and also the condition required for the peak amplitudes to be constant. In fact these two conditions would result in a gain curve that is exactly reproduced every $2\pi$ radians.

Under very restricted conditions a simplified expression for the gain of the Crestatron may be obtained from Eq. II.23. When $C \to 0$, $QC = 0$, $d = 0$, and $b$ is sufficiently large that the propagation constants are purely imaginary, it can be determined that the $\delta_1$'s are given approximately by
\[ \delta_1 \approx -j/b^{1/2} , \]
\[ \delta_2 \approx -jb , \]

and
\[ \delta_3 \approx j/b^{1/2} . \]  \hspace{1cm} (II.27)

Substitution of Eq. II.27 into Eq. II.23 yields for the gain, after some simplification,
\[ \left| \frac{V_z}{V} \right|^2 = \left( \frac{1}{1-b^3} \right)^2 \left[ 1 + b^6 + (b^3-1) \sin^2 \frac{\theta}{b^{1/2}} - 2b^3 \left\{ \cos \theta b \cos \frac{\theta}{b^{1/2}} \right. \right. \\
\left. \left. + b^{3/2} \sin \theta b \sin \frac{\theta}{b^{1/2}} \right\} \right] . \]  \hspace{1cm} (II.28)

Since \( b \) is usually greater than 2.5, Eq. II.28 can be further simplified to
\[ \left| \frac{V_z}{V} \right|^2 = 1 + \frac{1}{b^3} \left\{ \sin^2 \frac{\theta}{b^{1/2}} - 2 \cos \theta b \cos \frac{\theta}{b^{1/2}} + b^{3/2} \sin \theta b \sin \frac{\theta}{b^{1/2}} \right\} . \]  \hspace{1cm} (II.29)

A useful expression for predicting the value of CN at the first maximum of the gain curve is
\[ CN = \frac{0.25}{(\Delta b)^{1/2}} , \]  \hspace{1cm} (II.30)

where \( \Delta b \triangleq b - b_{x_1=0} \).

4. Maximum Gain vs. \( C \) and \( QC \). It was pointed out earlier that the voltages in the Crestatron are purely real and at the input one voltage is 180 degrees out of phase with the other two. Thus the
maximum gain will occur when the three waves all add in phase.

A typical maximum-gain curve for $C = 0.2$ is shown in Fig. II.7. The gain decreases with increasing voltage and for very high voltage approaches zero asymptotically. As would be expected the gain increases with $C$ and decreases as $QC$ is increased. The effect of loss on the circuit is also seen to reduce the gain. The greatest gain occurs for $a$ slightly larger than that for which growing waves cease to exist. There is a smooth transition from the region of exponentially growing waves to the region in which the gain is a result of the beating of the three waves.

Typical Crestatron lengths are in the vicinity of $CN \approx 0.4$ to 0.5 and loss calculations show that the signal decreases at the approximate rate of 24 db per unit d with no stream present. The effect of circuit loss is to reduce the gain at only one-half the rate when the stream is present as compared with the rate of decrease of the signal in the absence of the stream. This compares favorably with the one-third figure for conventional traveling-wave tubes.

5. Large-Signal Results. The large-signal performance of the Crestatron amplifier has been evaluated using the large-signal theory of the traveling-wave amplifier. Large-signal gain, phase shift and efficiency have been calculated for a wide range of parameters. The significant conclusion reached from these calculations is that the Crestatron offers a characteristic high saturation efficiency with a very short interaction length. The price paid for these desirable

---

FIG. II.7 MAXIMUM GAIN VS. $b - b_{x_1} = 0$ WITH SPACE CHARGE AS THE PARAMETER. ($C = 0.2$, $d = 0$)
characteristics is that the gain is moderate. Gain is maximized by utilizing high circuit impedance and high-pervance electron guns.

A great deal of experimental information has been obtained on several S-band tubes and this information will be presented in a later section of this report.

6. Conclusions. A new type of forward-wave amplifier device has been developed and analyzed with both a linear and a nonlinear theory. The Crestatron operates on the basis of gain being produced by a beating between the three forward waves set up at the input of the traveling-wave amplifier operating at a high voltage so that there are no growing waves. The gains achievable are moderate and increase with increasing C but decrease with increasing QC. The gain also decreases as the injection velocity as measured by "b" is increased.

Nonlinear calculations indicate the same type of behavior as both the voltage and drive level are increased, and it has been shown that the saturation power output increased with the drive level. The saturation efficiency is high for this type of operation and the CN bandwidth can be as large as ± 50 percent.

The chief advantage of the Crestatron over the conventional traveling-wave amplifier is that its length is quite short for reasonable gains (4 to 6 wavelengths), which means that the focusing magnet can be of minimum length and weight and under certain conditions may even be eliminated.

C. Comparison of Integral and Differential Equation Analyses of the Traveling-Wave Tube

1. Introduction. Basically two different methods of analysis have been used in analyzing the large-signal traveling-wave amplifier.
These are the integral equation methods of Poulter\textsuperscript{9} and Tien\textsuperscript{10} and the differential equation methods of Nordsieck\textsuperscript{11} and Rowe\textsuperscript{12}. It can be shown that these two methods are equivalent and give the same results regardless of the value of the gain parameter $C$. The results of calculations agree well with various experiments. This equivalence has been discussed recently in a journal paper\textsuperscript{13}. A summary discussion will be presented here.

2. **Equivalence of Integral and Differential Equation Approaches.** It will be shown that Tien's large-$C$ equations are in fact Rowe's earlier equations. Rowe writes a second-order differential equation for the voltage on the helix $A(y)$. The solution of this equation for the voltage along the line must include all the components as required by the boundary conditions. Poulter and Tien prefer to write the total helix voltage in terms of the sum of two components $a_1(y)$ and $a_2(y)$, which are convolutions of the space charge with a "cold" forward and backward wave, respectively, on the helix. These components satisfy first-order differential equations. These two waves have no separate physical existence and nothing new is added when the total voltage is separated into the forward and backward components.

---


Rowe's definition of the voltage is given by

\[ V(y,\phi) = \frac{Z_0 I_0}{4\pi} \left[ A_1(y) \cos \phi - A_2(y) \sin \phi \right] , \quad (\text{II.31}) \]

where \( y = C\omega z/v_0 = 2\pi CN_s \), and

\( \phi(y,\phi) = y/C - \omega t \).

Tien's definition of the voltage along the structure is given by

\[ V(y,\phi) = F(y,\phi) + B(y,\phi) = \frac{Z_0 I_0}{4\pi} \left[ \left( a_1(y) + b_1(y) \right) \cos \phi \right. \]

\[ - \left. \left[ a_2(y) + b_2(y) \right] \sin \phi \right] , \quad (\text{II.32}) \]

where \( F(y,\phi) \) and \( B(y,\phi) \) represent, respectively, the voltages of the forward and backward waves on the cold helix. Tien's definition of normalized distance along the structure is

\[ y = C\omega z/u_0 = 2\pi CN_s \quad . \quad (\text{II.33}) \]

This difference in definitions of the normalized distance will result in the presence of an additional factor \((1+Cb)\), which makes no essential difference in the final form. The parameter \( b \) is a measure of the injection velocity and is defined as \( b = (u_0-v_0)/Cv_0 \).

After introduction of the conservation of charge and considerable mathematical manipulations, Tien finds the following relationships between his dependent variables:

\[ b_1(y) = \frac{-C}{2(1+Cb)} \frac{d}{dy} \left[ a_1(y) + b_1(y) \right] , \quad (\text{II.34}) \]

\[ b_2(y) = \frac{C}{2(1+Cb)} \frac{d}{dy} \left[ a_2(y) + b_2(y) \right] , \quad (\text{II.35}) \]
\[
\frac{da_1(y)}{dy} = -\frac{2}{\pi} \int_0^{2\pi} \sin \phi(y, \phi_0) d\phi_0 \frac{1 + Cw(y, \phi_0)}{1 + Cw(y, \phi_0)} ,
\]

and

\[
\frac{da_2(y)}{dy} = -\frac{2}{\pi} \int_0^{2\pi} \cos \phi(y, \phi_0) d\phi_0 \frac{1 + Cw(y, \phi_0)}{1 + Cw(y, \phi_0)} ,
\]

In order to facilitate comparison the following definitions are made. Let

\[
A_1(y) = a_1(y) + b_1(y)
\]

and

\[
A_2(y) = a_2(y) + b_2(y)
\]

Substituting Eqs. II.38 and II.39 into Eqs. II.34 and II.35 yields

\[
b_1(y) = \frac{- C}{2(1+Cb)} \frac{dA_2(y)}{dy} ,
\]

and

\[
b_2(y) = \frac{ C}{2(1+Cb)} \frac{dA_1(y)}{dy}
\]

If Eqs. II.40 and II.41 are substituted into Eqs. II.38 and II.39 the following relationships are found for \(a_1(y)\) and \(a_2(y)\)

\[
a_1(y) = A_1(y) + \frac{ C}{2(1+Cb)} \frac{dA_2(y)}{dy} ,
\]

and

\[
a_2(y) = A_2(y) - \frac{ C}{2(1+Cb)} \frac{dA_1(y)}{dy}
\]
The final step is to differentiate Eqs. II.42 and II.43 with respect to $y$ and then substitute into Eqs. II.36 and II.37. The following equations result

\[
\frac{dA_1(y)}{dy} + \frac{C}{2(1+C_b)} \frac{d^2A_2(y)}{dy^2} = -\frac{2}{\pi} \int_0^{2\pi} \frac{\sin \phi(y, \phi_0) d\phi_0}{1 + C_w(y, \phi_0)} , \quad (II.44)
\]

and

\[
\frac{dA_2(y)}{dy} - \frac{C}{2(1+C_b)} \frac{d^2A_1(y)}{dy^2} = -\frac{2}{\pi} \int_0^{2\pi} \frac{\cos \phi(y, \phi_0) d\phi_0}{1 + C_w(y, \phi_0)} . \quad (II.45)
\]

The other two working equations of Tien are presented without derivation for later comparison with Rowe's equations,

\[
\frac{d\phi(y, \phi_0)}{dy} - b = \frac{w(y, \phi_0)}{1 + C_w(y, \phi_0)} , \quad (II.46)
\]

and

\[
2[1 + C_w(y, \phi_0)] \frac{dw(y, \phi_0)}{dy} = (1 + C_b) [a_1(y) \sin \phi + a_2(y) \cos \phi] - \frac{C}{2} \left[ \frac{da_1(y)}{dy} \cos \phi - \frac{da_2(y)}{dy} \sin \phi \right] + \frac{C^2}{4(1+C_b)} \left[ \frac{d^2a_1(y)}{dy^2} \sin \phi \right.
\]

\[
+ \left. \frac{d^2a_2(y)}{dy^2} \cos \phi \right] - \frac{2e}{u_o m_0 c^2} E_s . \quad (II.47)
\]

To facilitate comparison the working equations obtained by Rowe are presented without derivation. The four equations are obtained in a straightforward manner from the circuit equation, the simplified Lorentz force equation and the continuity equation. They are
\[ \frac{d\phi(y, \phi_o)}{dy} = \frac{v(y, \phi)}{1 + Cv(y, \phi_o)} , \] (II.48)

\[ \frac{C}{2} \frac{d^2a_1(y)}{dy^2} - \frac{da_2(y)}{dy} - \bar{d}a_2(y) = \frac{2}{\pi} \left[ \int_0^{2\pi} \frac{\cos \phi(y, \phi_o') d\phi_o'}{1 + Cv(y, \phi_o')} \right] \]

\[ + 2C \bar{d} \left[ \int_0^{2\pi} \frac{\sin \phi(y, \phi_o') d\phi_o'}{1 + Cv(y, \phi_o')} \right] , \] (II.49)

\[ \frac{C}{2} \frac{d^2a_2(y)}{dy^2} + \frac{da_1(y)}{dy} + \bar{d}a_1(y) = - \frac{2}{\pi} \left[ \int_0^{2\pi} \frac{\sin \phi(y, \phi_o') d\phi_o'}{1 + Cv(y, \phi_o')} \right] \]

\[ - 2C \bar{d} \left[ \int_0^{2\pi} \frac{\cos \phi(y, \phi_o') d\phi_o'}{1 + Cv(y, \phi_o')} \right] , \] (II.50)

and

\[ \frac{\partial}{\partial y} (1 + Cv(y, \phi_o))^2 = C(1 + Cb)^2 \left[ \left( a_2(y) - C \frac{da_1(y)}{dy} \right) \cos \phi(y, \phi_o) \right] \]

\[ + \left( a_1(y) + C \frac{da_2(y)}{dy} \right) \sin \phi(y, \phi_o) \]

\[ + \frac{4}{(1 + Cb)} \left( \frac{\partial \phi}{\partial \phi} \right)^2 \left[ \int_0^{2\pi} \frac{F(\phi - \phi_o') d\phi_o'}{1 + Cv(y, \phi_o')} \right] \] , (II.51)

where the variables and parameters are as defined previously and \( \bar{d} \) is the loss parameter. These equations are valid for large \( C \), circuit loss, and space-charge effects. Equation II.18 relates two of the
dependent variables, whereas Eq. II.49 and II.50 come from the circuit equation. Equation II.51 is the force equation and contains the space-charge field expression.

Except for the factor \((1+C_b)\), which was discussed previously, the circuit equations of Tien are exactly Rowe's equations if the loss parameter and the space-charge parameters are placed equal to zero. It should be pointed out that no additional assumptions were made in proving the equivalence. The equivalence of the other working equations is readily apparent after appropriate transformation of variables as defined above. The \(b\) in Eq. II.46 arises because of a slightly different definition of \(\Phi(y,\Phi_0)\). The similarity of the space-charge expressions used by Rowe and Tien will be discussed later.

In solving the equations both authors apply four boundary conditions at the input plane in lieu of three conditions at the input plane and one additional condition at the output plane of the circuit. These conditions are on the entering electron velocity, phase constant of the r-f wave, initial r-f voltage amplitude and rate of change of the voltage amplitude. Small-signal conditions are assumed to exist at the input to the device. These conditions guarantee that there is no backward wave at the input plane. The output of the circuit is terminated so that there is a reflection in the presence of the stream which exactly cancels the backward traveling wave produced by the modulated electron stream. The lack of synchronism of the backward traveling wave with the stream precludes any significant interaction between them even when \(C\) is large. This equivalence of the circuit equations has also been investigated by Gould\(^{14}\).

---

14. Private communication.
Poulter uses an integral equation method similar to, but not identical to Tien's. The equivalence of his method to that of Rowe's has been shown by comparing numerical solutions for the same set of parameters. The results are virtually identical.

3. Space-Charge Expressions. It remains now to discuss the similarity of the space-charge equation formulations used by the authors. Tien\textsuperscript{15} uses in his large-signal calculations a space-charge model consisting of infinitely thin charge disks distributed in a conducting cylinder, which replaces the helix. He computes the force between the disks as a function of their separation and obtains a space-charge weighting function which depends on the electron distribution in space (z). On the other hand, Poulter's and Rowe's space-charge expressions and weighting functions are based on the electron distribution in phase space. These are related, since the dependent variable giving the electron phase position is a function of z, $\Phi(y,\Phi_o)$.

The expansion of the space-charge field components in a Fourier series in time at a constant z plane assumes that the change in amplitude of the waves is small during any one cycle. The space-charge field pattern for the nearest neighboring cycle will be very like its own, but the one further away may be very different. The distribution of electrons in space for constant time is very nearly the same as their distribution in time for a small interval of $y$, providing that the gain per wavelength is small even for relatively large a-c velocities, since it is the closely spaced electrons about $\Phi$ which are important in

evaluating the space-charge force at $\Phi$. The influence of space charge does not extend further than two or three cycles in either direction.

After obtaining a space-charge weighting function, Tien approximates it by an exponential function of the following type

$$\exp \left( -k|\Phi - \Phi'| \right), \quad (II.52)$$

where $k$ varies between 1 and 5. The particular value of $k$ depends upon the ratio of the stream to helix diameters. The approximate form for the space-charge field weighting function used by Tien gives the following relationship between his $k$ and Rowe's space-charge range parameter $B$, which expresses the range of effectiveness of the space-charge in terms of the stream diameter.

$$B = \frac{2}{k} \quad \text{(using Tien's approximate form)} \quad (II.53)$$

A comparison of Tien's and Rowe's space-charge weighting functions is shown in Fig. II.8. It is seen from Rowe's calculations that the weighting function is not highly dependent upon the ratio of helix and stream radii. From the figure it is also seen that the correspondence between $k$ and $B$ is that

$$B_k = 1.25 \quad (II.54)$$

This difference in the proportionality constant arises from the approximation made by Tien in computing the weighting function. Hence, it is seen that the two methods of accounting for space-charge forces give essentially the same results.

4. **Efficiency Calculations.** It has been shown that the large-signal equations of Rowe and Tien are equivalent and that the space-charge weighting functions are essentially the same. Hence it is interesting to compare the results of large-signal calculations for specific values of the various operating parameters. Unfortunately in some earlier calculations of the author an error in sign in the space-charge expression
gave optimistic efficiencies for small values of QC. It did not appreciably affect values of QC greater than 0.125, however.

Efficiency calculations are shown in Fig. II.9 and are compared with Tien's results wherever possible. The results given are more extensive than Tien's and hence complete comparison is not possible. It is seen that the agreement is excellent when one uses the correspondence between B and k given in Eq. II.54. Efficiencies are calculated for various values of the stream diameter B assuming no radial dependence of either the circuit or space-charge fields. The effect of radial variations will be treated later. The saturation tube length is seen to depend slightly upon the stream diameter as shown in Fig. II.10. The relatively small discrepancies noted in comparing efficiencies could arise because of the departure of the $k = 1.25$ weighting function curve from the $B = 1.0$ curve for small values of $\Phi - \Phi'$. Since it is these closely spaced electrons that are most important, this difference can be reflected in the results.

The excellent agreement between these calculations reflects the equivalence between the equations as demonstrated and discussed in the previous sections.

5. Radial Electric Field Variations. All of the previous calculations were made, and the theories developed for the nonlinear amplifier with the assumption that the stream is confined by an infinite focusing field so that no radial electric motion is allowed. It was also assumed that there is no variation of the electric field due to either the circuit or the space-charge components in the radial direction. The principal reason for making these assumptions was to simplify the equations and hence shorten the computing time required for obtaining solutions. It is believed that the effects of radial field variations and radial motion are most important when the stream
FIG. II.9 SATURATION EFFICIENCY VS. INJECTION VELOCITY PARAMETER.
(QC = 0.25, d = 0)
FIG. II.10 DEVICE LENGTH AT SATURATION VS. STREAM DIAMETER. ($\psi = -30$ dB, $d = 0$)
diameter B is large. Some experimental information on this point has been given by Cutler.\textsuperscript{16} It is interesting to include the effect of a radial variation of the circuit field to see its effect on the saturation efficiency.

It is felt that under certain conditions this effect is more important than rippling of the stream boundary or space-charge field dependence on radius. The working equations as developed elsewhere by the author\textsuperscript{12} constitute four equations; two are circuit equations, one relates the dependent variables and the fourth is a combination of the force and continuity equations. In order to account for the radial circuit field variations it is assumed that the potential is given by

\[
V(b', y, \phi) = \text{Re} \left[ \frac{Z_0 I_0}{c} a(y) f(B) e^{-j\phi} \right], \quad (II.55)
\]

where the variables are defined elsewhere\textsuperscript{12} and \( \gamma b' = B \). The stream radius is given by \( b' \). The form of \( f(B) \) will depend upon whether the stream is a thin hollow stream or a solid one. The following expressions give this function for the two stream types

\[
f_h(B) = \frac{I_0(\gamma b')}{I_0(\gamma a')} \quad \text{for thin hollow streams}, \quad (II.56a)
\]

\[
f_s(B) = \frac{[I_0^2(\gamma b') - I_1^2(\gamma b')]^{1/2}}{I_0(\gamma a')} \quad \text{for solid streams}. \quad (II.56b)
\]

The circuit is located at radius \( a' \). Introduction of Eq. II.55 into the circuit equation does not change the left-hand side since the

circuit is located at a', where f(B) is unity. However, the right-hand side of the circuit equation represents the effect of the space charge in the beam and hence is reduced by the coupling factor f(B). This can be handled either directly or indirectly as long as the effective beam space charge is reduced. The working equation relating dependent variables is not changed. The working equation (force equation), which includes the circuit and space-charge field components, is modified by the inclusion of f(B). The above equations become, upon introduction of the modified potential as defined in Eq. II.55

$$\ddot{A}(y) - A(y) \left[ \left( \frac{1}{C} - \dot{\theta}(y) \right)^2 - \frac{(1+C_b)b^2}{C^2} \right] = \frac{(1+C_b)f(B)}{\pi C} \left[ \int_0^{2\pi} \cos \Phi(y, \Phi'_0) d\Phi'_0 \right. \right]$$

$$\left. - 2C d \int_0^{2\pi} \sin \Phi(y, \Phi'_0) d\Phi'_0 \right]$$

$$\left. + 2C d \int_0^{2\pi} \frac{\sin \Phi(y, \Phi'_0) d\Phi'_0}{1+2C(u(y, \Phi'_0))} \right]$$

(II.57)

$$A(y) \left[ \ddot{\theta}(y) - \frac{2a}{C} (1+C_b)^2 \right] + 2\dot{A}(y) \left( \dot{\theta}(y) - \frac{1}{C} \right)$$

$$= \frac{(1+C_b)f(B)}{\pi C} \left[ \int_0^{2\pi} \sin \Phi(y, \Phi'_0) d\Phi'_0 \right. \right]$$

$$\left. - 2C d \int_0^{2\pi} \frac{\cos \Phi(y, \Phi'_0) d\Phi'_0}{1+2C(u(y, \Phi'_0))} \right]$$

(II.58)
and

\[ \dot{u}(y, \Phi_0) [1 + 2Cu(y, \Phi_0)] = f(B)A(y)[1 - C\dot{\theta}(y)] \sin \Phi(y, \Phi_0) \]

\[ - Cf(B)A(y) \cos \Phi(y, \Phi_0) + \frac{1}{1 + Cb} \left( \frac{\partial \Phi}{\partial y} \right)^2 \int_0^{2\pi} \frac{F(\Phi - \Phi')}{1 + 2Cu(y, \Phi')} d\Phi'. \]  (II.59)

The dots above A(y), \( \dot{\theta}(y) \) and \( u(y, \Phi_0) \) represent differentiation with respect to y.

The conversion efficiency is given by

\[ \eta = \frac{P}{I_0V_0} = 2CA^2(y) \frac{(1 - C\dot{\theta}(y))}{1 + Cb}. \]  (II.60)

It has been shown previously that the last factor in Eq. II.60 is approximately unity under all conditions. The above method of calculating nonlinear performance of a traveling-wave amplifier when \( f(B) \neq 1 \) results in a reduced r-f voltage along the structure and a reduced coupling to the stream. This results in an increased length to reach saturation. Since \( f(B) \) is a field reduction factor, it is easily shown that the effective C is reduced by \( f^{2/3}(B) \) and hence the efficiency is reduced by this same factor in the regime where the efficiency is linearly related to C.

Nonlinear calculations of efficiency when \( f(B) \) is included have been carried out for a particular value of C and Qc and two values of b. The resulting saturation efficiency normalized to the efficiency for unit coupling between the stream and the circuit is shown in Fig. II.11 as a function of B along with \( f(B) \) and \( f^{2/3}(B) \). The efficiency reduction as a function of B can be approximately written as
Fig. II Field Reduction Factor and Efficiency Reduction vs. Stream Diameter. (C=0.1, QC=0.125, \(d=0\), \(d'/b' = 2\))
\[ \frac{\eta_s(B)}{\eta_s|_{f=1}} \approx f^{1/2}(B) \quad \text{for} \quad b = b(x_{1 \text{ max}}) \quad , \quad (\text{II.61a}) \]

\[ \frac{\eta_s(B)}{\eta_s|_{f=1}} \approx f^{1/4}(B) \quad \text{for} \quad b = b(\eta_s \text{ max}) \quad . \quad (\text{II.61b}) \]

This approximate method of evaluating field reduction effects on efficiency is in approximate agreement with Nordsieck's\textsuperscript{11} two-beam approach for the small-C equations neglecting space-charge effects. A more accurate approach to the problem without accounting for radial motion would be to divide the stream into a number of annular rings and to solve the equations simultaneously, weighting the contributions of each stream according to its coupling to the circuit. The results shown in Fig. II.11 agree well with experimental results as given by Cutler.\textsuperscript{16}

6. Conclusions. The equivalence of the integral and differential equation methods of formulation of the nonlinear traveling-wave tube analysis has been formally demonstrated and the two different methods of treating the space charge have been shown to be essentially equivalent.

The effect of radial circuit field variations on the saturation efficiency has been approximately treated and it is seen that the efficiency reduction is given by \( f^{1/2}(B) \) for \( b(x_{1 \text{ max}}) \) and \( f^{1/4}(B) \) for \( b(\eta_s \text{ max}) \) when the coupling between the stream and the circuit is not unity.
D. Effect of a Beam Premodulation

1. Velocity Modulation. A small-signal theory has been developed to calculate the effect on gain of a premodulation of the electron stream in either a traveling-wave amplifier or a Crestatron. In the case of a velocity modulation of the stream by a small-amplitude voltage across a pair of short-transit-angle grids, the following relations between the velocities and currents associated with the slow and fast space-charge waves exist

\[ v_{1s} = v_{1f}, \]  
\[ i_{1s} = -i_{1f}. \]

The expression for determining the wave amplitudes excited on the r-f circuit by such a premodulated stream is

\[ \frac{V_{ci}}{V_g} = \frac{r_i}{s_i} \left\{ A e^{-j\Phi} + jC \left[ \frac{C_0}{\omega_0 q_i^2} f_i \sin \beta q z - g_i \cos \beta q z \right] \right\}, \]  

where \( \Delta A = V_c/V_g \), the fraction of modulating voltage at frequency \( \omega \) applied to the r-f structure,

\( \Delta A = \frac{\omega_0 q_i^2}{\omega_0 q_i^2} \), the space-charge factor in the drift region preceding the circuit, and

\( \beta q z \Delta \) the radian plasma drift length from the modulating structure to the input plane of the r-f structure.

The following quantities were used in Eq. II.64 to give the simple form

\[ \alpha_i = 1 + jC5_i, \]  
\[ a_i = \frac{5_{i+1} + 5_{i+2}}{5_{i+1} - 5_{i+2}}, \]
\[ \varepsilon_i = \frac{\delta_i}{\alpha_i}, \quad \text{(II.65c)} \]

\[ f_i = a_i \left[ e_{i+1} - e_{i+2} \right] - \frac{4QC}{e_1}, \quad \text{(II.65d)} \]

\[ g_i = a_i \left[ \frac{e_{i+1}}{\delta_{i+2}} - \frac{e_{i+2}}{\delta_{i+1}} \right], \quad \text{(II.65e)} \]

\[ r_i = 1 + \frac{4QC}{e_i^2}, \quad \text{(II.65f)} \]

\[ s_i = 1 + \frac{\delta_{i+1} e_{i+1} \left[ \delta_{i+2} - \delta_i \right] + \delta_{i+2} e_{i+2} \left[ \delta_i - \delta_{i+1} \right]}{\delta_i e_i \left[ \delta_{i+1} - \delta_{i+2} \right]} \quad \text{(II.65g)} \]

Circuit effects are considered by replacing \( \beta_p \) by \( \beta_q \) and it is assumed that the factor \( \omega_q/\omega \) is the same in the drift region as in the interaction region.

2. Determination of Optimum Drift Length. Equation II.64 may be used to compute the individual wave amplitudes excited on the r-f structure as a function of the operating parameters and the drift length between the modulating grid or cavity and the entrance to the interaction region. There is an optimum value of \( \beta_qL \) for excitation of any particular wave and this optimum value will be determined for several cases.

In Eq. II.64 for the circuit wave amplitudes the first term \( Ae^{-j\Phi} \) represents the fraction of the stream modulating voltage applied to the r-f structure. It is assumed that neither \( A \) nor \( \Phi \) are functions of \( \beta_qz \). The second and third terms on the right-hand side represent
the contributions of the modulation in exciting the various waves on the r-f circuit.

The optimum (maximum) excitation of any wave will occur when the vector amplitudes of the applied signal and the modulation add in phase. The quantity \( V_{c1}/V_g \) will be maximized separately by the applied circuit voltage and the modulation. The next step is to take the derivative of the absolute value of Eq. II.64 with respect to \( \beta_q z \) with \( A = 0 \). In the region of growing-wave gain the incremental propagation constants \( \delta_1 \) are complex and hence the coefficients of \( \sin \beta_q z \) and \( \cos \beta_q z \) are complex. Equation II.64 is rewritten in the following form

\[
\frac{V_{c1}}{V_g} = (a_1 + jb_1) \sin \beta_q z + (c_1 + jd_1) \cos \beta_q z, \tag{II.66}
\]

where \( a_1 \) through \( d_1 \) are functions of the \( \delta \)'s and the parameters. The result of taking the derivative of the square of the absolute value of Eq. II.66 and setting it equal to zero at \( \beta_q L \) is

\[
(\beta_q L)_{1,v} = \frac{1}{2} \arctan \frac{-2(a_1 c_1 + b_1 d_1)}{(a_1^2 + b_1^2 - c_1^2 - d_1^2)}. \tag{II.67}
\]

Since \( a_1, b_1, c_1 \) and \( d_1 \) are all real quantities then \( \beta_q z \) will be real. Equation II.66 gives the predrift length for both maximum and minimum excited wave amplitudes and it is simplest to substitute the results of Eq. II.67 back into Eq. II.64, for particular values of \( A \) and \( \phi \) and test for a maximum. The maxima and minima are separated by a quarter space-charge wavelength. Equation II.67 gives the condition for maximizing the effect of the modulation and then an absolute maximum in the excited wave amplitude is obtained by adjusting \( \phi \) so that the applied circuit voltage adds in phase with the induced voltage due to the modulation.
Also it should be noted that Eq. II.67 may be used to determine the optimum value of \( \beta_qL \) for any one of the three waves. The subscript \((i,v)\) on the left-hand side indicates that velocity modulation is being considered for optimization of the \(i\)th wave. The most interesting cases are possible for \(i = 1\) (the growing wave) and \(i = 3\) (the fast wave).

The Crestatron forward-wave amplifier operates in a regime where \(x_1 = 0\) and hence the propagation constants are purely imaginary and the wave amplitudes purely real. Thus the waves propagate along the r-f structure with constant amplitudes and differing phase velocities. The two principal waves are 180 degrees out of phase at the input and the length is chosen so that they add in phase at the output. These two conditions are given below.

\[
\frac{V_c}{V_g} = \frac{V_{c1}}{V_g} + \frac{V_{c2}}{V_g} + \frac{V_{c3}}{V_g} \quad \text{at } z = 0 \quad , \quad (II.68)
\]

and

\[
\left| \frac{V_c}{V_g} \right| = \left| \frac{V_{c1}}{V_g} \right| + \left| \frac{V_{c2}}{V_g} \right| + \left| \frac{V_{c3}}{V_g} \right| \quad \text{at } z = L \quad . \quad (II.69)
\]

Under modulation conditions the wave amplitudes are given by Eq. II.64. The gain at any point along the structure is proportional to the square of the magnitude of the r-f voltage.

\[
\left| \frac{V_c(\theta)}{V_g} \right|^2 = \left| \sum_{i=1}^{3} \left( \frac{V_{c1}}{V_g} \right)^i e^{i\theta} \right|^2 \quad , \quad (II.70)
\]

where \( \theta \triangleq \beta_q e^{-\frac{z}{e}} = 2\pi CN_s \).

In order to maximize the effect of the modulation a value of \( \theta \) will be chosen to give maximum beating-wave gain.
\[ \theta_{\text{opt.}} = \frac{\pi}{2(\Delta b)^{1/2}} \]  

where \( b_{x_1=0} \) is the positive \( b \) for which growing-wave gain ceases and \( \Delta b \triangleq b - b_{x_1=0} \). The value of \( \beta_q z \) is then determined to maximize the effect of modulation. Finally the phase parameter \( \phi \) is optimized so that the circuit voltages due to the applied signal and the modulation combine to give an absolute maximum. The optimum value of \( \beta_q z \) will be determined with \( A = 0 \).

Combining Eqs. (II.64) and (II.70) gives

\[ \left| \frac{V_c(\theta)}{V_g} \right|^2 = \left| \sum_{i=1}^{3} \frac{JCr_i}{s_i} \left[ \frac{1}{\omega q} f_i \sin \beta_q z - g_i \cos \beta_q z \right] e^{\delta_i \theta} \right|^2. \]  

The coefficients of \( \sin \beta_q z \) and \( \cos \beta_q z \) in Eq. (II.72) are in general complex and hence Eq. (II.72) may also be written as

\[ \left| \frac{V_c(\theta)}{V_g} \right|^2 = \left| \sum_{i=1}^{3} \left[ (a_i + jb_i) \sin \beta_q z + (c_i + jd_i) \cos \beta_q z \right] \right|^2. \]  

Maximizing Eq. (II.73) with respect to \( \beta_q z \) yields the following relationship

\[ (\beta_q z)_v = \frac{1}{2} \arctan \frac{2(AC + BD)}{A^2 + B^2 - C^2 - D^2}, \]  

and

\[ A \triangleq \sum_{i=1}^{3} a_i, \]

\[ B \triangleq \sum_{i=1}^{3} b_i. \]
\[ C \triangleq \sum_{i=1}^{3} c_i \]

and

\[ D \triangleq \sum_{i=1}^{3} d_i \]

3. Discussion of Linear Analysis Results. The equation derived above (Eq. II.64) for calculating the wave amplitudes excited under modulation may be used to obtain results for the growing-wave amplifier. In order to carry out a calculation one must select values of \( C, QC, d \) and \( b \) and then optimize the desired wave amplitude with respect to \( \Phi \) and \( \beta_q z \). In the case of the growing-wave amplifier it is usually desired to maximize the gain and hence wave one is optimized. For other applications such as parametric amplifier couplers it may be desirable to optimize the fast wave and this may be accomplished through the same procedure.

A linear analysis of the effects of premodulation of an electron stream can give only information on the optimum phase angles to be employed and a measure of how much improvement in the small-signal gain can be achieved. In the case of the growing-wave amplifier the gain is directly proportional to the length; hence we have to select a particular length to investigate the improvement in gain due to premodulation.

Since the Crestatron amplifier is a moderate-gain amplifier there will be more than one r-f wave present over an appreciable fraction of its length and hence all three waves must be considered in calculating the output r-f voltage. Equation II.73 gives the output voltage at any \( \theta \) plane as a function of \( C, QC, d, b, \theta \) and \( \beta_q z \). The optimum predrift angle to be used is obtained from Eq. II.74.
A premodulation of the electron stream going into an r-f structure operated in the Crestatron regime results in an increase of the gain obtainable at the first maximum of the gain curve and tends to change the optimum length slightly. This shift in the maximum gain point is insignificant and simply represents an increase in the gain off of the center frequency. Since the effect of premodulation on the small-signal gain is directly proportional to C, it is reasonable that the improvement in gain will be greatest at high C. Since the magnitude of the gain is inversely proportional to \( \Delta b \), so will be the improvement in gain due to premodulation.

A summary of the calculated results for premodulation of the traveling-wave amplifier and the Crestatron was given in Quarterly Progress Report No. 9 on this contract and will not be repeated here. A technical report has been written on this material and will be published under AF30(602)-2303.

E. General Large-Signal Traveling-Wave Amplifier Calculations

1. Introduction. During the period of this contract a number of large-signal studies, in addition to those cited earlier, have been carried out in an attempt to more fully understand and predict the characteristics of high-power amplifiers. Some of these studies have been completed while others are still in progress. The following material summarizes briefly this work.

2. General Design Procedure\(^{17}\) A general design procedure has been developed for the design of both low-power and high-power high-efficiency traveling-wave amplifiers. The design process is based on

---

the selection of optimum values, for highest efficiency, of the design parameters C, QC, B and b from the large-signal curves and design of an amplifier with the particular type of r-f structure specified by power and bandwidth requirements and operating parameters as near the optimum values as possible. In cases where the optimum design parameters cannot all be realized simultaneously, the design engineer is able to select the parameter that he wishes to adjust. A technical report and a journal article have been published on this work.

3. Power Output and Bandwidth\(^{18}\). Theoretical expressions have been developed to calculate the power output of traveling-wave amplifiers using an arbitrary r-f structure. Specific calculations were made for helix-type tubes and it was shown how to evaluate the power output capabilities of tubes using other r-f structures in terms of the calculations made for helix tubes. The principal factors accounting for higher power output of dispersive structures were presented and discussed.

The small-signal theory was used to calculate the gain and bandwidth of forward-wave helix amplifiers as a function of frequency. For high-\(\gamma_0 a'\) tubes the gain in db times the frequency bandwidth is a constant as a function of helix length, whereas the gain times the bandwidth squared is a constant for low \(\gamma_0 a'\) devices. This is expressed mathematically as

High $\gamma_a'$:

$$G_{db \, BW} = \frac{2f(\omega)M}{a_1}$$  \hspace{1cm} (II.75)

Low $\gamma_a'$:

$$G_{db \, (\text{BW})^2} = \frac{4M}{a_2} f(\omega)$$  \hspace{1cm} (II.76)

4. Effect of Circuit Loss. It is well known that the presence of attenuating material along the TWA r-f structure seriously affects the saturation performance. A program has been initiated to calculate the effect of loss on the saturation efficiency using the general large-signal equations. This work is presently underway and will be continued under AF 30(602)-2303 during the next year. As part of the program a detailed comparison with experiment will be made.

5. N-Beam Analysis. The one-dimensional nonlinear TWA analysis previously developed assumed that neither the circuit field nor the space-charge field has a radial dependence when the force on the electron is calculated. It has been shown\(^{19}\) that the saturation efficiency is reduced, for large stream diameters, when a radial circuit field dependence is included. This analysis is approximate, since the space-charge field was not assumed to depend on radius and also radial motion of the electrons was neglected.

Another method for handling this two-dimensional problem in an approximate manner would be to divide the stream into N annular streams, each having a different coupling to the circuit. The space-charge field will be calculated in the same way that was used in the one-dimensional

---

theory except that each stream would be represented by a different
space-charge field weighting function, $F(\phi_0')$. It is assumed that each
stream carries the same current $I_0/N$ and since all streams are assumed
to move forward at the same velocity the space-charge density, $\rho_0 = I_0/u_0$,
is the same for all streams.

This problem has been programmed for the IBM-704 computer and some
computations have been completed. The work will be completed under
AF 30(602)-2303 and will be reported later.

III. PHASE FOCUSING IN TRAVELING-WAVE
TUBES (J. G. Meeker)

A. Limitation on Conversion Efficiency in O-Type Devices

The basic principle of operation of O-type devices is the transferal of kinetic energy from an electron beam to a traveling r-f field. In principle this mechanism has an inherent advantage over other mechanisms since the spent beam might be collected at low potential, thereby guaranteeing high conversion efficiency. As a practical fact, however, two effects tend to prevent anything like complete conversion. First the electron bunches slip out of proper phase with the nearly constant-velocity traveling-wave as they give up energy and then they begin to extract rather than supply energy. Also, the individual electrons comprising the bunches accumulate a velocity spread which smears out the bunch and prevents all electrons from being collected at the same velocity. So the two effects, bunch slipping and velocity spreading, act together to limit the efficiency.

It has been the purpose of this study to investigate methods for
controlling the first of these defects, i.e., bunch slipping, in a
traveling-wave amplifier. The plan has been to hold the electron bunches in favorable phase positions as long as possible to enhance the conversion efficiency. The specific approach was to introduce spatially varying parameters into the problem where constant parameters had existed before. It was recognized that the adjustment of gross tube parameters would not help much in preventing velocity spreading, a more detailed problem.

B. Methods of Phase Focusing

Certain basic methods for phase focusing the electron bunches in a traveling-wave amplifier come to mind:

1.) Prebunching the beam,

2.) Varying the circuit parameter, e.g., varying the pitch of the helix.

3.) Inserting a d-c electric gradient.

4.) A combination of these.

Each method accomplishes the same purpose. The electron bunches are moved forward relative to the circuit field at a time when they are slipping back due to loss of kinetic energy. Prebunching makes sure the bunch is in an optimum phase position from the beginning of the interaction region by carefully adjusting the injection phase of preformed bunches. Varying the pitch accomplishes the focusing by slowing down the circuit wave as the beam slows down. The d-c gradient supplies added energy to the beam to keep it in step with a constant-velocity circuit wave. To date we have concluded the large-signal rebunched beam studies, and are currently working on the variable-pitch and d-c gradient programs.
C. The Basic Large-Signal Traveling-Wave Amplifier Equations

The large-signal traveling-wave amplifier equations appear in the literature\(^1,^2\). The approach used here follows the method used by Rowe. However, the transmission line equation has been modified to allow for spatially varying inductance and capacitance and the force equation has been augmented to include a d-c gradient term. The normalized lossless equations are

\[
\begin{align*}
\dfrac{d^2 A(y)}{dy^2} - A(y) \left[ \left( \dfrac{1}{C_0} - \dfrac{d \theta(y)}{dy} \right)^2 - \left( \dfrac{1+C_0b(y)}{C_0} \right)^2 \right] - \dfrac{dA(y)}{dy} \left[ 3 \dfrac{d}{dy} \ln C(y) \right] \\
+ \dfrac{C_0}{1+C_0b(y)} \dfrac{db(y)}{dy} \right] = - \dfrac{1+C_0b(y)}{\pi C_0} \dfrac{c_3(y)}{c_5^3} \int_0^{2\pi} \dfrac{\cos \phi(y, \phi_y')d\phi_y'}{1+2Cu(y, \phi_y')}, \quad (III.1)
\end{align*}
\]

\[
\begin{align*}
A(y) \left[ \dfrac{d^2 \theta(y)}{dy^2} + \dfrac{d}{dy} \ln C(y) \right] + \dfrac{C_0}{1+C_0b(y)} \left( \dfrac{1}{C_0} - \dfrac{d \theta}{dy} \right) \dfrac{db(y)}{dy} \\
+ 2 \left( \dfrac{d \theta(y)}{dy} - \dfrac{1}{C_0} \right) \dfrac{dA}{dy} = - \dfrac{1+C_0b(y)}{\pi C_0} \dfrac{c_3(y)}{c_5^3} \int_0^{2\pi} \dfrac{\sin \phi(y, \phi_y')d\phi_y'}{1+2Cu(y, \phi_y')}, \quad (III.2)
\end{align*}
\]

\[
\dfrac{d \theta(y)}{dy} + \dfrac{\Phi(y, \phi_y)}{1+2C_0u(y, \phi_y)} = \dfrac{2u(y, \phi_y)}{1+2C_0u(y, \phi_y)}, \quad (III.3)
\]

---


\[
\frac{\partial u(y, \Phi_0)}{\partial y} \left[ 1 + 2C_0 u(y, \Phi_0) \right] = -A(y) \left( \frac{c}{C_0} \right)^{3/2} \left[ 1 - C_0 \frac{d\theta(y)}{dy} \right] \sin \Phi(y, \Phi_0) \\
+ C_0 \left( \frac{c}{C_0} \right)^{3/2} \frac{dA(y)}{dy} \cos \Phi(y, \Phi_0) + C_0 \frac{dA_{dc}(y)}{dy} \\
+ \frac{1}{1 + C_0 b(y)} \left( \frac{w_p}{wC_0} \right) \frac{2\pi}{1 + 2C_0 u(y, \Phi_0)} \sum_{n} F(\Phi - \Phi')d\Phi' .
\]  

(III.4)

Of these, Eqs. III.1 and III.2 are derivable from the transmission line equation, Eq. III.4 is the force equation, and Eq. III.3 relates certain defined dependent variables. All variables are normalized.

For purposes of this discussion it is necessary to note only that \( A(y) \) and \( A_{dc}(y) \) are the r-f and d-c potentials, \( y \) is the distance, and \( \theta(y) \) is the phase shift between the hot traveling wave and the projected input beam if there were no interaction. \( \Phi(y, \Phi_0) \) and \( 2C_0 u(y, \Phi_0) \) are the actual phase of each electron relative to the hot wave and its varying component of velocity respectively. The term \( (w_p/wC)^2 \) is proportional to the space-charge density and the factor \( F(\Phi - \Phi') \) is a space-charge force weighting function accounting for the profile of the force field under a particular tube geometry.

The velocity variation of the transmission line is contained in a new modified definition of the velocity parameter \( b \) relating the electron injection velocity \( u_0 \) to the cold phase velocity of the structure \( v_0 \). Before where \( v_0 \) was a constant, it is now allowed to vary. Thus

\[
1 + C_0 b(y) \overset{\Delta}{=} \frac{u_0}{v_0(y)} .
\]

(III.5)
The impedance of the line is allowed to vary also. Thus the Pierce gain parameter \( C_0 \) becomes a function of distance and shows up in several of the terms as \( C(y) \).

As with the large-signal model used by Rowe this analysis assumes no charge variation across the beam. The space-charge force term is modified to account for transverse boundaries by introducing a plasma-frequency reduction factor. Electron trajectories are allowed to cross so that a Lagrangian formulation is necessary. Thirty-two electron groups per r-f cycle are fed time-sequentially into the tube and their velocity and phase positions are tracked through the tube. The IBM-704 digital computer solves the equations numerically.

D. Prebunched Beam Studies

In a conventional traveling-wave amplifier the first part of the tube serves to set up bunching or current modulation. The bunch forms in the decelerating field of the traveling wave since normal operation involves coupling to the slow space-charge wave. The exact phase position at which the bunch builds up is a function of the tube parameters, the chief one being the velocity parameter, \( b \). One can adjust \( b \) to get maximum small-signal gain, which means that the bunch position is optimum at low signal levels. Or one can adjust \( b \) to get maximum efficiency, which means that the bunching is optimized at high signal levels. The fact that \( b \) in the second case is always larger indicates that more over-run velocity must be initially supplied to the beam to compensate for the loss of kinetic energy at high signal level. Thus this adjustment of the velocity parameter \( b \) is really a method of phase focusing since it controls the bunching behavior.

A more direct control over the bunching would be to prebunch the beam and then inject the modulated beam into the helix. It would appear
that short, high-efficiency tubes would result if one were to inject
the beam so phased that the bunches enter the tube in the retarding
circuit field. The overrun velocity and the injection phase angle of
the bunches could be adjusted to extract a maximum amount of beam kinetic
energy.

To investigate the upper limits on gain and efficiency which one
might hope to achieve by prebunching the beam we chose ideal conditions.
A delta function bunch 1/20th of a wavelength long having no velocity
modulation was selected. The input phase of the bunches with respect
to the r-f wave was also chosen to optimize efficiency. This was done
by using different injection phases and selecting the value which proved
best for a wide range of parameters. A value of 30 degrees behind the
maximum decelerating field gave best results in almost all cases.

Runs were made to illustrate behavior under conditions of zero,
medium, and high space-charge forces, and with many different drive
levels. The conclusions were as follows:

1. Tube length at saturation is invariably shorter when pre-
bunched injection is used. This is illustrated in Fig. III.1. There
are two reasons for the short tube length. First, the bunches are
preformed so no active helix length is needed for current modulation to
accrue. Then too, the fact that the bunch injection phase and velocity
are controllable enables one to dictate the bunch trajectory. Hence the
bunch can be made to spend most of its time centered about the maximum
decelerating field.

2. For low-space-charge force environments, prebunching leads
to remarkable enhancement of efficiency, together with high gain in a
short traveling-wave tube. The behavior in this case is nearly the same
as in a ballistics problem. The electron bunches are injected into the
FIG. III.1  SATURATION TUBE LENGTH. (C=0.1, B=1.0, b=2.0)
retarding field of the traveling wave with just the proper overrun velocity to maintain them in a decelerating-field orbit until most of their kinetic energy is extracted. The smallest drive level which will accomplish this focusing is used in order to get high gain along with high efficiency.

Figure III.2 shows an efficiency-versus-drive-level plot and Fig. III.3 follows an electron bunch through the tube in a typical high-gain, high-efficiency run. It is interesting to analyze this case in detail. Note first that very little bunch spreading occurs. This, of course, is because space-charge forces are absent. The velocity spreading that does occur is due to the sinusoidal nature of the circuit field causing it to act differently on the various electrons in the bunch. Small as it is, this velocity spread does eventually set the upper limit on conversion efficiency at about 80 percent in this instance. The path of the bunch is easily followed from point to point along the tube. Note that the overrun injection velocity was chosen to be compatible with the signal drive level. The bunch was injected just behind the maximum decelerating field; it moved forward initially through the maximum field, losing kinetic energy all the while; it then slowed to synchronism with the wave at its most advanced phase position in the decelerating field; and finally it dropped back, slipping out of the retarding field with a small unspent kinetic energy. Since the drive level was not large, a high gain of about 30 db was realized along with the high efficiency.

Figure III.2 shows that even higher efficiencies can be theoretically obtained by using higher drive levels. Figure III.4 shows just why this is so. Once again a compatible injection velocity and drive level are chosen. In this case, however, the bunch orbit does not carry it quite so far forward in the retarding field before falling back.
FIG. III.2 EFFICIENCY AND GAIN vs. DRIVE LEVEL. (C=0.1, B=1.0, QC=0)
FIG. III.3 VELOCITY vs. PHASE.
FIG. III.4 VELOCITY vs. PHASE.
Velocity spreading is less pronounced and a 96 percent conversion efficiency is obtained. However, the high drive level employed made for less gain despite the high energy extraction. Therefore the run shown in Fig. III.3 is preferred.

3. Prebunching the beam has little value in high-space-charge tubes. The reason is very clearly evident in Fig. III.5 which shows the progress of a bunch through a tube when space-charge forces are large. The bunch simply spreads out before much of its kinetic energy can be extracted. The only countermeasure is to drive the tube harder, but when this is done the gain is very low despite a reasonable efficiency. Figure III.6 shows that a very high drive level must be used to realize any advantage over a conventional uniform-beam tube.

There is some doubt about the practicability of prebunching high-perveance beams. It has been the experience of others\(^3\) that the debunching forces may seriously impede the formation of tight bunches in practice if not in theory.

E. The Variable-Pitch Helix Program

Ever since the invention of the traveling-wave amplifier, the possibility of modifying the phase velocity along the tube to improve efficiency has intrigued tube designers. Pierce\(^4\) and Slater\(^5\) were among the first to mention this possibility and Cutler\(^6\) actually did some early

---


FIG. III.5 VELOCITY vs. PHASE.
FIG. III. 6  EFFICIENCY AND GAIN vs. DRIVE LEVEL. (C=0.1, B=1.0, QC=0.25)
experimental work along these lines. He came to these conclusions. First, tapering proved necessary only very near the output end of the tube. With a calculated taper 4 db more power could be obtained at the voltage giving maximum small-signal gain, or 15 db more gain could be obtained at the voltage giving maximum power. However, he was not able to increase the absolute saturation power at that time.

Cutler had tapered the pitch to force the circuit velocity to remain synchronous with the average beam velocity. The average beam velocity in turn was calculated from the power delivered to the traveling wave. His taper formula was based on modified small-signal equations, since the large-signal equations of Rowe and Tien had not yet been reported.

It therefore seemed that the most accurate large-signal equations would make a new attempt to predict an optimum taper profitable. The equations of Section C take into account space-charge forces, velocity spread, and the change of impedance as the pitch is varied. The current variable-pitch helix program consists of the following:

1. Digital Computer Solutions. The general large-signal equations have been solved on the computer for one shift of pitch. The shift point was chosen as that position along the tube where the beam is defined as one dense bunch per wavelength. Such a beam condition lends itself most favorably to phase focusing techniques.

From the shift point several different constant pitches were used. The saturation power eventually reached was the criterion of the success of each shift. In a typical run, the best efficiency increase, from 35.4 percent to 45 percent, was achieved by a 20 percent decrease in helix phase velocity. This is shown in Fig. III.7. It should be
FIG. III.7  EFFECT OF ONE SHIFT OF PITCH ON SATURATION AMPLITUDE. \( C = 0.1, Q_C = 0, d = 0, A_0 = 0.0225 \)
repeated that this was for a single shift from the original constant
pitch to a new constant pitch giving a velocity reduction of 20 percent.

Currently we are investigating the advantage gained in shifting
the pitch again in the region between the first shift and saturation.
The ultimate would be an infinitely variable taper, of course. There
are indications though that velocity spread will make succeeding pitch
shifts less effective than the first. For it is inherent in the be-
havior of the traveling-wave amplifier that the single tight bunch cannot
be held in the face of accumulating velocity spread. Thus the first
pitch shift finds the bunch shape more amenable to focusing than shifts
thereafter.

2. Analog Computer Analysis. The digital computer runs are the
most accurate, but they are not very flexible. They give information on
particular parameter sets, but do not indicate general trends until a
large number of runs have been accumulated. Therefore to augment them
a reduced version of the equations was set up in analog form.

The basic simplifications were two. The electrons were assumed
to be tightly bunched and space-charge forces were neglected. Thus the
problem took on the appearance of a ballistics study in which the elec-
tron bunch was to be held phase locked in a force field. The pitch
profile necessary to maintain phase focusing could be studied using many
different drive levels and coupling coefficients. While the deleterious
effects of velocity spread and space-charge debunching are not accounted
for, the runs nevertheless give an appreciation for phase focusing under
the most favorable conditions. Then too, the effect of impedance vari-
ation of certain simple forms can be developed.

Figure III.8 shows the pitch taper for some representative runs
in which C is assumed constant through the taper region. These runs
FIG. III. 8 PHASE VELOCITY vs. HELIX LENGTH.
(C = 0.1, ASSUMED CONSTANT THROUGHOUT; QC = 0; b = 0 AT INPUT; A_0 = NORMALIZED INPUT)
show how rapidly the phase velocity must fall off to keep the bunches phase locked as they lose their kinetic energy. It is planned to compare these pitch tapers with those of the more general equations to evaluate the effects of velocity spread.

3. Pitch Optimization by Computer. If it should prove that multiple pitch shifts lead to undeniably more efficient operation, then a suggested refinement would be to have the digital computer itself choose an optimum pitch variation. This was spoken of in detail in previous reports, but the effort has been temporarily discontinued pending the results of the manual pitch shift study.

Success of any computer optimizing technique depends on the solution of two problems. One is the selection of a realistic criterion for choosing the pitch at each step. The other problem is furnishing the large memory storage required if it is necessary to retain many interim results pending comparison tests in the optimizing process. While these problems are not easy ones it is nonetheless felt that the method deserves more attention if infinitely variable parameter shifting looks desirable.

F. D-C Gradient Program

The d-c gradient study has gone along in parallel with the variable-pitch program. It is largely of academic interest since it is usually difficult to insert a spatially varying d-c field along a microwave traveling-wave tube. This is especially true of helix types.

It has been shown that when an accelerating gradient is applied at a point along the tube where bunching is dense, saturation gain is substantially increased. Figure III.9 illustrates this improvement. The tube becomes somewhat larger at saturation. Efficiency does not go up correspondingly, since the d-c field adds additional power. Indeed,
FIG. III.9  EFFECT OF d-c GRADIENT ON SATURATION AMPLITUDE. (C=0.1, QC=0, d=0, A0=0.0225)
there is a limit after which improved saturation gain occurs only at the cost of decreased overall efficiency. This is also indicated on Fig. III.9.

Once again it would be possible to set up an automatic program to vary the d-c gradient continuously, selecting an optimum profile based upon some legitimate criterion such as maximum efficiency. In view of the difficulties involved in applying d-c gradients to the more common r-f structures this will not be pursued at this time.

IV. X-BAND TRAVELING-WAVE
AMPLIFIERS (C. P. Wen)

A. Introduction

The small-signal theory was employed in the design of a medium-gain (30 db) medium-power (1 watt cw), helix-type traveling-wave amplifier in the X-band frequency range (8.2-12.4 kmc). Three series, a total of seven amplifiers, were constructed and tested during the period of this contract.

Originally, the helix mean diameter of 0.100 inch was selected to facilitate easy construction and the helix potential was chosen to be 2000 volts because of the availability of power supplies. The design turned out to be a 11.3-inch-long helix traveling-wave tube with \( \gamma_a = 3.08 \) at the midband frequency (series X-2). The slow-wave structure was later shortened to 8 inches (series X-3). Amplifier X-4 was designed after the completion of r-f testing on model X-3. The increasing of the helix pitch lowered the midband \( \gamma_a \) to 2.45 while the synchronous helix voltage was raised to 3000 volts. It was hoped that the minor change in amplifier construction would improve its gain-bandwidth characteristic.
The important parameters and dimensions characteristic of the amplifiers are listed below:

**TABLE IV.1**

<table>
<thead>
<tr>
<th>X-Band Amplifier Parameters</th>
<th>Series X-2</th>
<th>Series X-3</th>
<th>Series X-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>b (beam radius), inch</td>
<td>0.035</td>
<td>0.035</td>
<td>0.035</td>
</tr>
<tr>
<td>a (helix radius), inch</td>
<td>0.050</td>
<td>0.050</td>
<td>0.050</td>
</tr>
<tr>
<td>p (pitch), TPI</td>
<td>36</td>
<td>36</td>
<td>28</td>
</tr>
<tr>
<td>I₀ (beam current), ma</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>V₀ (beam voltage), volts</td>
<td>1720</td>
<td>1720</td>
<td>3000</td>
</tr>
<tr>
<td>γ₀</td>
<td>3.08</td>
<td>3.08</td>
<td>2.45</td>
</tr>
<tr>
<td>l (length of helix), inches</td>
<td>11.3</td>
<td>8.0</td>
<td>8.0</td>
</tr>
</tbody>
</table>

The helices were made of 0.010-inch molybdenum wire and were supported by three sapphire rods inside a precision glass vacuum envelope. The dielectric loading factor is found to be better than 92 percent at X-band. A Pierce-type immersed-flow gun is used in all series and it may be operated under space-charge-limited or temperature-limited conditions.

B. **Experimental Investigation of the X-Band Amplifier**

Experimental investigations were completed on only two out of the seven amplifiers built; the rest of them failed or showed poor beam transmission before r-f testing was completed.
<table>
<thead>
<tr>
<th>Amplifier Series and Model Number</th>
<th>Cause of Malperformance</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-2-1 (11-3-inch helix)</td>
<td>Excessive helix interception.</td>
</tr>
<tr>
<td>X-3-1</td>
<td>R-F testing completed.</td>
</tr>
<tr>
<td>X-4-1</td>
<td>Arc-over between the helix d-c lead and cathode heat-shield.</td>
</tr>
<tr>
<td>X-4-2</td>
<td>Cracked vacuum envelope.</td>
</tr>
<tr>
<td>X-4-3</td>
<td>Gassy, 30 percent interception on the helix.</td>
</tr>
<tr>
<td>X-4-4</td>
<td>30-60 percent interception, filament failure.</td>
</tr>
<tr>
<td>X-4-5</td>
<td>R-F testing completed.</td>
</tr>
</tbody>
</table>

The performance of amplifiers X-3-1 and X-4-5 will be presented in the following sections.

C. **Electron Gun Performance**

Greater than 85 percent beam transmission was observed for amplifier X-3-1 when it was operated immersed in a uniform magnetic field of 1000 gauss. A high percentage of the electrons interception were found to be secondaries which would disappear at a slight increase of collector potential with respect to the helix. Ninety-eight percent beam transmission was obtained at one time. The forced-air cooling method was found to be incapable of handling more than 15 watts of collector dissipation. The electron beam would start to collapse due to ion bombardment at the cathode emitting surface once the collector was overheated. A collector water jacket was necessary to provide the adequate amount of cooling.

A 30-percent interception prevented amplifier X-4-5 from full-current operation. Migration of the cathode material onto the anode was suspected.
D. R-F Matching and Attenuation

Cavity-type coaxial-cavity couplers and two types of coupled-helix attenuators were employed for all the X-band amplifiers. Typical matching and attenuation curves are presented in Figs. IV.1 and IV.2 respectively.

A voltage standing wave ratio of less than 2 to 1 could be obtained across the X-band frequencies at both the input and output of the amplifier by means of the coaxial-cavity couplers. The quality of the matches did deteriorate at the band edges. An attempt was made to replace the cavity-type couplers with coupled-helix transducers. Because of the limitation imposed by the minimum thickness of the vacuum envelope and the three-dielectric-rod helix support method, the coupling between the outer and the inner helix was not tight enough to yield broad bandwidth operation.

For the same reason, coupled-helix attenuator loss drops off rapidly with increasing frequency\(^1\). This phenomenon happened to both the scotch-tape-kanthal-wire type and the graphite-kanthal-wire type attenuators.

E. Small-Signal and Saturation Gain

Curves of small-signal and saturation gain are presented in Figs. IV.3 and IV.4. Because of the high \(\gamma_a\) selected for the center frequency (\(\gamma_a = 3.08\) for amplifier X-3-1, \(\gamma_a = 2.45\) for amplifier X-4-5), the gain curves tended to decrease monotonically with frequency.

The theoretical nondispersive gain curve computed for amplifier X-4-5 operated at 3.8 ma collector current seemed to agree well with the

Fig. IV.2 Cold insertion loss (db) vs. frequency including attenuators and couplers.

Two attenuators

TWA X-3-1

TWA X-4-5
FIG. IV.3 SMALL-SIGNAL GAIN (db) vs. FREQUENCY FOR TWA-X-3-I.
FIG. IV.4  TWA X-4-5 GAIN vs. FREQUENCY.
experimental data (assuming 5-6 db loss for the couplers and the cables). Therefore, 25-30 db gain would be expected for full-current operation.

F. Saturation Power

A saturation power of 0.85 watt was detected at 9.0 kmc for amplifier X-3-1 as shown in Fig. IV.5, and more than half a watt output was observed for amplifier X-4-5 when it was operated at $I_{\text{col}} = 3.8 \text{ ma}$. This is shown in Figs. IV.6 and IV.7. Both tubes seemed to have the potential of meeting the 1-watt output requirement. The maximum efficiency of either amplifier was below 3.5 percent.

G. Oscillation

Stable operation prevailed in amplifier X-3-1 up to 14 ma collector current. No oscillation was detected over the X-band frequency range.

Due to the tight coupling between the electron beam and the slow-wave structure, the backward-wave modes are strongly excited in amplifier X-4-5. The lack of sufficient isolation at high frequencies permits the establishment of backward-wave oscillations at $k \alpha \approx 0.5$ when the amplifier gain is high enough. The beam current of the amplifier is therefore limited by the oscillation conditions.

H. Conclusion

The failure to meet the requirements in gain and bandwidth was mainly caused by the high $\gamma a$ value chosen for the original design. The small-signal gain, bandwidth and stability of the amplifiers could all be improved by a reduction in helix diameter ($\gamma a \approx 1.5$ for optimum conditions). Besides that, some lossy material should be placed close to the r-f circuit to provide additional attenuation and suppress high-frequency oscillations.
FIG. IV.5  POWER OUTPUT vs. POWER INPUT. (HELIx VOLTAGE ADJUSTED FOR MAXIMUM POWER OUTPUT AT EACH FREQUENCY) TWA X-3-1
FIG. IV.6 TWA X-4-5 POWER OUTPUT vs. POWER INPUT (TWO ATTENUATORS AND I<sub>c</sub>=3.8 ma).
FIG. IV.7  TWA X-4-5 POWER OUTPUT vs. POWER INPUT.
(THREE ATTENUATORS $I_c=5.0$ ma)
The predicted power output of a small-signal traveling-wave amplifier is of the order of $C V_0 I_0$, where $C$ is the Pierce gain parameter; amplifier X-4-5 should have no trouble in delivering 1 watt with 25 db gain at full current.

V. EXPERIMENTAL STUDY OF CRESTATRONS

(G. T. Konrad)

A. Objectives of the Program

The object of this study is the correlation of the theoretical analysis of the Crestatron made by J. E. Rowe\(^1\) with actual laboratory models of this device. To this end it was decided to construct a series of high-power cw Crestatrons in S-band frequency region. The following requirements were set.

<table>
<thead>
<tr>
<th>Design Objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-f power output</td>
</tr>
<tr>
<td>Bandwidth</td>
</tr>
<tr>
<td>Efficiency</td>
</tr>
<tr>
<td>Focusing</td>
</tr>
<tr>
<td>Length</td>
</tr>
<tr>
<td>Beam Perveance</td>
</tr>
<tr>
<td>R-f structure</td>
</tr>
</tbody>
</table>

Some of the components used in this series of Crestatrons were available from a previous study of traveling-wave tubes, and were incorporated in this design.

---

B. Electron Guns

The electron gun used for the cw Crestatron had been designed for the S-band traveling-wave amplifier investigated at this laboratory previously. The design calls for a solid-beam gun operating at a perveance of 1.0 microperm in the voltage range of 3000 to 5000 volts. The necessary beam diameter is approximately 0.125 inch. The gun is of the shielded Pierce type and uses a tungsten impregnated cathode operating near 1150°C with a heater power of 25 to 30 watts. The gun was magnetically shielded and although the Brillouin field required was only 250 gauss the best performance was obtained with a focusing field near 1000 gauss.

During the early stages of the investigation the usual types of gun problems were encountered. Some of these were conduction along supporting members, arc-over between parts, as well as beam interception on the gun anode or helix due to misalignment or shifting of parts.

Since most of the tube parts are quite small in size and are not particularly rugged for this high an average power in S-band, it was imperative to keep the additional heating from beam interception quite low. In fact, it was found necessary to limit the portion of the beam intercepted by the helix to less than one percent and the anode interception to a few tenths of one percent. This proved to be a very stringent requirement. When the interception was tolerable the perveance was low and vice versa. It turned out that under cw conditions this gun was capable of operating at a perveance of 0.5-0.6 microperm.

Since the full advantages of the Crestatron could not be realized at this low a perveance, a pulsed gun was obtained. Under these conditions a microperveance of 1.0 and even of 1.5 could be achieved readily. The duty cycle of the Crestatron was between 0.03 and 0.04. Quite
favorable results were obtained from this investigation and will be described in the later section.

C. **Slow-Wave Structure**

Since the Crestatron is inherently a broadband device, it is necessary to use an r-f structure which has a broadband capability. It was felt that the only structure capable of meeting this requirement was a single-filar helix. Furthermore, since one of the main advantages of a Crestatron is its short length, it seemed desirable to construct a helix as small and short as possible in order to enhance this very advantage, commensurate with the requirement of a reasonable power-handling capability. The D.L.F. of the structure was kept as high as possible in order to ensure a short physical tube length. After investigating a number of methods for supporting the helix in the envelope, it was decided to use three 0.020 sapphire rods in intimate contact with the helix wire and the glass envelope, which was made out of Corning 7740 glass.

A summary of the critical dimensions of the r-f structure is given in Table V.2, and a cross-section through the whole helix envelope is shown in Fig. V.1.

**TABLE V.2**

<table>
<thead>
<tr>
<th>Crestatron Dimensions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Helix wire diameter</td>
<td>0.020 inch</td>
</tr>
<tr>
<td>Mean helix radius</td>
<td>0.087 inch</td>
</tr>
<tr>
<td>T.P.I.</td>
<td>18.85</td>
</tr>
<tr>
<td>Sapphire support rods</td>
<td>0.020 inch diameter</td>
</tr>
<tr>
<td>I.D. of glass tubing</td>
<td>0.234 inch</td>
</tr>
<tr>
<td>O.D. of glass tubing</td>
<td>0.274 inch</td>
</tr>
<tr>
<td>mean helix radius</td>
<td>mean beam radius = ( \frac{a'}{b'} = 1.4 )</td>
</tr>
<tr>
<td>I.D. of helix shield</td>
<td>0.278 inch</td>
</tr>
<tr>
<td>I.D. of helix shield</td>
<td>mean helix diameter = ( \frac{b}{a'} = 1.6 )</td>
</tr>
</tbody>
</table>
FIG. V. I  CROSS SECTION OF CRESTATRON R-F STRUCTURE AND VACUUM ENVELOPE.
In order to increase the bandwidth of the structure, a metal shield was placed around the glass envelope at a b/a' ratio of 1.6. The presence of the metal shield decreased the dispersive nature of the helix as brought out by Fig. V.2.

Careful cold tests were conducted on the final structure in order to be able to make a meaningful comparison later between the hot test results and Rowe's Crestatron theory. The phase velocity of the structure was determined by use of a movable short and the impedance was measured by Lagerstrom's perturbation technique\(^2\). The results are shown in Figs. V.2 and V.3 for both shielded and unshielded cases. The D.L.F. as a function of frequency is shown in Fig. V.4. It can be seen that the loading is not very great in view of the fact that the glass envelope is quite close to the helix.

Operation of some of the early Crestatron models revealed the necessity for having a low-loss circuit. This need became particularly acute during high-drive cw measurements. Originally the helices were wound with molybdenum wire. The loss of such a structure in db per inch is shown in Fig. V.5. The r-f wave propagating on the circuit heated the wire so extensively that gas was driven out of the molybdenum wire, which raised the pressure in the tube. This reduced the cathode emission. In order to circumvent this problem, subsequent helices were constructed with tungsten wire. This did not decrease the helix loss, but did reduce the gas emission considerably. Attempts to plate the helices with copper or silver were not very effective initially. It is felt that a good

FIG. V.2 PHASE VELOCITY AS A FUNCTION OF FREQUENCY FOR SHIELDED \((b/a' = 1.6)\) AND UNSHIELDED \((b/a' = \infty)\) S-BAND CRESTATRON HELICES.
FIG. V. 3  HELIX IMPEDANCE vs. FREQUENCY FOR S-BAND CRESTATRON HELICES. SHIELDED AND UNSHIELDED CASES. \( \frac{a_{1}}{b_{1}} = 1.4 \)
FIG. 4

DIELECTRIC LOADING FACTOR AS A FUNCTION OF FREQUENCY FOR THE UNSHIELDED S-BAND CRESTRON.
plating method is available now, but to date no extensive investigation has been conducted.

D. Couplers and Attenuators

During the initial phase of the Crestatron tests cavity couplers were used. It was found, however, that they were inadequate due to their inherent narrow bandwidth. Furthermore, there was always the unpleasant chore of getting the couplers matched to the structure sufficiently well so that the tube would not oscillate. Consequently, it was decided to switch over to coupled-helix couplers. An enormous improvement was made, as can be seen from Fig. V.6. Subsequently, the assembly of the coupled-helix couplers was perfected to such an extent that it is now possible to construct very good couplers in a minimum length of time. The loss of a typical coupler and its directivity are shown in Fig. V.7.

Due to the short length and relatively low gain of the Crestatron, it is not necessary to use an attenuator on the r-f structure. It was found, however, that a very short attenuator placed at the back end of the coupled-helix couplers improved the VSWR of the couplers considerably. Very useful and compact attenuators have been developed at this laboratory\(^3\). They were found to be very useful for this application.

E. Collector Designs

The beam collectors of this series of Crestatrons were water-cooled. It must be remembered that the coupled-helix couplers used with this tube severely limit the diameter of the collector. The one-stage collector was used on all tubes and one can be seen in the photogaph in Fig. V.8. Even that small and compact a collector is able to

---

FIG. V.7  TYPICAL COUPLER LOSS AND DIRECTIVITY OF S-BAND CRESTATRON COUPLED-HELIX COUPLERS.
dissipate 700-800 watts of beam power quite readily. The water flow
during operation is approximately 1 liter per minute.

In spite of the severe size limitations which rule out any elab-
orate collector designs, a two-stage collector was constructed which
would permit operation of the final beam collector considerably below
beam potential. This would improve the overall efficiency of the device
greatly, as pointed out by Wolkstein\(^4\). A tube using this type of col-
lector was constructed and the beam transmission to the final collector
was found to be quite satisfactory.

F. CW Operation of the Crestatron

During the early stages of the Crestatron investigation consid-
erable trouble was experienced with the construction of tubes which worked
in a satisfactory fashion. The main difficulty was in the assembly of
the cw electron gun, which would have a high beam perveance and a low
anode interception. The first cw tube from which fairly satisfac-
tory results were obtained was the Crestatron with a 3.75-inch helix, de-
signated the S-8-3. The perveance obtained with this tube was in the
neighborhood of 0.6 microperv. Small-signal gain curves are shown in
Fig. V.9. At the lower frequencies the tube is operating as a growing-
wave amplifier, while for the higher frequencies operation is in the
beating-wave regime. It is apparent that the transition between the two
regions is gradual and smooth. The broad bandwidth of operation can be
seen in Fig. V.9.

The results of saturation measurements for the S-8-3 are shown
in Fig. V.10, where power output is plotted versus power input for a
number of voltages, and hence values of \( b \). These curves represent the

\(^4\) Wolkstein, H. J., "The Effect of Collector Potential on the Effi-
June, 1958.
FIG. IV. 9  SMALL-SIGNAL GAIN vs. FREQUENCY FOR S-8-3 CRESTATRON. DRIVE LEVEL ≈ 100 mw, AT 3.0 KMC, C=0.095, QC=0.185, Pμ≈0.60
FIG. III.10  POWER OUTPUT vs. POWER INPUT FOR THE S–8–3 CRESTATRON AT 3.0 KMC.
Crestatron operation very well and show the general nature of the saturation characteristics. Power outputs well in excess of 100 watts cw were obtained from this tube.

Theoretically it has been shown⁵ that the saturation efficiency and power output increase significantly as the drive level is increased. The experimentally determined efficiency vs. drive level is shown in Fig. V.11 for various values of the injection velocity parameter. The highest efficiency of 20 percent occurred at a b of 2.5, which corresponds to a low-level gain of 15 db and a saturation gain of approximately 10 db. It should be remembered that the efficiency of the tube is computed after the input power has been subtracted from the output power, as the former is a substantial portion of the latter for a moderate-gain device like the Crestatron. Losses of the r-f couplers, which amount to 0.5-0.8 db each over the band, have also been accounted for.

In order to experimentally investigate the beating phenomenon of a Crestatron as a function of length of the tube the S-10-4 was constructed. This tube had a 7-inch helix, any desired length of which could be selected during operation by moving the coupled-helix couplers. The S-10-4 and its coupling system are shown in Fig. V.12. This tube employed a cw gun also, and the perveance achieved was just slightly less than that of the S-8-3. In Fig. V.13 the variation of gain with interaction length is shown. The curve labeled "V₀ = 4000 v" shows the characteristics of beating-wave behavior very clearly. The reason that the maxima and minima are not more sharply defined is that the coupled-helix couplers have a finite length and as a result give an average result at the critical points.

⁵. Rowe, J. E., loc. cit., (Fig. 14)
FIG. V.11  SATURATION EFFICIENCY vs. $\psi$ (INPUT SIGNAL LEVEL IN dB RELATIVE TO $C_1$) WITH $b$ AS THE PARAMETER FOR THE S-8-3 CRESTATRON AT 3.0 KMC.
FIG. V.13  SMALL-SIGNAL GAIN vs. R-F INTERACTION LENGTH FOR S-10-4 CRESTATRON. (b/a = ∞, FREQ. = 3.0 kmc)
The S-10-4 was also operated with a metallic shield external to the helix. The results of small-signal measurements for a 3.0-inch interaction length are shown in Fig. V.14 for both shielded and unshielded cases. It can be seen that the gain for the shielded helix is considerably less than that for the unshielded one. Since the effect of the shield is to reduce the low-frequency impedance, the constant-gain bandwidth is generally broadened. This is not immediately obvious from Fig. V.14, because for a given voltage the values of $b$ are different for the shielded and unshielded cases. However, the widening of the band has been clearly observed on these Crestatrons when the shield was added.

The high-power drive curves for the S-10-4 were quite similar to those for the S-8-3, except that the efficiency was slightly lower in this case due to the lowered gain parameter $C$. Two high-power r-f drive sources were used. One was cw and the other pulsed at a duty cycle of 0.001. The agreement between the two methods was very good. Highest power levels attained with this tube were in the neighborhood of 180 watts. A plot of maximum efficiency at saturation is shown in Fig. V.15.

In order to increase the tube efficiency considerably, the S-11-1 was constructed with a two-stage collector. Beam transmission to the last collector stage was quite satisfactory, indicating that this design is entirely feasible. A mechanical error in the construction of this tube prevented the tube from being r-f tested at operating voltages.

G. Pulsed Operation of the Crestatron

Since it did not seem feasible to obtain a sufficiently stiff beam with the cw guns without a major redesign effort, it was decided to obtain a pulsed gun capable of supplying the desired beam. The gun eventually used could be operated at a duty cycle as high as 0.01. This Crestatron was designated the S-12-1.
FIG. 17.4

SMALL-SIGNAL GAIN vs FREQUENCY FOR THE S-10-4 CRESTATRON WITH VOLTAGE
AS A PARAMETER FOR SHIELDED AND UNSHIELDED HELICES (LENGTH=3.0 INCHES,
DRIVE LEVEL = 10 mw).
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At first the S-12-1 was tested using a beam perveance of approximately 1.0 microperm which could be easily achieved by pulsing the grid to the necessary value. The small-signal results are shown in Fig. V.16. Here the smooth transition from growing- to beating-wave regimes is brought out particularly well. Saturation measurements are shown in Figs. V.17 and V.18. The highest power output values obtained under these conditions were somewhat less than 500 watts with efficiencies nearly 25 percent. It can be seen from the table accompanying each graph that the QC values were between 0.2 and 0.3. This is a fairly high value if high saturation efficiencies are desired, as the de-bunching forces are quite substantial.

Figures V.19 and V.20 show the saturation gain and the saturation efficiency respectively, as a function of the drive level, with the injection velocity as a parameter. Figure V.20 clearly shows that the best efficiencies are obtained in the beating-wave regime.

When the beam perveance was increased, the power output capability of the S-12-1 could be raised considerably. The improvement in efficiency was, however, only moderate. Peak output powers of well over 1 kilowatt were obtained at efficiencies of nearly 27 percent, as shown in Fig. V.21. The gain of the tube under these conditions was still near 10 db. It is believed that if the loss factor d could be reduced and the QC values held to 0.1 or a little higher, further significant improvements in the performance mentioned above could be made.

H. Conclusions

The experimental results obtained from the series of S-band Crestatrons investigated during this period fairly well substantiate the theoretical predictions. Two areas of further improvements are fairly obvious: a) reduction of helix loss coupled with good beam transmission;
FIG. V.16  SMALL-SIGNAL GAIN AS A FUNCTION OF $b$ FOR THE S-12-1 PULSED CRESTATRON. 
INTERACTION LENGTH = 2.42 INCHES, R-F DUTY CYCLE = 0.001.
FIG. V.17  SATURATION GAIN FOR THE S-12-1 PULSED CRESTATRON AT 2.7 KMC. INTERACTION LENGTH = 2.42 INCHES, R-F DUTY CYCLE = 0.001.
<table>
<thead>
<tr>
<th>$V_0$ (VOLTS)</th>
<th>$I_0$ (mA)</th>
<th>$P_\mu$</th>
<th>C</th>
<th>QC</th>
<th>b</th>
<th>$\eta_\theta$ (MAX.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3400</td>
<td>227</td>
<td>1.15</td>
<td>0.107</td>
<td>0.252</td>
<td>1.76</td>
<td>11.0%</td>
</tr>
<tr>
<td>3800</td>
<td>253</td>
<td>1.08</td>
<td>0.106</td>
<td>0.269</td>
<td>2.42</td>
<td>15.1%</td>
</tr>
<tr>
<td>4200</td>
<td>270</td>
<td>0.99</td>
<td>0.105</td>
<td>0.278</td>
<td>3.06</td>
<td>15.9%</td>
</tr>
<tr>
<td>4600</td>
<td>302</td>
<td>0.97</td>
<td>0.106</td>
<td>0.289</td>
<td>3.61</td>
<td>13.7%</td>
</tr>
</tbody>
</table>

**FIG. IV. 18** SATURATION GAIN FOR THE S-12-1 PULSED CRESTATRON AT 3.3 KMC. INTERACTION LENGTH=2.42 INCHES, R-F DUTY CYCLE =0.001.
FIG. 5.19  SATURATION GAIN AS A FUNCTION OF $\psi$ (INPUT SIGNAL LEVEL IN dB RELATIVE TO $C_1 V_o$) WITH $b$ AS THE PARAMETER FOR THE S-12-1 PULSED CRESTATRON. INTERACTION LENGTH = 2.42 INCHES. ($C=0.11$, $QC=0.25$, $b_{x_1}=2.57$, $B=1.1$, $d=0.02$)
FIG. V. 21  SATURATION GAIN FOR THE S-12-1 PULSED CRESTATRON 
AT 2.7 KMC. INTERACTION LENGTH =2.42 INCHES, R-F 
DUTY CYCLE =0.001.
and b) a thorough study of depressed collector operation. Other fairly fruitful approaches may be the possibility of prebunching the beam or various means of keeping a bunch, once it is formed, in synchronism with the circuit wave for a maximum length of time so that a more efficient energy interchange may take place.

VI. ANALYSIS OF MODULATED Q-TYPE DEVICES (H. Sobol, J. E. Rowe)

A. Introduction

New techniques for noise reduction, higher efficiency, lighter weight and improved fabrication methods are contributing to the increased system utilization of traveling-wave tubes. The traveling-wave tube which is inherently a broadband amplifier has certain narrow-band features that make it attractive as a modulator, whereas the broadband capabilities contribute towards its usefulness as a mixer. The traveling-wave tube provides a tool for modulation and mixing near output power levels. The klystron was used in similar applications several years ago.

The literature contains several analyses of the modulated traveling-wave tube; however each analysis has certain drawbacks because

of the approximations used. The purpose of this investigation was to develop a general modulation analysis in which the effects of modulation on C, QC, d, b, the initial wave amplitudes, nonlinearities, and trajectory crossings are included.

A beam modulation as discussed here is defined as a coherent disturbance or signal placed on the beam in addition to the information excited on the beam at the carrier frequency. The modulations studied below are all beam modulations. Two classes of beam modulations are considered, low-modulation-frequency and high-modulation-frequency signals. A low-modulation-frequency signal has a period very much greater than the transit time of an electron through the tube, and the frequency is much less than the carrier frequency. Transit-time effects for this class of modulations are negligible. Transit-time effects are not negligible, however, for the second class of modulations since in this instance the frequency of the modulating signal is of the same order as the carrier frequency.

In this study both the low- and high-frequency beam-modulated traveling-wave tube will be analyzed. Results are given for the low-frequency beam-modulated case, while the high-frequency analysis is used to investigate the longitudinal-beam parametric amplifier.

B. Low Modulation Frequencies - Calculations of the Modulation Device Functions

Signal falling into the low-modulation-frequency class can be excited on the beam by either of two methods. One method is to slowly vary the velocity of electrons entering the interaction region, while the second is to slowly vary the number of electrons per unit time entering the interaction region. The velocity is varied by modulating the circuit potential. The prime effect of this modulation is to
disturb the transit time of electrons, which in turn affects the phase of the r-f on the circuit. A secondary effect of this phase modulation is the amplitude modulation produced by varying the beam power. The number of electrons per unit time, or the current entering the interaction region, is modulated by varying the potential of a grid located near the cathode. The current modulation results primarily in an amplitude modulation with a small degree of accompanying phase modulation.

A quasi-static solution is used to determine the behavior of the tube with low-frequency beam modulations. It is possible under these conditions to determine the modulation characteristics by calculating the parameters at several points in the modulation cycle and then treating each point as if the tube were unmodulated. Another and more elegant way is to set up the problem in terms of the zero-modulation tube parameters and the modulating signal amplitude. In this way the phase and amplitude modulation for a set of given unmodulated conditions may be determined directly as a function of the modulation. The characteristics obtained using the second method are called modulation device functions. The amplitude of the modulating signals is introduced by postulating average beam current $I_0$ and potential $V_0$, at the entrance to the interaction region, as

$$V_0 = V_{01} \left(1 + \frac{\Delta V}{V_{01}}\right)$$

and

$$I_0 = I_{01} \left(1 + \frac{\Delta I}{I_{01}}\right),$$

where $\Delta I$ is the amplitude of the current modulation,

$\Delta V$ is the amplitude of the potential modulation,
\( I_{01} \) is the unmodulated average current, and
\( V_{01} \) is the unmodulated average potential.

The modulation device functions will now be determined for two levels of carrier signal. It is possible to linearize the problem for the low-level or small-signal carrier, whereas the nonlinearities must be preserved for the large-signal carrier. In the small-signal problem, the quantities can be assumed to vary as

\[
f = f_{01} + f_1(z, \omega_1 t, \omega_2 t, \ldots \omega_n t) + f_2(z, \omega t), \tag{VI.3}
\]

where
- \( f \) is a general electrokinetic variable,
- \( f_{01} \) is the quiescent average value,
- \( f_1 \) is the change in the average value due to modulation,
- \( \omega_1, \ldots, \omega_n \) are the modulation frequencies,
- \( f_2 \) is the perturbation due to the carrier, and
- \( \omega \) is the carrier frequency.

The linearized equations of motion are found in a manner analogous to Pierce's \textsuperscript{7} derivations using the conservation of charge, Newtonian force and normal mode circuit equations in conjunction with Eqs. VI.1, VI.2 and VI.3. The linearization is introduced by assuming \( f_2 \ll f_{01}, f_1 \), and the low modulating frequency is introduced by assuming

\[
\frac{\partial f}{\partial t} \approx \frac{\partial f_2}{\partial t},
\]

\[
\frac{\partial f}{\partial z} \approx \frac{\partial f_2}{\partial z}.
\]

The time and distance derivatives are respectively replaced by the operators \(j\omega\) and \(-\Gamma\). The usual traveling-wave tube parameters are defined at zero modulation as \(C_0\), \(Q_0\), \(b_0\), and \(d_0\). A perturbation form of solution is then used in which the distance operator is given by

\[
-\Gamma = -j\beta e_0 - C_0\beta e_0 (j\Delta V, \Delta I, C_0, Q_0, b_0, d_0)
\tag{VI.4}
\]

\(\beta e_0\) is the beam radian wave number at zero modulation. Note that \(\delta\) is the only term in Eq. VI.4 varying with modulation. The secular equation resulting in this form of perturbation solution is

\[
\frac{1}{\xi_2} \left[ j \frac{1-\xi_1}{C_0} + \xi_1 \delta \right]^2 = \frac{[1+C_0(b_0 - j\delta)] [1+C_0(2j\delta - C_0\delta^2)]}{-b_0 + j\delta + j\delta + C_0 \left[ j b_0 d_0 + \frac{d_0^2}{2} - \frac{b_0^2}{2} - \frac{\delta^2}{2} \right]}
\tag{VI.5}
\]

Two additional modulation parameters \(\xi_1\) and \(\xi_2\) appear in Eq. VI.5. They are defined as

\[
\xi_1 = \left( 1 + \frac{\Delta V}{V_{01}} \right)^{1/2}
\]

and

\[
\xi_2 = \frac{1}{\xi_1} \left[ 1 + \frac{\Delta I}{I_{01}} \right]
\tag{VI.6}
\]

Equation VI.5 reverts to the usual secular equation for the unmodulated traveling-wave tube when no modulation is applied. The roots of Eq. VI.5 describe the propagation constants. There are, as in the unmodulated tube, four roots; however, one describes a backward traveling wave which is far from synchronism and which can be assumed not to exist when proper terminations are used. Typical plots of the
real \((x_1)\) and imaginary \((y_1)\) parts of the forward-wave propagation constants as a function of independent beam current and potential modulations are shown in Figs. VI.1 and VI.2.

The total r-f circuit potential can then be assumed to be the sum of three waves

\[
V_c(z) = \text{Re} \sum_{i=1}^{3} V_{c_i} \exp \left[ -j\beta_{e_0} + \beta_{e_0} \delta_1 \right] z , \quad (VI.7)
\]

with \(V_{c_i}\) being the initial amplitude of the \(i\)th wave. The initial wave amplitudes are found from a knowledge of the conditions at the input to the interaction region. These boundary conditions are the same as with the unmodulated traveling-wave tube since there is no additional r-f information on the beam with the low-frequency beam modulation. Assuming that an r-f potential \(V(0)\) is applied and that there are no r-f perturbations at the input, the wave amplitudes are found by inverting

\[
\begin{bmatrix}
V(0) \\
0 \\
0 \\
\end{bmatrix} = \begin{bmatrix}
a_1 & a_2 & a_3 \\
b_1 & b_2 & b_3 \\
c_1 & c_2 & c_3 \\
\end{bmatrix} \begin{bmatrix}
V_{c_1} \\
V_{c_2} \\
V_{c_3} \\
\end{bmatrix} , \quad (VI.8)
\]

where

\[
a_1 = 1 + \frac{4Qc_2}{\delta_1^2} \frac{(1+jC_0 \delta'_1)^2}{\delta_1^2} \\

b_1 = a_1 \frac{1+jC_0 \delta'_1}{\delta_1}
\]
FIG. VI.1 SMALL-SIGNAL PROPAGATION CONSTANTS FOR TWA WITH MODULATED BEAM POTENTIAL.
($C_0 = 0.10$, $QC_0 = 0.250$, $b_0 = 1.0$, $d_0 = 0$, $\Delta I = 0$)
FIG. VI.2 SMALL-SIGNAL PROPAGATION CONSTANTS FOR TWA WITH MODULATED BEAM CURRENT. ($C_0=0.10$, $QC_0=0.250$, $b_0=1.0$, $\Delta V=0$)
\[ c_i = a_i \frac{1 + j \delta_i \delta_i'}{\delta_i^2} \]

and

\[ \delta_i' = j \frac{1 - \delta_i}{C_0} + \delta_i \delta_i' \]

The initial wave amplitudes determined by inverting Eq. VI.8 will in general be complex numbers which can be represented by

\[ V_{c1} = \hat{V}_{c1} \exp j \psi_1 \]

where \( \hat{V}_{c1} \) and \( \psi_1 \) are real numbers. Plots of the magnitude and phase of the amplitude of the growing wave are shown in Figs. VI.3 and VI.4 as a function of independent beam potential and current modulations. The circuit voltage can be represented in simple form as

\[ V_c(z,t) = R(z) \cos (\omega t + S(z)) \quad , \quad (VI.9) \]

where

\[ R^2 = A_1^2 + A_2^2 + A_3^2 + 2A_1 A_2 \cos (\zeta_1 - \zeta_2) \]

\[ + 2A_2 A_3 \cos (\zeta_2 - \zeta_3) + 2A_3 A_1 \cos (\zeta_3 - \zeta_1) \]

and

\[ S = \tan^{-1} \frac{A_1 \sin \zeta_1 + A_2 \sin \zeta_2 + A_3 \sin \zeta_3}{A_1 \cos \zeta_1 + A_2 \cos \zeta_2 + A_3 \cos \zeta_3} \]

where

\[ A_i = \hat{V}_{c1} \exp j e_0 C_0 x_i z \]

and

\[ \zeta_i = \psi_i - \beta e_0 z (1 - C_0 y_i) \]
FIG. VII. 3 VARIATION OF THE PHASE AND MAGNITUDE OF "A" DURING BEAM–POTENTIAL MODULATION. ($C_0 = 0.10$, $\Delta I = 0$, $b_0$ ADJUSTED FOR MAXIMUM GAIN)
Fig. VI.4 Variation of the phase and magnitude of "A" during beam-current modulation. ($C_0 = 0.10$, $\Delta V = 0$, $\theta_0$ adjusted for maximum gain)
For the usual traveling-wave tube it is sufficient to consider only the growing wave so that the phase and amplitude modulation, or the modulation device functions as mentioned above, are given by

\[ \Delta S = 2 \pi N \sum_{s} y_{1}(\Delta V, \Delta I) - y_{1}(0,0) + \psi_{1}(\Delta V, \Delta I) - \psi_{1}(0,0) \]  
\[ \text{and} \]

\[ \Delta a_{db} = 20 \log \frac{V_{ci}(\Delta I, \Delta V)}{V_{ci}(0,0)} + 54.6 C_{o} N_{s} (x_{1}(\Delta V, \Delta I) - x_{1}(0,0)) \]  

Typical modulation device functions as determined using Eqs. VI.10 and VI.11 are shown in Figs. VI.5 through VI.8. The modulation device functions of a short traveling-wave tube or Crestatron are found by considering all three forward waves. In this case the modulation device functions are given by the general form

\[ \Delta S = S(z, \Delta I, \Delta V) - S(z,0,0) \]  
\[ \text{and} \]

\[ \Delta a_{db} = 20 \log \frac{R(z, \Delta V, \Delta I)}{R(z,0,0)} \]  

The modulation device functions for a Crestatron are shown in Figs. VI.9 and VI.10. The gain of the Crestatron is proportional to \( b_{b_{x_{1}=0}} \) where \( b_{x_{1}=0} \) is the point at which the growth constant goes to zero.

The modulation device functions for the usual tube with a low-level carrier can also be found by expanding the gain and phase shift in a Taylor series about the zero-modulation operating point. The device functions therefore are given as

FIG. VI. 5
PHASE MODULATION DEVICE FUNCTIONS FOR BEAM-POTENTIAL MODULATION.
(Co = 0.10, \( \Delta l = 0, b_0 \) ADJUSTED FOR MAXIMUM GAIN)

\[ N_s = 7.962 \]

\[ N_3 = 20 \]
FIG. VI.6 AMPLITUDE-MODULATION DEVICE FUNCTIONS FOR BEAM-POTENTIAL MODULATION. ($C_0=0.10$, $\Delta I=0$, $b_0$ ADJUSTED FOR MAXIMUM GAIN).
FIG. VII.7 PHASE-MODULATION DEVICE FUNCTIONS FOR BEAM-CURRENT MODULATION. ($C_0=0.10$, $\Delta V=0$, $b_0$ ADJUSTED FOR MAXIMUM GAIN)
FIG. VI. 8
AMPLITUDE-MODULATION DEVICE FUNCTIONS FOR BEAM-CURRENT MODULATION. (Q_C = 0.1, <\Delta V> = 0, b_0, adjusted for maximum gain.)

Normalized beam-current modulation: ΔI/|I₀|

Amplitude modulation in dB: δ₀Δ₀

Nₜ = 7.962
Nₜ = 2.0
Q_C = 0, d₀ = 0
Q_C = 0.250, d₀ = 0
Fig. VI.9  Modulation device functions for crestatron with beam-potential modulation. ($c_0 = 0.10$, $d_0 = 0$, $Qc_0 = 0$, $b_o = 2.4$, $b_0, x_0 = 0 = 2.1$)
FIG. VI.10 MODULATION DEVICE FUNCTIONS FOR CRESTATRON WITH BEAM-CURRENT MODULATION. \( \delta_0 = 0.10, \delta_0 = 0, q_{00} = 0, b_0 = 2.4, b_0, x_i = 0 = 2.4 \)
\[ \Delta = \sum_{n=1}^{\infty} \frac{1}{n!} \left\{ \left( \frac{\partial n}{\partial \Delta} \right)_{\Delta I=\Delta V=0} \Delta I^n + \left( \frac{\partial n}{\partial \Delta V} \right)_{\Delta I=\Delta V=0} \Delta V^n \right\} \\
+ \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{r=1}^{\infty} C_r^n \left( \frac{\partial n}{\partial \Delta I^{n-r}} \right)_{\Delta V=\Delta V} \Delta V^r \Delta I^{n-r}, \]

where for phase modulation \( \Delta \rightarrow \Delta S \) and \( f \rightarrow \psi = \beta e L (1-C y_1) \), and for amplitude modulation

\[ \Delta \rightarrow \Delta a \quad \text{and} \quad f \rightarrow 8.864 \log_{10} \frac{V_1(\Delta V, \Delta I)}{V_1(0)} + 54.6 \, C N_s \, x_1(\Delta V, \Delta I) \]

The evaluation of the coefficients of the Taylor series is indeed a laborious task. This method was tried for one case using a second-order expansion for both phase and gain. The explicit expansion for the propagation constants as determined by Sensiper\(^9\) was used. The results are shown in Fig. VI.11 for the cases of neglecting and then including modulation effects of the initial loss parameter. A comparison is made on the figure with the previous method. As is mentioned later on, the modulation effects of the initial loss parameter are not too important for the long low-C tube. In this case a rough approximation to the phase-modulation device function as determined from the linear term of the Taylor series is

\[ \Delta S = - \left[ \frac{1}{2} + 0.0407 \, b_o - \frac{2}{9} \, Q C_o - C_o \left\{ 0.833 y_{10} + 0.278 b_o \right\} \right. \\
- \left. 0.0928 \, b_o^2 - 1.127 \, b_o d_o - \frac{5}{9} \, Q C_o \right] \frac{\Delta V}{V_{01}} \quad (VI.14) \]

FIG. VI.11 VARIATION OF PHASE AND AMPLITUDE DURING BEAM-POtENTIAL MODULATION. ($C_0 = 0.10$, $QC_0 = 0$, $d_0 = 0$, $b_0 = 0.1525$, $\Delta I = 0$, $y = 3.4$)
\[
\Delta S \approx C_0 \left[ \frac{V_{10}}{3} - \frac{2}{9} Q \xi_0 - 0.0369 \, d_0 - \frac{8}{9} C_0 Q \xi_0 + 0.0369 \, b_0^2 
- 0.064 \, b_0 d_0 \right] \Delta V \tag{VI.15}
\]

Unfortunately no similarly simple expression can be given for the amplitude modulation.

As the r-f carrier level is raised, the linear analysis used above no longer is valid and one must resort to a nonlinear description to accurately describe the modulated traveling-wave tube. It is necessary not only to include nonlinearities but further to allow for multivalued functions since there will be crossings of electron trajectories. This problem is then handled using the Lagrangian formulation rather than the Eulerian described above.

The Lagrangian analysis of the large-signal traveling-wave tube employed in this report was first presented by Nordsieck\(^{10}\) and then generalized by Rowe\(^{11}\). It is now further generalized to include low-frequency beam modulations. The electrons are assumed to enter the interaction region as discrete interacting particles and the equation of motion of each particle is integrated, allowing for disturbances due to other electrons and also an external r-f field. The calculations were done assuming that thirty-two representative electrons entered the interaction region during each carrier cycle. Ideally the integration for the modulated tube should be carried out over a cycle of the modulation frequency; however employing the quasi-static conditions allows

one to integrate the path over one r-f cycle at several instantaneous points in the modulation cycle. The equations to be integrated are shown below.

\[
\frac{d^2A(y)}{dy^2} - A(y) \left[ \left( \frac{1}{C_0} - \frac{d\theta(y)}{dy} \right)^2 - \left( \frac{1+C_0b_0}{C_0} \right)^2 \right]
\]

\[
= - \frac{1+C_0b_0}{\pi C_0} \frac{1}{M^{5/2}} \left( 1 + \frac{\Delta I}{I_{01}} \right)^{1/2} \left\{ \int_0^{2\pi} \frac{\cos \phi(y, \Phi_{01})d\phi}{1+2C_0u(y, \Phi_{01})} \right\} + 2C_0b_0 \int_0^{2\pi} \frac{\sin \phi(y, \Phi_{01})d\phi}{1+2C_0u(y, \Phi_{01})} \right\} , \quad (VI.16)
\]

\[
A(y) \left[ \frac{d^2\theta}{dy^2} - \frac{2d_0}{C_0} \left( 1+C_0b_0 \right)^2 \right] + 2 \frac{dA(y)}{dy} \left( \frac{d\theta(y)}{dy} - \frac{1}{C_0} \right)
\]

\[
= - \frac{1+C_0b_0}{\pi C_0} \frac{1}{M^{5/2}} \left( 1 + \frac{\Delta I}{I_{01}} \right)^{1/2} \left\{ \int_0^{2\pi} \frac{\sin \phi(y, \Phi_{01})d\phi}{1+2C_0u(y, \Phi_{01})} \right\} - 2C_0b_0 \int_0^{2\pi} \frac{\cos \phi(y, \Phi_{01})d\phi}{1+2C_0u(y, \Phi_{01})} \right\} , \quad (VI.17)
\]

\[
\left[ \frac{d\phi(y, \Phi_{01})}{dy} \right]_{\Phi_{01}} + \frac{d\theta(y)}{dy} = \frac{1}{C_0} \left[ 1 - \frac{1}{\xi_{1}(1+2C_0u(y, \Phi_{01}))} \right] , \quad (VI.18)
\]
and

\[
\begin{align*}
\{1 + 2C_o u(y, \phi_{o1})\} \frac{\partial u}{\partial y} (y, \phi_{o1}) &= -\frac{1}{M^2} A(y) \left( 1 - \frac{d\theta}{dy} C_o \right) \sin \phi(y, \phi_{o1}) \\
+ \frac{C_o}{M^2} \frac{dA(y)}{dy} \cos \phi(y, \phi_{o1}) - \frac{1}{(1 + C_o b_0) M^2} \left( \frac{\omega_{p0}}{\omega_{co}} \right)^2 \sqrt{\frac{2\pi}{A(y) C_o}} \int_0^{2\pi} \frac{F(\phi - \phi')} {1 + 2C_o u(y, \phi_{o1})} d\phi'
\end{align*}
\]

(VI.19)

where

\[ y = \beta_{eo} C_o z, \text{ a normalized distance,} \]

\[ \phi_{o1} = \text{initial phase of electron,} \]

\[ \theta(y) = \text{phase lag between circuit wave and fictitious wave traveling at unmodulated initial beam-average velocity,} \]

\[ \phi(\phi_{o1}, y) = \text{the phase of the ith electron} = \omega \left( \frac{z}{u_{o1}} - t \right) - \theta(y), \]

\[ A \text{ is defined as amplitude of circuit wave from,} \]

\[ V = \text{circuit potential} = [A(y) C_o I_o / Z_0] \cos \phi(y, \phi_{o1}), \]

\[ \omega_{p0} = \text{zero modulation beam plasma frequency,} \]

\[ F(\phi - \phi') = \text{space-charge weighting function,} \]

\[ u(y, \phi_{o1}), \text{ the normalized r-f velocity of ith electron defined from,} \]

\[ d\phi / dt = u_o \left( 1 + 2C_o u(\phi_{o1}, y) \right), \text{ and} \]

\[ M^3 = \frac{1 + \Delta V / V_{o1}} {1 + \Delta I / I_{o1}}. \]

The parameters are defined for zero modulation and the modulation device functions may be calculated from the above equations for specified unmodulated conditions and modulation amplitudes. The boundary conditions are once again the same as for the unmodulated case and may be given approximately as
\[
\left( \frac{dA}{dy} \right)_0 = - 2d_o A(0) \tag{VI.20}
\]
and
\[
\left( \frac{d\theta}{dy} \right)_0 = - b_o \tag{VI.21}
\]

The phase-modulation device function is then calculated from

\[
\Delta S = \theta(y, \Delta V, \Delta I) - \theta(y, 0, 0) \tag{VI.22}
\]

and the amplitude-modulation device function from

\[
\Delta a_{db} = A_{db}(y, \Delta I, \Delta V) - A_{db}(y, 0, 0) \tag{VI.23}
\]

Typical plots of the device functions for the tube with a large-signal carrier are shown in Figs. VI.12 through VI.14.

Now that the method of calculating the modulation device functions has been given, their use will be discussed.

C. Low Modulation Frequencies - Using the Modulation Device Functions

Perhaps the most important use of the modulation device functions in modulation analyses is in determining output spectra of tubes for given modulation signal wave shapes. In order to calculate the output spectrum it is necessary to have an explicit form of the modulation device function as a function of the modulation signal. This can be obtained by fitting the modulation device functions with polynomials. The analytic form can also be obtained using the Taylor series for the small-signal tube. In either case it is assumed that a second-order series for the gain and phase shift will suffice. If the output signal is represented by
FIG VI.12 PHASE-MODULATION DEVICE FUNCTION DURING BEAM-POTENTIAL MODULATION, LARGE-SIGNAL CALCULATION. ($C_0 = 0.10, QC_0 = 0.250, d_0 = 0, b_0 = 1.0, B = 1.0, a'/b' = 2.0$)
UNMODULATED TUBE SATURATED FOR $y > 7.7$

**FIG. VI.13** AMPLITUDE-MODULATION DEVICE FUNCTION DURING BEAM-POTENTIAL MODULATION, LARGE-SIGNAL CALCULATION. ($C_0 = 0.10$, $Q_0 = 0.250$, $d_0 = 0$, $b_0 = 1.0$, $B = 1.0$, $a'/b' = 2.0$)
**FIG. VI.14**  MODULATION DEVICE FUNCTIONS DURING BEAM-CURRENT MODULATION, LARGE-SIGNAL CALCULATION.  
($C_0=0.10$, $Q_{C_0}=0$, $d_0=0$, $b_0=0.1525$, $\Delta V=0$)
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\[
\frac{E}{E_0} = G(\xi) \cos [\omega_c t + \phi(\xi)] , \tag{VI.24}
\]

where \( E \) = the output field with modulation,

\( E_0 \) = the output field without modulation,

\( G \) = the amplitude function = 1 + \( h_1\xi + h_2\xi^2 \),

\( \phi \) = the phase function = \( \phi_0(1 + p_1\xi + p_2\xi^2) \),

\( \phi_0 \) = the phase shift without modulation, and

\( \xi \) = is the modulating signal, periodic with fundamental frequency \( \omega_0 \), then the output spectrum around the fundamental of the

carrier signal is given by

\[
A_{1m} = \frac{1}{4\pi} \int_0^{2\pi} G(\xi) \exp \left[ j[\phi(\xi) - m\omega_0 t] \right] d\omega_0 t
\]

or

\[
A_{1m} = \frac{1}{4\pi} \int_0^{2\pi} \left[ 1 + h_1\xi + h_2\xi^2 \right] \exp \left[ j[\phi_0(1 + p_1\xi + p_2\xi^2) - m\omega_0 t] \right] d\omega_0 t . \tag{VI.25}
\]

The spectral line is located at \( \omega_c + m\omega_0 \) with \( m = 0, \pm 1, \pm 2, \pm 3 \ldots \) with

amplitude \( 2\text{Re}(A_{1m}) \).

It can be seen from Figs. VI.5 and VI.12 that there is a region

of beam potential modulation over which a linear phase modulation can be

obtained. In certain applications such as Serrodyne\textsuperscript{12} operation, a

large linear range with minimum inherent amplitude modulation is re-

quired. It was found that the addition of loss extends the linear

range. The inherent amplitude modulation can be minimized by working

the tube near saturation. This will not have an adverse effect on the

linearity of the phase modulation and for some cases extends the linear

range. One immediate difficulty of working near saturation, however,

\textsuperscript{12} Cumming, R. C., \textit{op cit.}
is that at this level of operation, any amplitude modulation on the
carrier will be transformed to an additional phase modulation; there-
fore one can use the saturated operation only for those cases where the
amplitude of the carrier does not vary appreciably. Simultaneous
modulation of the beam current and potential is another method of ob-
taining linear phase modulation while minimizing the amplitude modula-
tion.

In order to obtain large phase modulation indices it is probably
best to use a long, low-C, voltage-modulated tube; however this tube
will have considerable amplitude variation. The variation will de-
crease if the C is increased while the gain is kept constant. The
current modulated traveling-wave tube will give linear amplitude modu-
lation with small phase variation. The effect of the modulation of the
initial loss parameter A is important in short high-C tubes or Cresta-
trons but is not important in the long low-C tube. Also, the effect of
modulation on A is more pronounced during a voltage modulation than
during a current modulation.

Experiments to check the low-frequency beam modulation analyses
gave good correlation with theoretical results.

D. High Modulation Frequencies - General Analysis

The preceding sections dealt with low-frequency modulating sig-
als where a quasi-stationary analysis could be used to describe the
modulation effects. When the modulation frequency is comparable to the
carrier frequency the time dependence of the modulating signal must be
considered in the interaction equations; also the fact that the beam is
itself a nonlinear entity will result in the generation of sidebands.
These sidebands are far removed from the carrier and therefore each will
see a different impedance and propagate with a velocity other than that of the carrier. The nonlinear properties of the beam would best be described by the Lagrangian analysis used in the preceding section; however, for the case of the two-frequency problem the complexities introduced are quite formidable. Therefore it was decided to use an Eulerian analysis but to preserve the nonlinearities introduced by the ballistic equations. This of course implies that there are no crossings of electron trajectories.

The high-frequency modulation problem is equivalent to solving the problem of the interaction of a beam and circuit wave with the simultaneous application of two signals of different frequencies, \( \omega_1 \) and \( \omega_2 \). The boundary conditions will specify which is the carrier and which carries modulation information. The sidebands \( n\omega_1 + m\omega_2 \), where \( n,m \) take on all positive and negative integral values, will be produced by a mixing interaction. The electrokinetic variables may be expanded in a double Fourier series of the applied frequencies as

\[
\text{Charge density, } \rho(z,t) = \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \rho_{nm}(z) \exp\left(j(n\omega_1 + m\omega_2) t\right), \quad (VI.25a)
\]

\[
\text{Beam velocity, } v(z,t) = \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} v_{nm}(z) \exp\left(j(n\omega_1 + m\omega_2) t\right), \quad (VI.25b)
\]

\[
\text{Electric field, } E(z,t) = \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} E_{nm}(z) \exp\left(j(n\omega_1 + m\omega_2) t\right), \quad (VI.25c)
\]
Convection current, \( i(z,t) = \sum_{n=-\infty}^{\infty} \sum_{m=1}^{\infty} i_{nm}(z) \exp j(n\omega_1 + m\omega_2) t \). (VI.25d)

As usual, the electric field is assumed to be composed of a circuit field component and of a space-charge field component and the fields are assumed to be derivable from potentials \( V_c \) and \( V_{sc} \). The following relations are obtained between the Fourier coefficients when Eqs. VI.23 are introduced into the forced telegrapher's Newtonian force, and conservation of charge equations.

\[
i_{nm} = j \sum_{r,s=\infty}^{\infty} \frac{v_{n-r,m-s}}{\omega_1 + \omega_2} \frac{d}{dz} - v_{nm} p_0 + \sum_{r,s=\infty}^{\infty} \rho_{ors} v_{n-r,m-s}, \quad (VI.26a)
\]

\[
j(n\omega_1 + m\omega_2) v_{nm} + \sum_{r,s=\infty}^{\infty} v_{rs} \frac{d}{dz} = -j \eta \frac{R^2 \omega_1 \omega_2}{\epsilon_0 \sigma(n\omega_1 + m\omega_2)} + \eta \frac{dV_{cnn}}{dz}, \quad (VI.26b)
\]

\[
\frac{d^2 V_{cnn}}{dz^2} + \frac{(n\omega_1 + m\omega_2)^2}{V_{cnn}} V_{cnn} - j \frac{Z_{cnn}}{V_{cnn}} \frac{n\omega_1 + m\omega_2}{dz} \frac{d}{dz} = 0, \quad (VI.26c)
\]

where the summation \( \Sigma' \) is over all terms where \( \omega_1 + \omega_2 \) does not vanish, and the summation \( \Sigma'' \) is for all terms where \( \omega_1 + \omega_2 = 0 \) except that for which \( r,s = 0 \); \( \rho_0 \) is the d-c beam density, \( \rho_{ors} \) is the d-c beam density corresponding to \( \omega_1 + \omega_2 = 0 \); \( R_{nm} \) is the plasma frequency reduction factor at frequency \( n\omega_1 + m\omega_2 \); \( \sigma \) is the beam cross sectional area; \( v_{cnn} \) is the cold circuit velocity at frequency \( n\omega_1 + m\omega_2 \) and \( Z_{cnn} \) is the circuit impedance at frequency \( n\omega_1 + m\omega_2 \). Also \( f_{n,-m} = f_{nm}^* \).

Equation VI.25 and the appropriate boundary conditions describe the mixing type of interaction. Unfortunately this set of equations
represents an infinite set of nonlinear differential equations. To facilitate the solution of these equations and also because of the very nature of mixing devices, it will be assumed that the signal at the higher frequency $\omega_1$ has a larger amplitude than the signal at $\omega_2$. The larger signal will be called the pump or local oscillator. The only sidebands considered in the problem will now be the upper and lower ones around the pump. The sidebands around the second and higher harmonics of the pump may certainly be significant; however, they are neglected in this present study. An "r-f linearization" is made by assuming that the pump propagation is not perturbed by the interaction. The usual d-c linearizations are introduced by assuming that the r-f quantities at the pump frequency are smaller in amplitude than the corresponding average values. The solution at the pump frequency is that of the ordinary traveling-wave tube or space-charge waves if the circuit impedance is reduced to zero. The equations at the upper sideband $(n=1, m=1)$, the lower sideband $(n=1, m=-1)$, and the signal $(n=0, m=1)$ are then given as

\[
(n=1, m=1) \\
\begin{align*}
\frac{d}{dz} i_{11} &= j \left( \frac{V_{11}}{\omega_1} \frac{di_{10}}{dz} + \frac{V_{10}}{\omega_2} \frac{di_{01}}{dz} + \frac{u_0}{\omega_1+\omega_2} \frac{di_{11}}{dz} \right) + V_{11}^0 e_0 , \quad (VI.27a) \\
&
\end{align*}
\]

\[
\begin{align*}
& j(\omega_1+\omega_2) v_{11} + \frac{d}{dz} (V_{10} v_{01}) + u_0 \frac{dv_{11}}{dz} = -j\eta \frac{R_{11}^2 i_{11}}{e_0 \sigma(\omega_1+\omega_2)} + \eta \frac{dv_{c11}}{dz} , \\
& \text{and} \quad (VI.27b)
\end{align*}
\]

\[
\begin{align*}
\frac{d^2 v_{c11}}{dz^2} + \frac{(\omega_1+\omega_2)^2}{v_{c11}} v_{c11} - j \frac{Z_{c11}}{v_{c11}} (\omega_1+\omega_2) \frac{di_{11}}{dz} = 0 . \quad (VI.27c)
\end{align*}
\]
\[ i_{1-1} = j \left( \frac{v_{10}}{\omega_2} \frac{d i_{01}}{dz} + \frac{u_{01}}{\omega_1} \frac{d i_{1-1}}{dz} + \frac{v_{10}^*}{\omega_1} \frac{d i_{10}}{dz} \right) + v_{1-1} \rho_o \]  

\[ j (\omega_1 - \omega_2) v_{1-1} + \frac{d}{dz} (v_{01} v_{10}) + u_0 \frac{dv_{10}}{dz} = -j \eta \frac{R^2_{1-1}}{\varepsilon_o \sigma (\omega_1 - \omega_2)} + \eta \frac{dV_{1-1}}{dz} , \]  

and

\[ \frac{d^2 v_{1-1}}{dz^2} + \left( \frac{\omega_1 - \omega_2}{v_{c1-1}} \right)^2 v_{c1-1} - j \frac{Z_{01-1}}{v_{c1}} (\omega_1 - \omega_2) \frac{d i_{1-1}}{dz} = 0 \]  

\[ (n=0, m=1) \]

\[ i_{01} = j \left( \frac{v_{10}}{\omega_1} \frac{d i_{10}}{dz} + \frac{v_{1-1}}{\omega_1} \frac{d i_{10}}{dz} + \frac{v_{10}^*}{\omega_2} \frac{d i_{10}}{dz} + \frac{u_{01}}{\omega_2} \frac{d i_{01}}{dz} + \frac{v_{10}^*}{\omega_1 + \omega_2} \frac{d i_{10}}{dz} \right) \]

\[ + v_{01} \rho_o \]  

\[ j \omega_2 v_{01} + \frac{d}{dz} (v_{10} v_{10}^* - v_{1-1} v_{10}) + u_0 \frac{dv_{01}}{dz} = -j \eta \frac{R^2_{01}}{\varepsilon_o \omega_2} + \eta \frac{dV_{01}}{dz} , \]

and

\[ \frac{d^2 v_{01}}{dz^2} + \left( \frac{\omega_2}{v_{c01}} \right)^2 v_{c01} - j \frac{Z_{01}}{v_{c01}} \frac{d i_{01}}{dz} = 0 \]  

\[ (VI.28a) \]

\[ (VI.28b) \]

\[ (VI.28c) \]

\[ (VI.29a) \]

\[ (VI.29b) \]

\[ (VI.29c) \]
The simultaneous solution of Eqs. VI.26 through VI.28 subject to sufficient boundary conditions constitutes a solution. DeGrasse's\textsuperscript{13,14} theoretical work on traveling-wave tube mixers neglected some of the coupling effects included above in addition to the assumption that the signal \((n=0, m=1)\) propagates unperturbed.

A special solution to the above set of equations, the longitudinal-beam parametric amplifier in which there is no r-f circuit \((Z_0 = 0)\) and \(\omega_1 = 2\omega_2\) (degenerate frequencies), will now be given.

E. High Modulation Frequencies, Longitudinal-Beam Parametric Amplifier

The longitudinal-beam parametric amplifier has been proposed as a low-noise high-gain amplifier utilizing fast-wave amplification\textsuperscript{15,16}. Previous work on this subject has dealt with theories based on coupling between the signal and its lower sideband and neglected coupling to the upper sidebands. Since this is a traveling-wave parametric amplifier a consideration of additional sidebands certainly becomes important. Additional justification for looking into a consideration of the effect of the upper sideband is that the high gain and low noise predicted were never attained\textsuperscript{17} experimentally. The investigation was done using

\begin{itemize}
\item \textsuperscript{13} DeGrasse, R. W., \textit{op cit.}
\item \textsuperscript{14} DeGrasse, R. W., and Wade, G., "Microwave Mixing and Frequency Dividing", Tech. Rept. No. 386-1, Stanford University, Electron Tube Laboratory, Stanford Electronics Laboratories; November 12, 1957.
\item \textsuperscript{15} Louisell, W. H., and Quate, C. F., \textit{op cit.}
\item \textsuperscript{17} Ashkin, A., Bridges, T. J., Louisell, W. H., Quate, C. F., "Parametric Electron-Beam Devices", paper presented at IRE WESCON meeting; August, 1958.
\end{itemize}
the above equations. A preliminary report\textsuperscript{18} of these findings was
given recently.

The solution will contain terms originally defined by Louisell
and Quate\textsuperscript{19}. Define

\[ \omega_1 = 2\omega_2 = 2\omega, \]

\[ \frac{\eta_0}{\sigma_0} = \omega_p^2; \quad \omega_q = \omega_{01} = R_0 \omega_p, \]

\[ \frac{R_{10}}{R_{01}} = \frac{R_{10}}{R_{1-1}} = \frac{\omega_{q10}}{\omega_{q01}} = 2a', \]

and

\[ \frac{R_{11}}{R_{01}} = \frac{\omega_{q11}}{\omega_{q01}} = 3b'. \]

Assume that the pump wave propagates as a single space-charge
wave, which can be described as

\[ i_{10} = -I_0 + \frac{m}{2} I_0 \exp(-2j\beta_e (1 - \frac{a'\omega}{\omega}) z) \quad \text{(VI.30a)} \]

\[ v_{10} = u_0 - \frac{a'\omega}{\omega} \frac{m}{2} u_0 \exp(-2j\beta_e (1 - \frac{a'\omega}{\omega}) z), \quad \text{(VI.30b)} \]

where \( a' > 0 \) for the fast space-charge wave,

\( a' < 0 \) for the slow space-charge wave, and

\( m = \) depth of current modulation (a vector).

Also define

\[ v_1 = u_1(z) \exp(-j\beta_e (1 - \frac{a'\omega}{\omega}) z) \quad \text{(VI.31a)} \]

\textsuperscript{18} Sobol, H., "Extension of Longitudinal-Beam Parametric-Amplifier
Theory", Letter to the Editor, \textit{Proc. IRE}, (to be published)

\textsuperscript{19} Louisell, W. H., and Quate, C. F., \textit{op cit.}
\[ v_{11} = u_{11}(z) \exp -3J_{\omega} \left( 1 - \frac{a'\omega}{\omega} \right) z \]  
(VI.31b)

and assume \( a'\omega \omega < l \).

When Eqs. VI.29 and VI.30 along with the above definitions are substituted into Eqs. VI.26 through VI.28, two second-order linear differential equations are found after considerable mathematical manipulation.

\[
\frac{d^2 u}{dz^2} + 2j\beta a' \frac{du}{dz} - \beta^2 q \left[ a'^2 \left( 1 + \frac{|m|^2}{4} \right) - 1 + \left( \frac{a'}{b'} \right)^2 \frac{|m|^2}{4} \right] u_{11}
\]

\[
- \beta^2 q \left( 1 + 2a'^2 \right) u_{11}^* + j\beta a' \frac{m^*}{2} \left[ 1 + \frac{1}{b'^2} \right] \frac{du}{dz}
\]

\[
- \beta^2 \frac{m^*}{2} \left[ 1 + a'^2 \left( 1 + \frac{1}{b'^2} \right) \right] u_{11} - a'^2 \beta^2 \frac{m^2}{q} u_{11}^* = 0. (VI.32)
\]

and

\[
\frac{d^2 u_{11}}{dz^2} + 6j\beta a' \frac{du_{11}}{dz} - 9\beta^2 q \left[ a'^2 \left( 1 + b'^2 \right) \frac{|m|^2}{4} - b'^2 \right] u_{11}
\]

\[
+ j\beta a' \frac{3m^2}{2} \left[ 1 + 5b'^2 \right] \frac{du}{dz} - 9\beta^2 \frac{m}{q} \left[ a'^2 \left( 1 + b'^2 \right) + b'^2 \right] u_{11}
\]

\[- 9a'^2 b'^2 \beta^2 \frac{m^2}{q} u_{11}^* = 0 . (VI.33)
\]

These equations can be solved by assuming a real and imaginary part for \( u_{1} \) and \( u_{11} \) and defining the linear operator.
\[ \frac{d}{dz} = \beta q^\mu . \]

Substitution of the operator form and separation of the equations into real and imaginary parts gives four linear homogeneous equations of the form

\[
\begin{bmatrix}
\phi_{11}(\mu) & \phi_{12}(\mu) & \phi_{13}(\mu) & \phi_{14}(\mu) \\
\phi_{21}(\mu) & \phi_{22}(\mu) & \phi_{23}(\mu) & \phi_{24}(\mu) \\
\phi_{31}(\mu) & \phi_{32}(\mu) & \phi_{33}(\mu) & \phi_{34}(\mu) \\
\phi_{41}(\mu) & \phi_{42}(\mu) & \phi_{43}(\mu) & \phi_{44}(\mu)
\end{bmatrix}
\begin{bmatrix}
u_{1R} \\
u_{1i} \\
u_{11R} \\
u_{11i}
\end{bmatrix} = 0 .
\]

(VI.34)

The condition for a solution to exist is that the determinant of the coefficients must vanish. When the determinant is expanded and set equal to zero an eighth-order polynomial, the characteristic equation, results. The characteristic equation has terms in \(a^4\) and \(b^4\) so that the same roots are found for the fast- or slow-wave excitation. The characteristic equation is also independent of pump phase. This description of the amplifier gives eight waves. The simple solution for a very thin beam (\(a'b'=1\)) is given approximately as

\[ \mu_{1,2} \approx \pm 2j, \]

\[ \mu_{3,4} \approx \pm 6j, \]

\[ \mu_{5,6} \approx \left( \frac{3}{5} \pm j \frac{3}{4} \right) |m|, \]

\[ \mu_{7,8} \approx \left( -\frac{3}{5} \pm j \frac{5}{4} \right) |m|. \]

(VI.35)
The roots for the thin beam are plotted in Figs. VI.15, while those for a beam of finite size are plotted in Fig. VI.16. Since there are eight roots, there will be eight wave amplitudes to determine for each of the real and imaginary components of the velocities \( u_{1} \) and \( u_{11} \). Eight of the constants will be arbitrary, being specified by the real and imaginary components of the velocities and the distance derivative of velocities at the input. This means that the remaining twenty-four constants are not arbitrary. Relations between the coefficients can be obtained from Eq. VI.33 and the roots as

\[
\begin{bmatrix}
-\Phi_{11}(\mu_{1})\epsilon_{1} \\
-\Phi_{21}(\mu_{1})\epsilon_{1} \\
-\Phi_{31}(\mu_{1})\epsilon_{1}
\end{bmatrix} = \begin{bmatrix}
\Phi_{12}(\mu_{1}) & \Phi_{13}(\mu_{1}) & \Phi_{14}(\mu_{1}) \\
\Phi_{22}(\mu_{1}) & \Phi_{23}(\mu_{1}) & \Phi_{24}(\mu_{1}) \\
\Phi_{32}(\mu_{1}) & \Phi_{33}(\mu_{1}) & \Phi_{34}(\mu_{1})
\end{bmatrix} \begin{bmatrix}
\eta_{1} \\
\tau_{1} \\
\pi_{1}
\end{bmatrix}, \quad (VI.36)
\]

where \( \epsilon_{1} = \) coefficient of \( u_{1R} \),
\( \eta_{1} = \) coefficient of \( u_{11} \),
\( \tau_{1} = \) coefficient of \( u_{11R} \), and
\( \pi_{1} = \) coefficient of \( u_{111} \).

When the index \( i \) is allowed to run from 1 to 8, the amplitudes \( \eta, \tau, \) and \( \pi \) can be obtained in terms of the amplitude of \( \epsilon \); therefore the necessary relations have been determined. The boundary conditions are that the signal wave enters as an ordinary signal space-charge wave but the upper sideband is initially unexcited. The wave amplitudes were calculated for the thin beam case with fast wave excitation and with the roots given in Eq. VI.34. The depth of modulation factor \( m \) was specified as \( m = |m| \exp j\theta \). For \( \theta = 90 \) degrees, only the growing waves (roots 5 and 6) are excited and the velocities are given as
\[ \mu = x + jy \]
\[ x_1 = x_2 = x_3 = x_4 = 0 \]
\[ y_1 = -y_2, \ y_3 = -y_4 \]
\[ x_5 = x_6 = -x_7 = -x_8 \]
\[ y_5 = -y_6 = y_7 = -y_8 \]

**FIG. VI.15** LONGITUDINAL-BEAM PARAMETRIC-AMPLIFIER
PROPAGATION CONSTANTS AS FUNCTIONS OF THE PUMP AMPLITUDE \((a' = b' = 1.0)\).
\[ \mu = x + jy \]
\[ x_1 = x_2 = x_3 = x_4 = 0 \]
\[ y_1 = -y_2, \ y_3 = -y_4 \]
\[ x_5 = x_6 = -x_7 = -x_8 \]

**FIG. VI. 16** LONGITUDINAL-BEAM PARAMETRIC-AMPLIFIER PROPAGATION CONSTANTS AS FUNCTIONS OF THE PUMP AMPLITUDE. \((a' = 0.697, b' = 0.5i3)\)
\[ v_1 \approx 1.051 \cos \left( \frac{5}{4} |m| \beta_q z - 17.84^\circ \right) \exp \frac{3}{8} |m| \beta_q z \exp -j\beta e \left( 1 - \frac{\omega_q}{\omega} \right) z \]

\[ v_{11} \approx 1.822 \sin \left( \frac{5}{4} |m| \beta_q z \right) \exp \frac{3}{8} |m| \beta_q z \exp -3j\beta e \left( 1 - \frac{\omega_q}{\omega} \right) z. \quad (VI.37) \]

When a phase of -90 degrees is used, only the declining waves (roots 7 and 8) are excited. In this case the velocities are given as

\[ v_1 \approx 1.051 \cos \left( \frac{5}{4} |m| \beta_q z + 17.84^\circ \right) \exp -\frac{3}{8} |m| \beta_q z \exp -j\beta e \left( 1 - \frac{\omega_q}{\omega} \right) z \]

\[ v_{11} \approx 1.822 \sin \frac{5}{4} |m| \beta_q z \exp -\frac{3}{8} |m| \beta_q z \exp -3j\beta e \left( 1 - \frac{\omega_q}{\omega} \right) z. \quad (VI.38) \]

The dependence on the phase closely resembles the conditions in order parametric amplifiers operating at degenerate frequencies.

The rate of growth indicated in Eq. VI.36 is one-half of the value obtained by Louisell and Quate in their work where only the lower sideband was considered. Also it is seen that the upper sideband is very heavily excited; therefore noise at this frequency would be an important consideration. These results of lower gain and heavy upper sideband excitation explain in part the discrepancy between the experimental results and results from the previous theory. The inclusion of additional sidebands, especially those around the second pump harmonic, would lead to more accurate answers than those obtained here.

\[ \text{20. Ibid.} \]
The theoretical results presented here are in accord with a prediction in the recent paper of Roe and Boyd\textsuperscript{21}, where it is shown that with a dispersionless case there will be no exponential gain but as dispersion is added to the system gain will result. The longitudinal-beam parametric amplifier has dispersion introduced by the plasma frequency reduction factor.

F. Conclusion

The modulated-beam-traveling-wave tube has been studied for modulating signals with frequencies very much less than the carrier and also for modulation signals with frequencies comparable to the carrier. The following has been shown for the low-frequency signals: 1.) The range of linear phase modulation during beam-potential modulation can be extended by the addition of loss. 2.) It is possible to minimize the inherent amplitude modulation during beam-voltage modulation without destroying the phase linearity by using large carrier signals. 3.) Large phase-modulation indices can be obtained with long low-C tubes. 4.) It is important in the linear analysis to include modulation effects of the initial wave amplitudes for short tubes or Crestatrons. Also, the modulation effects on the initial loss parameter are more pronounced during voltage modulation than during current modulation.

The longitudinal-beam parametric amplifier has been investigated using the high-modulating-frequency analysis. The effect of the upper sideband around the pump fundamental has been considered. It has been shown that: 1.) The signal at the upper sideband is very strongly excited, indicating the presence of noise at this frequency, and 2.) The

gain will be very much less than the gain obtained considering only the lower sideband.

VII. DISK AND HELICALLY LOADED COAXIAL AND WAVEGUIDE TWA STRUCTURES (R. W. Larson)

A. Introduction

The disk and helically loaded coax and waveguide structures shown in Figs. VII.1,e through l, have been proposed and used as high-power traveling-wave tube structures. It is obvious that because of size, they are capable of greater power-handling capacity than the smaller, more delicate helices shown in (a) through (e) of Fig. VII.1. However, other characteristics are equally important. This report is intended to illustrate several methods of analysis which may be used in evaluating the ω-β diagram and the interaction impedance.

Apparently the first to consider this problem for the helicoid was Field¹ in 1949, but his results were inconclusive and in fact do not agree well with later results. Rowe² and Kleen and Ruppel³ later mentioned this structure but apparently the first design and experimental analysis of the helicoid was given by Valtersson⁴ at the Congres Tubes Hyperfrequencies, Paris, 1956. Others have worked on the problem,

FIG. VII.1 SOME POSSIBLE SLOW-WAVE STRUCTURES WITH HELICAL OR CYLINDRICAL GEOMETRY.
especially a group at Stanford\textsuperscript{5} whose work will be mentioned later, but
the outstanding reference to date is by Hennoch\textsuperscript{6}.

The main attempt in the following analysis will be to understand
the helically loaded coax, of Fig. VII.1j, but it is apparent that the
similarity to disk structures will mean a certain emphasis must be
placed on these structures also. The differences will be discussed more
fully in Section G. To this end then, we will study several valid ap-
proaches to this problem in a rather arbitrary order of increasing
complexity:

B. Filter Theory
C. Perturbations
D. Developed Structures, Altered Geometry
E. First Limiting Case; Enclosed Helicoid
   1. Wrapped Rectangular Guide
   2. "Exact" Helicoid Solutions
F. Second Limiting Case, Disk-Structure
G. "Exact" Open Helicoid
H. Modifications, Conclusions

The following symbols have been chosen to describe the dimen-
sions, physical quantities and parameters. The nomenclature in this
area is not yet standardized and therefore other common symbols are
included in parenthesis at the end of each definition, to facilitate
reading and future choice.

\textsuperscript{5} Consolidated Quarterly Progress Report No. 9, Electron Devices
Laboratory, Stanford Electronics Laboratory; January 1 to March
31, 1959.

\textsuperscript{6} Hennoch, B. T., "Investigations of the Disk-Loaded and Helical
Waveguide", \textit{Trans. Royal Inst. of Tech.}, No. 129, Stockholm,
Sweden; 1958.
SYMBOLS

\( a \)  
inner radius of slow wave structures \((b)\)

\( b \)  
outer radius of slow wave structures \((a)\)

\( B \)  
magnetic field strength

\( c \)  
velocity of light

\( C \)  
Pierce gain parameter

\( d \)  
breadth of disk or groove space \((g)\)

\( D \)  
disk or helicoid periodicity or pitch \((s,p)\)

\( E \)  
electric field strength

\( g \)  
rod or innermost radius \((c)\)

\( G_{mn}, H_{mn} \)  
special combinations of regular and modified Bessel functions

\( I_\nu(x), K_\nu(x) \)  
modified Bessel functions of order \( \nu \) and argument \( x \), 1st and 2nd kind

\( J_\nu(x) = Y_\nu(x), N_\nu(x) \)  
regular Bessel functions of order \( \nu \) and argument \( x \), 1st and 2nd kinds respectively and related to the modified Bessel functions by Eq. VII.21

\( n \)  
integral values of the order of the Bessel function and the order of the Fourier harmonic

\( P \)  
power transfer

\( v \)  
velocity \((u)\)

\( V_o \)  
beam voltage

\( W \)  
width of rectangular guide, or in wrapped guide, \( W = b-a \)

\( \alpha \)  
normalized slot area admittance

\( \beta \)  
al axial propagation constant, \( \omega/v(\beta_o, \gamma_o) \)

\( \beta_n \)  
al axial propagation constant of the nth space harmonic, \( \beta_n = \beta_o + 2\pi n/D(\gamma_n) \)
\( \gamma_n \) radial propagation constant of the \( n \)th space harmonic defined by Eq. VII.12 \( \gamma_n^2 = k^2 - \kappa^2 \) for the enclosed helicoid and by Eq. VII.20 \( \gamma_n^2 = \beta_n^2 - k^2 \) for the disk cases (\( \Gamma_n \))

\( k \) free-space propagation constant, \( \omega/c(\beta_o, \kappa_o) \)

\( \kappa \) alternative constant for giving field dependence in the \( z \)-direction (\( \beta \))

\( \phi \) normalized beam area admittance

\( \nu \) fractional order of Bessel function and fractional angular propagation constant

B. **Filter Theory Approach**

To obtain an appreciation for the frequency characteristics of the disk-loaded structures, we can consider the equivalent filters for these structures. To the extent that the helicoids look like the disk structures, this filter analogy will also apply to them.

To obtain a form for the filter, we must consider the series and parallel values of impedance as seen at the edges of the disks. Looking out into the cavities of the structure of Fig. VII.1f as a representative case, we know from more elementary work\(^7\) that there is a capacitance seen between disks or vanes and there is also a short inductive section of transmission line. When looking toward the center in the center rod case we see essentially a capacitance. When no center rod is present we again see a parallel L-C combination. These circuits are summarized in Fig. VII.2. This analysis shows us that to achieve a low-pass type of structure we must have a center rod. An increase in \( C_2 \) in this low-pass case, with its accompanying decrease in phase velocity, can be

Fig. VII.2 Equivalent filters for disk-loaded waveguide with angularly symmetric field.
accomplished by increasing the rod size. Correspondingly an increase in
the relative groove depth will mean an increase in $L_1$ with a corres-
ponding decrease in the resonant frequency $\omega_0 = 1/\sqrt{LC}$. Much more can
be said of the analogies with filter theory but nother exact can be
obtained without exact L-C values and their frequency characteristics.

C. Perturbation Technique

For small groove depth, somewhat more accurate results may be
obtained by utilizing the known results for ordinary circular waveguide
and coax. This is the usual technique in perturbation analyses of all
sorts. In this case we know, for instance, that for TM and TE modes in
cylindrical and coaxial guides respectively

$$\text{TM: cylindrical; } I_n(\gamma b) = 0 \quad (\text{VII.1})$$

$$\text{coaxial; } I_n(\gamma g) K_n(\gamma b) - K_n(\gamma g) I_n(\gamma b) = 0 \quad (\text{VII.2})$$

$$\text{TE: cylindrical; } I'_n(\gamma b) = 0 \quad (\text{VII.3})$$

$$\text{coaxial; } I'_n(\gamma g) K'_n(\gamma b) - K'_n(\gamma g) I'_n(\gamma b) = 0 \quad (\text{VII.4})$$

It has been shown that for $n > 0$ the TE modes are unstable in
the presence of a helical perturbation, while the TM modes are stable.
Hennoch has given the matching equations for the admittances in the
case of small perturbations. It is obvious that there will be a cer-
tain simplification in the arithmetical calculations. However, it is
not possible to extend the results beyond the region where they are
mathematically valid.

8. Karbowiak, A. E., "Microwave Propagation in Anisotropic Waveguides",
Proc. IEE, Mon. 147 R; August, 1955.
D. Developed Structures, Altered Geometry

A logical approach to the understanding of the helicoid is to "develop" or unwrap the helicoid. This artificial slow-wave structure may then be analyzed just as we propose to analyze the disk and helicoid structures in Sections F and G. The advantage is in now being able to work with trigonometric and hyperbolic functions. Their advantage over cylindrical Bessel functions is only in familiarity and availability of relationships and tabulated values. Valtersson's\(^4\) approach to the analysis of the helicoid was this last one. This curve is shown in Fig. VII.3, curve C, for comparison with several other results. This phase velocity was obtained for the case: \(b/a = 4\), \(a/g = 1.25\), \(D/a = 0.5\), \(d/D = 0.4\). It is to be expected that this analogy would not stand up too well when the radius of curvature is small compared to the wavelength. Moreover, the results given by Valtersson more nearly coincide with the disk results, rather than the helicoid results to be given later. This is a fundamental limitation in this method of analysis as in all analyses involving "development".

E. First Limiting Case - Enclosed Helicoid

1. "Wrapped" Rectangular Guide. It may be enlightening to consider wrapping a rectangular waveguide carrying the TE\(_{10}\) mode. It is apparent that there can now be no analogy with disk-loaded guides since the inner cavity boundary is now replaced by a metal wall and we must be content with analyzing a completely different circuit. Disman\(^9\) has shown by this technique that the maximum useful bandwidth is only 5 percent. This is the frequency difference between the low-frequency

---

cutoff at $\lambda L$ and the so-called "$\pi$" cutoff at $\lambda_1$, where the angular propagation constant $\nu = 1/2$ or $\beta D = \pi$. From Ramo and Whinnery\textsuperscript{7} we know that the phase shift in the helical direction (using rectangular waveguide results) is

$$\beta_g = \frac{2\pi}{\lambda} \sqrt{1 - \left(\frac{\lambda}{2W}\right)^2},$$  \hspace{1cm} (VII.5)

where $W = b - a$.

We can convert this to a phase shift $\beta$ in the longitudinal direction by multiplying by the ratio of circumferential to longitudinal path length.

$$\sqrt{\frac{[2\pi \left(\frac{W}{2} + a\right)]^2 + D^2}{D}},$$

if we take the average length of the path as that at the center of the grid. To find the $\pi$ cutoff at $\lambda_1$ we let $\beta D = \pi$. If the low-frequency cutoff can be considered to occur for $\lambda_L = 2W = 2(b-a)$, then

$$\left(\frac{\lambda_L}{\lambda_1}\right)^2 = \frac{W^2}{\left[2\pi \left(\frac{W}{2} + a\right)\right]^2 + D^2} + 1.$$  \hspace{1cm} (VII.6a)

Since $(\lambda_L/\lambda_1)$ is maximized for $a$ and $D$ both equal to zero,

$$\frac{\lambda_L}{\lambda_1} = \sqrt{1 + \left(\frac{1}{\pi}\right)^2},$$  \hspace{1cm} (VII.6b)

so that the maximum available bandwidth is indeed approximately 5 percent.
2. Exact Helicoid Solutions. Waldron\textsuperscript{10,11} approached the helicoid only as a mathematical problem and so was not interested in the enclosed helicoid as a slow-wave circuit. However, his analysis is of interest since it is expected that the open helicoids must possess certain similarities to the enclosed helicoid. Waldron has proven by means of a perturbation analysis that the helicoid may have the inherently difficult helical character removed by straightening the guide out to an "infinite wrapped rectangular guide". The helical side walls now become disks, but we need not restrain ourselves to the condition $F(\theta) = F(\theta + 2\pi)$. Mathematically this means that the angular propagation constant need no longer be an integer (or zero). Using cylindrical coordinates $r$, $\theta$, $z$ then, he chooses a general field

$$
E = \left\{ \frac{r}{r} E_r + \frac{\theta}{\theta} E_\theta + \frac{z}{z} E_z \right\} \left\{ e^{ikz} + Pe^{-ikz} \right\} e^{-j\nu \theta} e^{j\omega t} , \quad (VII.7)
$$

$$
H = \left\{ \frac{r}{r} H_r + \frac{\theta}{\theta} H_\theta + \frac{z}{z} H_z \right\} \left\{ e^{ikz} + Qe^{-ikz} \right\} e^{-j\nu \theta} e^{j\omega t} . \quad (VII.8)
$$

By substituting the above into Maxwell's equations and eliminating the radial and tangential field components one obtains the wave equations

$$
(\nabla^2 + \gamma^2) E_z = 0 , \quad (VII.9)
$$

$$
(\nabla^2 + \gamma^2) H_z = 0 , \quad (VII.10)
$$

where

$$
\nabla_0 = \nabla - \frac{\partial}{\partial z} , \quad (VII.11)
$$


and

\[ \gamma^2 = \omega^2 \varepsilon_0 \mu_0 - \kappa^2 \]  \hspace{1cm} (VII.12)

We next may consider two sets of normal modes, the E and H modes, respectively characterized by \( H_z = 0 \) and \( E_z = 0 \). These are not related to the usual waveguide modes where propagation is in the z-direction, since now we have propagation in the \( \theta \) direction and \( \kappa \) takes on only integral values.

The solutions of the wave equation are

**E Modes:**

\[ E_z = \left\{ F e^{j\kappa z} + G e^{-j\kappa z} \right\} \left\{ J_\nu(\gamma r) + R N_\nu(\gamma r) \right\} e^{-j\nu \theta} e^{j\omega t} , \]

\[ H_z = 0 \]  \hspace{1cm} (VII.13a)

**H Modes:**

\[ E_z = 0 \]

\[ H_z = \left\{ F' e^{j\kappa z} + G' e^{-j\kappa z} \right\} \left\{ J_\nu(\gamma r) + R' N_\nu(\gamma r) \right\} e^{-j\nu \theta} e^{j\omega t} , \]  \hspace{1cm} (VII.13b)

where \( F, F', G, G', R \) and \( R' \) are arbitrary integration constants to be evaluated from the boundary conditions. The other components for both modes are
\[ H_r = \frac{1}{\gamma^2} \left[ \frac{\partial}{\partial z} \left( \frac{\partial H_z}{\partial r} \right) + \frac{j_0 \omega_c}{r} \frac{\partial E_z}{\partial \theta} \right] , \]

\[ H_\theta = \frac{1}{\gamma^2} \left[ \frac{1}{r} \frac{\partial}{\partial z} \left( \frac{\partial H_z}{\partial \theta} \right) - j_0 \omega_c \frac{\partial E_z}{\partial r} \right] , \]

\[ E_r = \frac{1}{\gamma^2} \left[ - \frac{j_0 \omega_c}{r} \frac{\partial H_z}{\partial \theta} + \frac{\partial}{\partial z} \left( \frac{\partial E_z}{\partial r} \right) \right] , \]

\[ E_\theta = \frac{1}{\gamma^2} \left[ j_0 \omega_c \frac{\partial H_z}{\partial r} + \frac{1}{r} \frac{\partial}{\partial z} \left( \frac{\partial E_z}{\partial \theta} \right) \right] . \quad \text{(VII.14)} \]

Considering the E mode first, we note that at \( z = 0 \) and \( z = d \), the electric field must be entirely normal to the disks, so \( E_r = E_\theta = 0 \). Hence, \( F = G \) and \( \kappa = m \pi / d \), where \( m \) is an integer. For the same reason \( E_\theta = E_z = 0 \) at \( r = a \) and \( r = b \) so that

\[ J_\nu (\gamma a) + RN_\nu (\gamma a) = 0 , \]

\[ J_\nu (\gamma b) + RN_\nu (\gamma b) = 0 . \quad \text{(VII.15)} \]

The only solution which gives the same value of \( R \) is

\[ H_{\nu,\nu} (a, b) = J_\nu (\gamma a) N_\nu (\gamma b) - J_\nu (\gamma b) N_\nu (\gamma a) = 0 . \quad \text{(VII.16)} \]
The remaining field components may now be obtained and they are

\[
E_r = -\frac{m\pi}{\gamma b} H_{\nu',\nu}(r,b) \sin \frac{m\pi z}{d} e^{-j\nu \theta} e^{j\omega t},
\]

\[
E_\theta = +\frac{j\pi m \nu}{\gamma^2 r d} H_{\nu',\nu}(r,b) \sin \frac{m\pi z}{d} e^{-j\nu \theta} e^{j\omega t},
\]

\[
E_z = H_{\nu',\nu}(r,b) \cos \frac{m\pi z}{d} e^{-j\nu \theta} e^{j\omega t},
\]

\[
H_r = \frac{\omega \epsilon_0}{\gamma^2 r} H_{\nu',\nu}(r,b) \sin \frac{m\pi z}{d} e^{-j\nu \theta} e^{j\omega t},
\]

\[
H_\theta = \frac{j\omega \epsilon_0}{\gamma} H_{\nu',\nu}(r,b) \cos \frac{m\pi z}{d} e^{-j\nu \theta} e^{j\omega t},
\]

\[
H_z = 0 .
\]

(VII.17)

The "\(\omega-\beta\)" curve is now replaced by an "\(\omega-\nu\)" curve which is determined from Eq. VII.16; tabulated data are given in Waldron's article\(^{11}\) as well as in Jahnke and Emde\(^{12}\). When \(\nu\) has been determined as a function of frequency, we may then translate this into longitudinal velocity information by means of the relationship

\[
v = \frac{\omega D}{2\pi \nu} \quad \text{or} \quad \frac{v}{c} = \frac{kD}{2\pi \nu} ,
\]

(VII.18a)

which may be considered as arising from multiplying the velocity in the helical direction by the tangent of the pitch angle

\[
v = \left(\frac{\omega r}{\nu} \right) \left(\frac{D}{2\pi r}\right) .
\]

(VII.18b)

One such curve is shown in Fig. VII.3d, where the following data have been chosen.

\[
\begin{align*}
    b/a &= \text{outer to inner radii ratio} = 5.0 \\
    D/a &= \text{pitch to inner radius ratio} = 0.5
\end{align*}
\]

and the lowest-order \((k = 0)\) E mode has been assumed, since \(k\) comes into the calculation of \(\gamma\) from \(k\text{(or } \omega)\). This curve shows the highly dispersive character noted in the preceding section and in fact is perhaps even more severe than stated there. Clarke\(^{13}\) states that the phase velocity for \(b/a = 5\) falls from \(\infty\) at cutoff to \(Dc/b-a\) at the \(\pi\) mode in a 3 percent frequency band.

We expect to see the general helicoid nature of this structure as well as the disk results of the next section in the final open-helicoid results.

F. Second Limiting Case - Disk Structure

This section might logically be considered to be an end in itself, since the disk-loaded coax structures have been known for some time, and some noteworthy high-power traveling-wave tubes have been tested. Besides Field's early work\(^1\), a group at the Federal Telecommunications Laboratories, Inc.\(^{14}\) worked on the disk-loaded coax structure. In the following we will not only be interested in the disk structures as an idealized simplification of the helicoid, valid in certain frequency ranges as yet to be determined, but we will also be interested in the disk structures for their own value as high-power slow-wave structures.

---

FIG. VII.3 PHASE VELOCITY VS. \( \kappa a \) FOR VARIOUS R-F STRUCTURES.
Many of the ideas of the previous section may now be used in this disk analysis. In the helicoid analysis we assumed an angular propagation constant \( \nu \) which could take on all values even though our analysis was in cylindrical coordinates. In addition we assumed a longitudinal propagation constant \( \kappa = m \pi / d \) which was determined for integral \( m \). We now find that both of these choices may be simplified since for \( F(\theta) = F(\theta + 2\pi) \) we must have \( \nu = N \) an integer. In addition \( \kappa = m = 0 \) is a good choice for the field variation across the disk gap, especially for small gap width \( d \). If \( N = 0 \), we then have from Eqs. VII.17 only two components

\[
E_z = H_{oo}(r,b) e^{i\omega t},
\]

\[
H_\theta = -\frac{i\omega e}{k} H'_{oo}(r,b) e^{i\omega t}, 
\]

(VII.19)

where \( H'_{oo}(r,b) = -H_{10}(r,b) = -\left\{ J_1(kr) N_o(kb) - N_1(kr) J_o(kb) \right\} \), and

\[
\gamma = k \text{ since } \kappa = 0.
\]

In the event that there is an angle-dependent field on the outside, Eqs. VII.17 show that \( H_r \) is also present and the functions \( H_{oo}(r,b) \), \( H'_{oo}(r,b) \) go over to \( H_N, N(r,b), H'_{oo}, N(r,b) \).

The inner fields (in the open space) are traveling waves rather than standing waves and this fact is reflected in the radial propagation constant defined by Eq. VII.12. Rather than taking our propagation constant as \( \gamma = \sqrt{\omega^2 \mu \varepsilon - k^2} \) let us take the more usual choice of propagation as
\[ e^{-\beta_n z} = e^{-j\left(\beta_0 + \frac{2\pi n}{D}\right)z} \]

so

\[ \gamma_n = \sqrt{k^2 - \beta_b^2} \]

Note that for slow waves and \( n > 0, \beta_n^2 > k^2 \), so \( \gamma_n \) is imaginary.

This choice allows us to find the field components from Eq. VII.15 just as in the previous case when we chose propagation in the \( z \)-direction as \((e^{+j\kappa z} + e^{-j\kappa z})\) and found that \( F = G \) so that we obtained a cosinusoidal behavior. Our wave equation is essentially the same; however, since our old definition of Eq. VII.12 gives imaginary \( \gamma_n \) we will change our definition of \( \gamma \) to read

\[ \gamma_n^2 = \beta_n^2 - \omega^2 \mu \epsilon = \beta_n^2 - k^2 \quad \text{VII.20} \]

This now coincides with the choice of most other authors, including Pierce\textsuperscript{15}, and Sensiper\textsuperscript{16} and offers the advantage of working with real \( \gamma_n \). This difference in sign changes the wave equation and we find that the new solution contains modified Bessel functions \( I_n(\gamma nr) \), and \( K_n(\gamma nr) \) which are related simply to \( J_n(\gamma nr) \) and \( H_n^{(1)}(\gamma nr) \) by

\[ I_\nu(z) = \exp\left(-j\frac{\nu \pi}{2}\right) J_\nu(jz) \]

\[ K_\nu(z) = j \frac{\pi}{2} \exp\left(j\frac{\nu \pi}{2}\right) H_\nu^{(1)}(jz) \quad \text{VII.21} \]


This change in definition of Eq. VII.12 is necessary in order to avoid the transformation of Eq. VII.21 at a later time, and especially because of the availability of tabulated values for I_ν's and K_ν's whereas none seem available for N_ν(jz).

Thus the solution of the wave equation is now

$$E_z = \left\{ A I_N(\gamma_n r) + B K_N(\gamma_n r) \right\} e^{-jB_n z} e^{jN\theta} e^{jut}, \quad \text{(VII.22)}$$

and for H_z = 0, we may find the remainder of the components from Eqs. VII.15. The introduction of the disk periodicity gives an infinite number of space harmonics traveling at different phase velocities but with the same group velocity. The field components in the most general case are obtainable from the Maxwell equations and are given by Hennoch, in forms such as

$$E_z = e^{jN\theta} e^{-jut} \sum_{n=-\infty}^{n=+\infty} A_n \left[ K_N(\gamma_n g)I_N(\gamma_n r) - I_N(\gamma_n g)K_N(\gamma_n r) \right] e^{jB_n z}. \quad \text{(VII.23)}$$

All K_N(\gamma_n r) or K_N(\gamma_n g) terms will drop out if there is no center rod, since the fields must be finite on the axis, and K_N(0) = ∞. Also, if the center space fields are circularly symmetric (N = 0) then for the TM waves, E_θ and H_r are zero.

Focusing our attention hereforth on only the TM waves since TE waves are often not excited, we find that one way to evaluate the coefficients A_n is to let

$$E_z \bigg|_{r = a}^{\text{groove}} = E_z \bigg|_{r = a}^{\text{center}}, \quad \text{(VII.24a)}$$
and

\[
\int_{\text{gap}} B_\theta \left| \frac{\text{groove}}{r = a} \right| dz = \int_{\text{gap}} B_\theta \left| \frac{\text{center}}{r = a} \right| dz \quad .
\] (VII.24b)

Because of the disk width, we find that the average effect of the groove fields at the radius \( r = b \), is that given by Eq. VII.22 multiplied by the factor

\[
\frac{d}{D} \sum_{n=-\infty}^{n=+\infty} \frac{\sin \left[ \left( \frac{\beta_o + \frac{2\pi n}{D}}{2} \right) d \right]}{\left[ \left( \frac{\beta_o + \frac{2\pi n}{D}}{2} \right) d \right]},
\] (VII.25)

which is a standard factor for matching fields at such a boundary. For \( N = 0 \), and \( n = 0 \) only, then

\[
\frac{1}{ka} \frac{H'_0(b,a)}{H_0(b,a)} = -\frac{d}{D} \frac{1}{\gamma_o a} \frac{G'_0(g,a)}{G_0(g,a)} \left\{ \frac{\sin \left( \frac{\gamma_o d}{2} \right)}{\left( \frac{\gamma_o d}{2} \right)} \right\} .
\] (VII.26)

Alternatively, a simpler approach is to match admittances at the gap boundary. This was employed in an earlier project quarterly\(^{17}\) and the resultant admittances are shown in Figs. VII.4 and VII.5 where

---

FIG. VII.4 NORMALIZED SLOT AREA ADMITTANCE PARAMETER, $a$, VS. $\beta_0$ WITH RATIO OF DISK HOLE RADIUS TO SHIELD RADIUS AS PARAMETER.
\[ \Phi = \frac{1}{\gamma a} \frac{I_{IA} K_{ag} + K_{1a} I_{ag}}{I_{oa} K_{ag} - K_{oa} I_{ag}} \]

**FIG. VII.5** BEAM AREA ADMITTANCE VS. \( \gamma a \) WITH RATIO OF ROD RADIUS TO DISK HOLE RADIUS AS PARAMETER.
\[
\alpha = \frac{1}{ka} \frac{J_{ia} N_{ob} - N_{ia} J_{ob}}{J_{oa} N_{oa} - N_{oa} J_{ob}} = \frac{1}{ka} \frac{-H_0'(a,b)}{H_0(a,b)} ,
\]

\[
\phi = \frac{1}{\gamma a} \frac{I_{1a} K_{og} + K_{1a} I_{og}}{I_{oa} K_{og} - K_{oa} I_{og}} = \frac{1}{\gamma a} \frac{G_0'(a,g)}{G_0(a,g)} . \quad (VII.27)
\]

A matching of these equations, in this graphical form, thus allows us to find \( \beta \) as a function of \( k \). This allows the approximate phase velocity to be determined from Eq. VII.20 and the definition of \( \beta \)

\[
\frac{v}{c} = \frac{k}{\beta} = \left[ 1 + \left( \frac{\gamma a}{ka} \right)^2 \right]^{-1/2} \quad . \quad (VII.28)
\]

This is an approximate result, since only the zero-order solution has been obtained and a more precise picture can be obtained only by utilizing at least several components. The complete matching equation will be given shortly, but first let us examine the matching of Eqs. VII.27 for very small arguments, using

\[
I_0(x) = 1 \quad ; \quad K_0(x) = -\ln \left( \frac{\gamma x}{2} \right) \quad ; \quad \ln \gamma^* = 0.5772
\]

\[
I_1(x) = \frac{x}{2} \quad ; \quad K_1(x) = \frac{x}{2} \ln \left( \frac{\gamma x}{2} \right) \quad . \quad (VII.29)
\]

Thus

\[
\frac{D}{d} \alpha = \frac{D}{d} \frac{1}{(ka)^2 \ln \frac{b}{a}} = \frac{1}{(\gamma a)^2 \ln \frac{a}{g}} = \phi , \quad (VII.30)
\]

so

\[
\frac{v}{c} = \left[ 1 + \frac{d}{D} \frac{\ln \frac{b}{a}}{\ln \frac{a}{g}} \right]^{-1/2} \quad . \quad (VII.31)
\]
This approximate formula (plotted in Fig. VII.6), which is entirely valid for small arguments, thus shows us clearly the way we should proceed in order to achieve low phase velocities for the constant-velocity region shown in Fig. VII.3, and indicated also by the parallel straight-line regions of Figs. VII.4 and VII.5. We obviously want d/D and b/a large and a/g nearly 1. Unfortunately, as a few trials will show, to obtain the low velocities used in traveling-wave tubes of moderate power, the geometry requires a very small beam width (a-g).

The most complete matching formula has been given by Hennoch and is

\[
\frac{1}{ka} \frac{J_N'(kb) N_N'(ka) - N_N'(kb) J_N'(ka)}{J_N'(kb) N_N'(ka) - N_N'(kb) J_N'(ka)}
\]

\[
= \frac{d}{D} \sum_{n=-\infty}^{+\infty} \frac{1}{\gamma_n} \left\{ \frac{K_N(\gamma g) I_N'(\gamma a) - I_N(\gamma g) K_N'(\gamma a)}{K_N(\gamma g) I_N'(\gamma a) - I_N(\gamma g) K_N'(\gamma a)} \right\}
\]

\[
= \frac{\beta_n^2 a^2}{k^2 \gamma_n^2} \frac{K_N(\gamma g) I_N(\gamma a) - I_N(\gamma g) K_N(\gamma a)}{K_N'(\gamma g) I_N'(\gamma a) - I_N'(\gamma g) K_N'(\gamma a)} \left\{ \frac{\sin \frac{\beta_n d}{2}}{\beta_n \frac{d}{2}} \right\}^2. \quad (VII.32)
\]

Hennoch has plotted \(\omega-\beta\) curves for several values of b/a, d/D, D/a and g/a for both \(N = 0\) and \(N = 1\), using \(n = 0, -1,\) and \(-2\).

Leaving the area of velocity characteristics, we turn next to calculating the power flow and impedance when the field components can be given explicitly. Pierce\(^{15}\) showed that the gain of a traveling-wave tube was proportional to an amplification factor \(C\) which he chose to define as

\[
C = \left( \frac{I_0}{\delta V_0} \right)^{2/3} \left( \frac{E^2}{\beta^2 P} \right). \quad (VII.33)
\]
FIG. VII.6. \( \frac{\text{ROD RADIUS}}{\text{DISK HOLE RADIUS}} \) vs. \( \frac{\text{SHIELD RADIUS}}{\text{DISK HOLE RADIUS}} \) with \( \frac{v}{c} \) and \( \frac{b}{a-g} \) as parameters.
The first factor depends on the electron beam, while the second is a function of the particular slow-wave circuit under investigation and is known as the coupling impedance. \( P \) is defined in the usual way

\[
P = \frac{1}{2} \text{Re} \int_s \left[ E_r^* H_\theta - E_\theta^* H_r \right] ds.
\] (VII.34)

Integration of the combinations of Bessel functions arising from the proper insertion of the field components into this expression may be obtained from the following form obtained from Erdélyi18

\[
\int z \omega_v(az) w_v(az) \, dz = \frac{1}{4} z^2 \left[ 2\omega_v(az) w_v(az) - \omega_{v+1}(az) w_{v+1}(az) - \omega_{v-1}(az) w_{v-1}(az) \right],
\] (VII.35)

where \( \omega \) and \( w \) may be any Bessel functions of the first, second or third types of order \( v \).

The quantity \( E^2/\beta^2 P \) is generally expressed as

\[
\left[ \frac{E^2}{\beta^2 P} \right]^{1/3} = \left( \frac{\beta}{k} \right)^{1/3} \left( \frac{\beta}{\gamma} \right)^{4/3} F.
\] (VII.36)

\( F \) is given in an earlier project quarterly17. From the small-argument expansions of Eq. VII.29, \( F \) reduces to

\[
F \approx 240^{1/3} \left( \frac{1}{2} \ln \frac{a}{g} \right)^{1/3}.
\] (VII.37)

The complete expression for \( F \) is plotted in Fig. VII.7.

Hennoch has given similar equations for some of the more complete solutions, and his calculated curves agree well with Fig. VII.7 for the low-frequency region. However, when the upper cutoff frequency

FIG. VII. 7 IMPEDANCE FUNCTION, \( F \), VS. \( \gamma a \) WITH ROD RADIUS/ DISK HOLE RADIUS AS THE PARAMETER.
is reached, there is total reflection of the energy and the forward and backward wave energies become equal. This of course demands the inclusion of the effect of this harmonic in the calculations and causes the coupling factor to become infinite at that point.

Before proceeding to the helicoid it should be noted that the coupling factor $F$, although it is very high for the apertured disk structure, is not useful because of the extremely narrow bandwidth of this structure. The relatively uniform region of $F$ for low values of $ka$ in the disk-loaded coax cases is therefore encouraging, although it does indicate nonuniform overall gain since there are fewer wavelengths in the structure at low frequencies. This is perhaps the greatest reason for the success of the helix as a slow-wave circuit: the coupling factor $F$, which is roughly the gain per wavelength, falls off with frequency in such a way as to compensate for the increasing number of beam wavelengths.

9. "Exact" Helicoid

As a result of having discussed several similar structures, the analysis of the structures shown in Figs. VII.11-1 becomes much simpler. In fact, the expressions for the various fields in Regions I and II have been given already. Thus in the helically spiraling regions, we may apply the formulae developed in Section E.1 for the enclosed helicoid, Eqs. VII.13, VII.14 and VII.15. In the free-space regions, the fields given in the last section apply, namely those of Eqs. VII.22, VII.23 and VII.24.

The matching of these different fields at the transition boundary for the case of Fig. VII.1J is given by
\[
\frac{1}{ka} \frac{H_{\nu\nu}(b,a)}{H_{\nu\nu}(b,a)} = -\frac{d}{D} \sum_{n=-\infty}^{\infty} \frac{1}{\gamma_n^a} \left[ \frac{G_{nn}(g,a)}{G_{nn}(g,a)} \right] \left( \frac{\beta_n^d}{\beta_n d} \right) (\text{VII.38})
\]

The evaluation of this equation is a more difficult matter than in the disk case; but only in practice, not in theory. The reason for this is the sparsity of tabulated values of fractional-order Bessel functions. Formulae exist for calculating them from tabulated data for the integral orders and from such tabulated orders as \( \nu = 1/2, 1/3, 1/4 \). However, the application of these formulae to a problem of this sort is prohibitive.

Fortunately, the Bessel functions with fractional order behave similarly to those with integral order—the transition is a smooth one. Thus in the region of low \( ka \) and low \( \nu \), the propagation may be expected to be very similar to that seen in the disk case, always assuming similar types of modes. As the frequency is increased, we might then expect that the resultant \( \omega-\beta \) curve would approach that for the open helicoid, rather than the cutoff of the disk guides. This may be though of as being caused by having now allowed the power which was being dissipated in a standing wave in the disk-region to be channeled into a traveling wave in the helicoid region. Hence the field components can be described by forms similar to those of Eq. VII.17, of Section E.2. However, because we now expect a maximum rather than zero field at the inner radius \( r = a \), the limiting curve is given by
\[
J_\nu(kb) J'_\nu(ka) - J_{-\nu}(kb) J'_{-\nu}(ka) = 0 \quad \text{(VII.39)}
\]

Hennoch gives the k-\nu plot for this case, having used three harmonics in the free-space region. The asymptotic open helical waveguide curve is of the same form as that for the closed. The conclusion is that in the low-frequency range, the helically loaded guide offers no advantage over the simpler disk structure. In higher-frequency ranges and at higher harmonics, it is possible that someone may see some feature of the k-\nu curve which indicates an acceptable region of operation and which is certainly not seen in the disk case.

Power transfer and interaction impedance calculations must now be somewhat more complicated than in the disk cases, since power transfer may be in both regions. The partial power transfer in the free-space region may be calculated just as in the preceding section. That in the groove region is given by

\[
P_{\text{groove}} = \frac{d}{2} \text{Re} \int_{a}^{b} (E_z \times H^*) \, dr \quad \text{(VII.40)}
\]

Using both of these forms, Hennoch has also plotted the coupling factor for the helicoid. As was to be expected by the preceding arguments, the behavior for small arguments is nearly the same as for the disk structures. In order to achieve large coupling factors at large ka, a small groove depth is indicated. For small ka, the coupling factor is independent of groove depth, but has the same dependence on the free-space geometry as indicated in Eq. VII.37 for the disk structures. The differences in the impedance can be seen only for larger ka, and this may be thought of as being caused by the increased power flow in the groove for this frequency range.
H. Modifications, Conclusions

As for the helix, a bifilar helicoid structure operating in an "even" mode may be employed to extend the frequency range. The reason for this is that now

$$\beta_n = \frac{2\pi}{D} (v + 2n) \quad ,$$ (VII.41)

so that the first zero appears at $v = 2$, rather than at 1, for $n = -1$. The difficulty is of course in the suppression of the odd mode, which may prove as troublesome here as it does in bifilar helices. In fact, an unstrapped bifilar helix makes an excellent structure for a backward-wave oscillator.

Another modification is the "quasi-helical" guide proposed by Valtersson$^4$ and discussed by Hennoch$^6$. This is a disk structure in which each disk has a radial metal ridge and slot extending between radial disk boundaries. The disks would be so arranged as to simulate the helicoid structure by means of the ridges and slots. The effect is to cause increased coupling between disks over that of the central hole coupling case. The experimental results from this structure did indeed seem to indicate circumferential propagation in the disk region, which correlated well with the limiting curve defined by Eq. VII.39.

A final form which does not fit into the above analyses is given in several recent quarterly reports from Stanford$^5$. Their helicoid is similar to those under discussion, but without a center conductor, and with ridges extending longitudinally from the inner radius towards each other to form a narrow gap between ridges. The T-shaped vanes thus support a wave which is said to propagate longitudinally with a velocity given by
\[
\frac{V}{c} = \sin \left( \tan^{-1} \frac{D}{2\pi r} \right) .
\]  

(VII.42)

Since it has been found that the TM modes, which have been assumed to exist, never show this behavior, another form of wave propagation is sought to explain this form of velocity. This form is that seen in the helix the slowing down is achieved only by virtue of the length of circumferential path followed. Needless to say, this is a highly desirable characteristic since it is not independent of frequency and may be easily designed with good tolerance for any given velocity, while not even requiring a center rod. If this is truly the manner of propagation, then the mode must be a helix-type mode, with little energy near the axis and little in the helicoid groove region. Most certainly, a good deal of energy in the groove region would not allow angular propagation to be determined by the radius of the inner cylindrical wall alone.

In conclusion, this analysis of the helicoid has shown several methods of attack on simple slow-wave structure geometries. The exact field theory approach to several different cylindrical (including helical) problems has been given in sufficient completeness to serve as design criterion for cylindrical structures. As to relative merits of the various structures analyzed, the following points might be stressed.

The enclosed helicoid of Section E is far too dispersive to serve as a satisfactory traveling-wave tube structure. The helically loaded guides having fields similar to those of the disk-loaded guides have been shown to have similar properties in the low-frequency range. The properties are somewhat different for higher frequencies, as shown in Section G. Finally, other types of helical wave may exist, supported by various types of helical structures. Their analysis is not given, but
if the energy transfer is essentially that of helically wrapped strip lines, then analysis on the basis of developed structures should be quite satisfactory. Another area of future investigation might be attempting to find suitable methods for further slowing the helical wave down in the groove region in order to achieve a lower phase velocity than is currently available.

VIII. UHF CRESTATRON
(J. W. Ward)

A. Introduction

The purpose of this investigation was to design and build a high-powered uhf Crestatron having a power output of 5-10 kw (pulsed) in the 300-900-mc frequency range. Specifically, 10 db gain and a saturation efficiency of at least 25 percent were target goals for this tube. In order to achieve this high efficiency a high-perveance hollow-beam gun was used. This report describes the final electrical and mechanical design and initial experimental results on the three tubes which have been built. These tubes are identical except for minor differences in supporting the electron gun electrodes. Complete evaluation of this tube, including saturation measurements, awaits the arrival of a suitable driver.

B. Principles of Crestatron Operation

The Crestatron recently invented by Rowe¹ is a forward-wave amplifier which, like the backward-wave oscillator, operates on a

---
beating-wave principle. However, there is an important difference between the operation of these two devices. Since the Crestatron uses a forward traveling wave the density modulation in the stream and the circuit field producing this modulation travel in the same direction, resulting in an inherently more efficient type of operation. Typical efficiencies are 25-30 percent compared to 3-5 percent for BWO's and EWA's. The two beating waves in the Crestatron are the slow space-charge wave and the circuit wave; the fast wave is not excited. At the input these two waves are 180 degrees out of phase and naturally must add up to the applied signal. Since these two waves have different propagation constants, there is a point farther down the tube where they add in phase, typically at a length where \( CN = 0.30 \) to 0.50. The gain is primarily a function of \( \Delta b \), where

\[
\Delta b = b - b_{x_1=0}
\]

and

\[
b = \frac{1}{C} \left( \frac{u_0}{v_p} - 1 \right)
\]  

(VIII.1)

As \( \Delta b \) approaches zero the two waves have nearly the same propagation constant, so a compromise must be made between length and gain since the maximum gain increases as \( \Delta b \) approaches zero, while the length to achieve this high gain increases. Typical values of \( \Delta b \) for 10 dB gain at \( CN = 0.50 \) are around 0.20. As in the traveling-wave amplifier it is desirable to have high \( C \) and low \( QC \) for high-efficiency operation.
C. General Design Considerations

A brief summary of the approach taken in designing helix-type Crestatrons follows. No claim is made that this is the best or fastest method, but it is much faster than some other approaches tried. The main problem is to keep the relative injection velocity \( b \) constant over the frequency range of operation. The quantity \( \Delta b \), which determines the maximum Crestatron gain, is then nearly constant because \( b_{x_1=0} \) is a slowly varying function of \( C \) and \( QC \). To keep \( b \) constant requires both low dispersion and low impedance variation across the frequency band. For wide bandwidths these two requirements necessitate having a helix with a fairly close surrounding metal shield, usually with a shield-to-helix radii ratio between 1.4 and 2.0.

The first step in the design procedure is to choose a beam power from the desired r-f power output and the expected efficiency. For most Crestatrons with hollow beams, 25 percent is a conservative efficiency to use in this step. Next, choose a low-frequency value of \( ka \) which, together with the frequency range, should determine an inside circuit diameter consistent with current density limitations. From the beam voltage and the fact that \( 1 + Cb \approx 1.5 \) for most Crestatrons with hollow beams, the low-frequency \( \gamma_a \) can be calculated using

\[
\frac{u_o}{v_p} = 1 + Cb = \frac{\sqrt{V_o}}{506} \frac{\gamma_a}{ka} .
\]

(VIII.2)

If this value of \( \gamma_a \) is in the range 0.5 to 1.0, the approximate \( v_p/c \) required can be calculated and a shield-to-helix radii ratio selected in the range of 1.4-2.0. Now make a guess at the probable DLF, preferably from a tube already constructed in this frequency range which uses similar geometry and materials in supporting the r-f circuit. A trial helix design can be made by using
\[
\frac{v_p}{c} = \frac{1}{(\cot \psi)_{\text{sheath}}} = \frac{\text{DLF}}{(\cot \psi)_{\text{actual}}}, \quad (\text{VIII.3})
\]

or

\[
p = \frac{2\pi a}{\text{DLF} \left(\frac{ka}{\gamma a}\right)} \quad . \quad (\text{VIII.4})
\]

Now \(v_p/c\) and \(1+C_b\) vs. frequency can be calculated for this helix design. From a chosen beam geometry \(C\) can be calculated and hence \(b\) is determined; \(b\) should be around 2.5 to 3.0, depending on the value of \(QC\) found from

\[
QC \triangleq \frac{1}{4c^2} \left(\frac{\omega_p}{\omega} \frac{\omega}{\omega_q}\right)^2 \left(1 + \frac{\omega_q}{\omega}\right), \quad (\text{VIII.5})
\]

where

\[
\frac{\omega_q}{\omega} = \left(\frac{\omega_q}{\omega_p}\right) \left(\frac{\omega_p}{\omega}\right) = R \frac{\omega_p}{\omega}
\]

and

\[
\omega_p = 1.83\times10^8 \left(\frac{J_0}{V_0}\right)^{1/2}
\]

The plasma frequency reduction factor \(R\) can be found from Branch and Mihran\(^2\), who have presented graphs of \(R\) vs. \(\gamma a\) for different beam geometries.

As mentioned previously, Crestatron gain and efficiency depend primarily upon having the proper injection velocity which results in \(\Delta b\) being slightly positive. Figure VIII.1 shows \(b\) as a function of \(C\)

---

FIG. VIII.1  \[ b_{x_1} = 0 \] vs. C WITH QC AS A PARAMETER AND \( b \) vs. C WITH \( 1 + Cb \) AS A PARAMETER.
for different values of \( u_0/v_p \) and also \( b_{x_1=0} \) as a function of \( C \) with QC as the parameter. This graph greatly facilitates finding \( \Delta b \) for a given \( u_0/v_p \), \( C \) and QC. If \( \Delta b \) is not in the range of 0.1 to 0.30, either the voltage or helix pitch should be adjusted to bring \( \Delta b \) into the aforementioned range. Once \( \Delta b \), \( C \) and QC as a function of frequency are known, maximum Crestatron gain can be found using Reference 1. A length can be calculated by making \( CN \approx 0.35 \) at the low-frequency end. Efficiency and gain vs. frequency can then be calculated for different drive levels.

D. Helix Design and Cold Test Measurements

The circuit used in this tube is a single-filar molybdenum helix supported in a precision-bore Nonex envelope by three sapphire rods notched at each helix turn. This support insures good alignment of each turn in addition to providing mechanical rigidity of the structure. Some difficulty was experienced with early helices which were wound on a stainless steel mandrel. When the helix was fired the difference in expansion between the molybdenum and stainless steel caused a permanent spring-out, making it difficult to load the helix into the glass tubing without breaking the sapphire rods which were required to hold the helix in compression because of the spring-out. This problem was eliminated when a molybdenum mandrel was used.

The electrical design of the helix follows the method outlined in Section C. Table VIII.1 summarizes the final design of the helix.
TABLE VIII.1

<table>
<thead>
<tr>
<th>UHF Helix Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch: 0.250 inch</td>
</tr>
<tr>
<td>cot ψ: 9.45</td>
</tr>
<tr>
<td>Mean diameter: 0.752 inch</td>
</tr>
<tr>
<td>Wire diameter: 0.100 inch</td>
</tr>
<tr>
<td>Material: molybdenum</td>
</tr>
<tr>
<td>Helix supports: 0.080 inch notched sapphire rods</td>
</tr>
<tr>
<td>km at 300 mc: 0.06</td>
</tr>
</tbody>
</table>

The measured phase velocity and DLF for this helix design are shown in Fig. VIII.2 for an unshielded helix and for a shield-to-helix radii ratio of 1.5. It is seen that the shield greatly reduces the dispersion from the unshielded case. Of course the penalty is essentially an increase in tube length because C is lowered approximately 25 percent at 300 mc and approximately 10 percent at 900 mc. Notice that there is a gradual increase in phase velocity from 300 to 900 mc. This negative dispersion behavior results from the dielectric surroundings producing an effective shunt capacity per unit length which decreases with increasing frequency. At low frequencies the electric field extends farther into the dielectric and effectively increases the energy storage and reduces the helix impedance.

An interesting fact useful in comparing the shielded and unshielded sheath helix is shown in Fig. VIII.3, where the ratio of the phase-to-group velocities \((v_p/v_g)\) is plotted versus \(\gamma a\). It is seen

---

**FIG VIII.2** MEASURED PHASE VELOCITY vs. FREQUENCY.
FIG. VIII.3 CALCULATED RATIO OF PHASE TO GROUP VELOCITY FOR SHEATH HELIX WITH EXTERNAL SHIELD.
that for an unshielded helix a \( \gamma a \) lower than approximately 0.80 results in a rapid increase in dispersion because of the rapid rise in \( \nu_p/\nu_g \) at this point. Notice that the reverse is true for the shielded helix. Of course this property could not be used for high-power tubes at higher frequencies than perhaps S-band because the hole size and beam-power considerations would not allow the low \( \gamma a \) permitted by dispersion considerations. However, for most uhf tubes, current density limitations are not present and for many cases the increased bandwidth resulting from negligible dispersion will compensate for the reduction in \( C \) and the increase in length, especially for low-gain tubes such as Crestatrons.

It is recalled that the phase velocity \( \nu_p \) and the group velocity \( \nu_g \) are given by

\[
\nu_p = \frac{ka}{\gamma a} = \frac{\omega}{\beta},
\]  
(VIII.6)

and

\[
\nu_g = \frac{\partial \omega}{\partial \beta}.
\]  
(VIII.7)

Ayers\(^4\) has arrived at the frequency bandwidth corresponding to a change in \( b(\Delta b) \), which is as follows

\[
\frac{\Delta \omega}{\omega} = \frac{\nu_p}{\nu_0} \frac{C\Delta b}{\nu_p - 1} \quad \text{(for constant } C \text{)}.
\]  
(VIII.8)

For the Crestatron\(^5\) the exact change in gain due to a change in \( b \) is a complicated function of \( C, QC, b \) and \( CN \). However, a good guess


\(^5\) Rowe, J. E., op. cit., Reference 1.
at the maximum bandwidth can be made using the above formula. For most Crestatron designs the gain has dropped about 3 db for \(\Delta b \cong 0.60\). Usually \(u_0/v_p \cong 1.5\) for high-C tubes. From Fig. VIII.3 \(v_p/v_g \cong 1.10\) for a shield-to-helix radii ratio of 1.5. Thus, for \(C = 0.25\)

\[
\frac{\Delta \nu}{\nu} \cong \frac{1}{1.5} \left( \frac{0.25 \cdot 0.60}{1.10 - 1.0} \right) \approx 1 \text{ or a 3:1 bandwidth} \quad (VIII.9)
\]

E. Helix-Impedance Measurement

Experimental measurements using a method described by Lagerstrom\(^6\) where a dielectric rod perturbs mainly the TE fields of the helix were used to measure the helix impedance. A 0.100-inch-diameter sapphire rod was inserted on the axis and the resulting change in phase was noted by observing the shift in the position of the minimum on a slotted line in one arm of the phase bridge. The change in the position of a minimum \(\Delta x\) when using a dielectric rod of radius \(b\) with dielectric constant \(\varepsilon'\) is related to the impedance on the axis \(K(r=0)\) as follows

\[
K(r=0) = \frac{480 (\Delta x)}{(\gamma b)(\varepsilon' - 1)p_e} \text{ (ohms)}
\]

where \(p_e\) is a shape factor to account for the finite size of the perturbing rod. This impedance was transformed to the mean beam radius \(r=r_0\) using

\[
K(r=r_0) = K(r=0) I_0^2(\gamma r_0) \quad (VIII.10)
\]

The above assumes the beam is thin enough so that the field does not vary across it. This is nearly true for the hollow beam used in this

---

tube, which has a thickness of 0.030 inch compared to a mean diameter of 0.507 inch. It was found nonreproducible, confusing results were obtained at frequencies where the match VSWR was worse than approximately 1.15. Because of this no experimental impedance measurements are presented for the shielded helix for which the VSWR averaged around 1.50. Figure VIII.4 shows both the experimentally measured points and the sheath helix impedance calculated using the measured DLF. Good agreement between the theoretical and measured values was obtained.

F. Hollow-Beam Gun

A schematic drawing of the hollow-beam guns used in tubes No. 1, 2 and 3 is shown in Fig. VIII.5. The center anode electrode in these tubes was held by a spoke spot-welded to the inside of the outer anode below the cathode assembly. Because of assembly difficulties with this method, tube No. 3 will have the center electrode held by three 0.005-inch-thick molybdenum tabs going directly to the outer anode. Figure VIII.6 shows a picture of the latter gun, which is identical to the previous guns except for the different support method for the center anode.

This gun is a conventional immersed, rectilinear-flow Pierce gun which was designed to operate with the focus electrodes at cathode potential. The cathode-anode distance was chosen to give a micropervenance per square of 0.13 and a total micropervenance of 5.9. The cathode is a Phillips type B with a mean radius of 0.507 inch and emitter thickness of 0.025 inch. The electrodes are molybdenum cylinders held by supports attached to a Vicor disk which can be seen in Fig. VIII.6.

The diode characteristics of the gun are shown in Fig. VIII.7. A current of 3 amperes corresponds to a current density of \( \approx 10 \text{ amps/cm}^2 \).
FIG. XVII. 4 MEASURED AND CALCULATED IMPEDANCE, $Z/Z_0^2$, FOR UNSHIELDED HELIX.
FIG. VIII.5  SCHEMATIC DRAWING OF A HOLLOW-BEAM ELECTRON GUN.
FIG. VIII. 6   UHF HOLLOW-BEAM GUN.
FIG. VIII.7 PERVEANCE AND BEAM CURRENT vs. BEAM VOLTAGE FOR UHF CRESTATRON HOLLOW-BEAM GUN.
The perveance drops from 6.5 micropervs to 4 micropervs as the voltage is raised from 6 to 10 kv. No evidence of voltage breakdown has been noted at voltages up to 11 kv.

G. Tube Design

The electrical parameters resulting from the design procedure outlined in Section C using the helix and beam described previously are shown in Table VIII.2 below.

**TABLE VIII.2**

Summary of Electrical Design Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_0$ = 6 kv</td>
<td>$\mu_p = 5.9$</td>
</tr>
<tr>
<td>$I_0 = 3.1$ amps</td>
<td>$\mu = 0.11$</td>
</tr>
<tr>
<td>$r_0 = 0.25$ inch</td>
<td>$r = 0.376$ inch</td>
</tr>
<tr>
<td>$u_0/c = 0.15$</td>
<td>$J_0 = 10$ amp/cm$^2$</td>
</tr>
<tr>
<td>$2\pi r_0 \Delta = 0.308$ cm$^2$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Freq. (mcs)</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>600</th>
<th>700</th>
<th>800</th>
<th>900</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ka$</td>
<td>0.06</td>
<td>0.08</td>
<td>0.10</td>
<td>0.12</td>
<td>0.14</td>
<td>0.16</td>
<td>0.18</td>
</tr>
<tr>
<td>DLF</td>
<td>0.726</td>
<td>0.756</td>
<td>0.788</td>
<td>0.82</td>
<td>0.82</td>
<td>0.82</td>
<td>0.84</td>
</tr>
<tr>
<td>$v_p/c$</td>
<td>0.089</td>
<td>0.090</td>
<td>0.090</td>
<td>0.0905</td>
<td>0.0915</td>
<td>0.0930</td>
<td></td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.675</td>
<td>0.895</td>
<td>1.11</td>
<td>1.335</td>
<td>1.55</td>
<td>1.75</td>
<td>1.94</td>
</tr>
<tr>
<td>$kr_0$</td>
<td>0.0405</td>
<td>0.0540</td>
<td>0.0674</td>
<td>0.0809</td>
<td>0.0944</td>
<td>0.108</td>
<td>0.121</td>
</tr>
<tr>
<td>$\gamma r_0$</td>
<td>0.1455</td>
<td>0.603</td>
<td>0.749</td>
<td>0.900</td>
<td>1.05</td>
<td>1.18</td>
<td>1.31</td>
</tr>
<tr>
<td>$F=F_1 F_2$</td>
<td>0.43</td>
<td>0.44</td>
<td>0.49</td>
<td>0.53</td>
<td>0.52</td>
<td>0.51</td>
<td>0.51</td>
</tr>
<tr>
<td>K(ohms)</td>
<td>260</td>
<td>182</td>
<td>147</td>
<td>112</td>
<td>81.1</td>
<td>60.8</td>
<td>46.5</td>
</tr>
<tr>
<td>$\gamma \Delta$</td>
<td>0.054</td>
<td>0.0716</td>
<td>0.089</td>
<td>0.107</td>
<td>0.124</td>
<td>0.140</td>
<td>0.155</td>
</tr>
<tr>
<td>$R$</td>
<td>0.115</td>
<td>0.14</td>
<td>0.16</td>
<td>0.18</td>
<td>0.195</td>
<td>0.21</td>
<td>0.225</td>
</tr>
<tr>
<td>$\omega_0/\omega$</td>
<td>0.430</td>
<td>0.392</td>
<td>0.358</td>
<td>0.337</td>
<td>0.320</td>
<td>0.294</td>
<td>0.285</td>
</tr>
<tr>
<td>$C$</td>
<td>0.239</td>
<td>0.228</td>
<td>0.218</td>
<td>0.214</td>
<td>0.191</td>
<td>0.183</td>
<td>0.179</td>
</tr>
<tr>
<td>QC</td>
<td>0.39</td>
<td>0.38</td>
<td>0.36</td>
<td>0.34</td>
<td>0.40</td>
<td>0.39</td>
<td>0.38</td>
</tr>
<tr>
<td>$b$</td>
<td>3.01</td>
<td>3.12</td>
<td>3.21</td>
<td>3.27</td>
<td>3.61</td>
<td>3.66</td>
<td>3.63</td>
</tr>
<tr>
<td>$b_{x_1=0}$</td>
<td>3.70</td>
<td>3.58</td>
<td>3.40</td>
<td>3.35</td>
<td>3.30</td>
<td>3.28</td>
<td>3.27</td>
</tr>
<tr>
<td>$\Delta b$</td>
<td>-0.69</td>
<td>-0.46</td>
<td>-0.19</td>
<td>-0.08</td>
<td>0.31</td>
<td>0.38</td>
<td>0.36</td>
</tr>
</tbody>
</table>
N(L=8 inches) | 1.33 | 1.77 | 2.22 | 2.66 | 3.08 | 3.54 | 4.00
CN        | 0.318| 0.404| 0.484| 0.570| 0.588| 0.647| 0.716
Max. Gain (db) | 8.2 | 10.8 | 11.2 | 11.8 | 6.5  | 5.5  | 5.0

It should be pointed out that a slight change in voltage can be used to raise and optimize the gain vs. frequency curve, as will be shown in a later section.

H. R-F Transitions

Early in the development of this project it was planned to use pin matches in which the coaxial center conductor was connected to the helix through pins passing through the glass envelope. Experiments using this method were rather disappointing. Even with a closely spaced shield surrounding the helix it appeared the helix impedance at the low-frequency end was too high to match into a 50-ohm coaxial line. For a shield-to-helix radii ratio of 1.5 the calculated helix impedance defined on a power, current basis\(^7\) varies from approximately 200 ohms at 300 mc to 125 ohms at 900 mc. By stretching out the last two turns a fairly good match (VSWR \(\leq 2\)) could be obtained from 500 to 900 mc.

Because of the marginal performance obtained with this method of coupling it was decided to try a coupled-helix transition. A series of tests was made on coupled helices with different TPI's and outer shield diameters. All units had an I.D. = 1.10 inch, which is slightly larger than the glass envelope used. They were supported by a closely fitting glass tube which slid into the brass shield (see Fig. VIII.8).

The transition from coax to the coupling helix was made through an

---

FIG. XIII. 8 UHF COUPLER.
off-center slot cut in the end cap which permitted the center conductor of the coax to be tangential to the helix at the junction where they were soldered together.

Best results were obtained with a coupler having the dimensions listed below.

**TABLE VIII.3**

<table>
<thead>
<tr>
<th>UHF Coupler Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>T.P.I.: 2.25</td>
</tr>
<tr>
<td>Inside diameter: 1.135 inch</td>
</tr>
<tr>
<td>Wire diameter: 0.080 inch</td>
</tr>
<tr>
<td>Shield diameter: 1.50 inches</td>
</tr>
<tr>
<td>Shield length: 2-3/8 inches</td>
</tr>
<tr>
<td>Turns: 3-1/2</td>
</tr>
</tbody>
</table>

Figure VIII.9 shows the VSWR vs. frequency for one coupler with the main helix terminated in a matched load. It is seen that this coupler has better than a 2:1 VSWR across the frequency band.

**I. Experimental Results**

The test setup for applying the peak voltage to this tube is shown in Fig. VIII.10. Most tests were run using a pulse length of 4 microseconds at a repetition rate of 250 pps. The beam current transmission and interception were monitored using the average current meters shown in the above figure. The peak cathode voltage was measured with a Gertsch peak reading voltmeter connected across a 100:1 vacuum capacitor divider, while the peak collector current was monitored by measuring the voltage pulse across a precision one-ohm current-viewing resister with a calibrated scope.
FIG. VIII.9 MEASURED VSWR WITH HELIX TERMINATED IN MATCHED LOAD.
FIG VIII.10  EXPERIMENTAL TEST SETUP.
There have been three tubes built so far, though essentially only d-c tests have been made on the latest tube. A picture of tube No. 2 is shown in Fig. VIII.11 and the same tube placed in its coupler assembly is shown in Fig. VIII.12.

Tube No. 1 had poor transmission (≈ 50 percent) and was unstable. Strong forward-wave oscillations were observed near the band edges at 330 mc and 920 mc. A peak oscillation power of approximately 5 kw was observed at these frequencies. Subsequently the transmission became even worse. When this tube was opened up it was found that the three spotwelds holding the cathode assembly in place had failed, resulting in a badly tilted cathode.

Tube No. 2 had much better transmission (90 percent) and fairly extensive small-signal data were taken before this tube failed because of a crack developing in the envelope near the gun.

Some results are shown in Fig. VIII.13, where small-signal gain versus frequency is shown for two different voltages. This curve is for the unshielded helix. It is seen that the gain is greater than 8 db over nearly an octave bandwidth. Gain vs. voltage at a fixed frequency of 650 mc is shown in Fig. VIII.14 for both the shielded and unshielded helices. A maximum gain of 13 db was obtained at a beam voltage of 8.5 KV for the unshielded case, while 12 db was obtained for the shielded helix at a beam voltage of 6.5 KV. The square root of the ratio of these two synchronous voltages is approximately equal to the ratio of the two cold phase velocities, as might be expected.

Figure VIII.15 shows the linearity up to a power output of 1200 watts at a gain of 13 db. Further output is limited by the present AIL power oscillator, which has a maximum output of 60 watts after being
FIG. VIII.13 SMALL-SIGNAL GAIN vs. FREQUENCY FOR UHF CRESTATRON WITH VOLTAGE AS PARAMETER. LENGTH = 75 INCHES. (DRIVE LEVEL = 60 WATTS, 4µ sec. PULSE AT 250 pps.)
FIG. VIII.14 SMALL-SIGNAL GAIN vs. BEAM VOLTAGE FOR UHF CRESTATRON FOR SHIELDED AND UNSHIELDED HELICES.
(FREQUENCY = 650 mc, PULSE LENGTH = 4 $\mu$ sec., pps. = 250)
FIG. VIII.15 POWER OUTPUT vs. DRIVE LEVEL FOR UHF CRESTATRON. (FREQUENCY=650 mc, $V_o=8.5$ KV, $I_o=3.5$ amps, 4 $\mu$ sec. PULSES, 250 pps.)
modified by increasing the plate voltage applied to the 2C39 output tube by 500 volts.

During testing immediately previous to the failure of tube No. 2 a number of erratic characteristics were observed. Among these was a gradual increase of average cathode current followed by a gradual decrease. Equilibrium was then established when the average cathode current was slightly below the average collector current. This negative anode current could result from secondary emission. Another, more probable explanation is that the anode was either thermionically emitting or simply collecting positive ions during the positive spike when the cathode is positive with respect to the anode. The negative voltage pulse applied to the cathode from the pulse transformer has a positive overshoot at the trailing edge.

Initial d-c tests on tube No. 3 show a transmission of 75 percent; all the intercepted current goes to the helix. This tube is being continuously pumped using a small 1-liter appendage pump. None of the erratic behavior described above has been observed testing this tube. Large-signal saturation measurements on this tube will begin soon, since a 1-kw Federal tube has recently arrived.

IX. GENERAL CONCLUSIONS

The particular topics of study discussed in this report represent the major phases of the research program over the contract period. In addition to these, various other particular studies have been carried out. All of these investigations were directed toward obtaining a greater understanding of the detailed operation of O-type electron stream devices. Also considerable effort has been devoted to the
consideration of means of basically improving the performance of these devices or finding new types of interaction which will be particularly suited for some applications. Further study of many of these topics along with several others will be carried forward during the next year under a new contract, AF 30(602)-2303.

In particular it is planned to study the use of the Poisson Cell in the design of both solid- and hollow-beam electron guns for C-type devices. This Cell is a solid volume conducting medium which facilitates obtaining the solution to potential problems, including arbitrary distributions of sources such as space charge.

The general class of beating-wave devices will be further investigated, particularly along the line of utilizing this type of interaction to obtain power tubes with relatively low noise figures.

The work reported in this report on phase focusing in traveling-wave tubes will also be continued during the next year.
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