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Executive Summary

TeraGrid is a national infrastructure that integsatultiple resources at distributed resource
provider facilities. In 2006, the National Scien€eundation awarded a grant to the
University of Michigan’s School of Information toowrduct an external evaluation of
TeraGrid. One of the main objectives of the evahmistudy was to assess TeraGrid's
progress in meeting the needs of its users. Thrtelescribes the results from theraGrid
User Survey, a major activity in support of this objective.

Purpose and Methods

The purposes of the TeraGrid User Survey were to geight into the characteristics of
those who use TeraGrid and to understand siméarittnd differences in the needs,
motivations, and commitment of different types @rdGrid users based on factors such as
their experience with supercomputers, frequencyeraGrid use, stage of career, field of
research, gender, and age. The major constructsowght to measure in the survey were
informed by literature on technology acceptance ase, the influence of personal
characteristics on use or intention to use teclgwloand the affect of social and
organizational factors on computer use. We adaipéeds used in prior studies to increase
the reliability and validity of the survey and tfepeatability of the study.

The survey sample was constructed using data fleenTeraGrid central database. Our
population included all users who were active betwé& October 2005 and 30 September
2006 and principal investigators associated witivagrojects. We stratified our population

along two criteria: 1) the largest allocation ass@d with a user (i.e., DAC, MRAC, and

LRAC), and 2) the field of science associated wtbjects. We selected a total of 595
individuals, representing a random, stratified slengpoportional to the distribution of users

by field and allocation category. The 48-item qimstaire was administered online. We

received a response rate of 52% for a final samipBi1.

Results

This survey's findings help to characterize TerdGusers and their patterns of usage. In
addition, they identify relevant relationships beém usage patterns and users' satisfaction
with TeraGrid which should help future implemertatiand budgeting decisions. The
population of TeraGrid users is highly educated amust have at least several years of
supercomputing experience. Those that use TeraGoi@ frequently are also greater users
of TeraGrid support, more strongly identified asakerid users, perceive themselves as more
experienced, and are more positive about TeraGrdsfulness, ease of use, and the
facilitating conditions for using TeraGrid. Thesesaciations suggest that TeraGrid can
improve its users’ experience by scaffolding thed® are less frequent users. In sum, the
population of TeraGrid users is generally satisfieth TeraGrid’s services and support, but
there is room for improvement, particularly in sapgpof those who—due to allocation
limitations, unfamiliarity, or perceived barrierssauTeraGrid less frequently. By creating an
experience for these infrequent users that moettanatches the experience of frequent—
and satisfied—users, TeraGrid can further imprineeperceived quality of its offerings.



1. Introduction

TeraGrid is a national infrastructure that integsatultiple resources at distributed resource
provider facilities: Following a 5-year construction phase, TeraGridabee operational in
late 2004. At the time of the survey, TeraGrid’sawrces included more than 150 teraflops
of computing capability and greater than 15 petbyif online and archival data stordge.
High-performance networks provide rapid accessratrieval to data. TeraGrid supports a
variety of use cases ranging from exploiting a lgingjeraGrid resource to combining
resources across sites.

In late spring 2006, the National Science FoundafidSF) awarded a grant to the University
of Michigan’s School of Information (UM-SI) to couadt an external evaluation of TeraGrid.
The primary goals of the evaluation were a) to di&F leaders and policy makers general
data to help them in making strategic decisionsouabfuture directions for
cyberinfrastructure; and b) to provide specifioomhation to TeraGrid managers to increase
the likelihood of TeraGrid success. One of the nudojectives of the UM-SI evaluation study
was to assess the needs of TeraGrid users in wra@essist NSF and TeraGrid in measuring
progress toward meeting those needs and to pravidemation for planning purposes. Part
1 of this report describes the full range of methtitht were employed toward this particular
goal, including a user workshop, interviews, anduavey of current TeraGrid users. The
latter activity is the subject of this report.

The purposes of the TeraGrid User Survey were to geight into the characteristics of

those who use TeraGrid and to better comprehend tieeds. At one level, we were

interested to gain a picture of TeraGrid userseims of attributes such as experience with
supercomputers, frequency of TeraGrid use, stageaer, field of research, gender, and
age. Beyond this, the aim was to understand sitidarand differences in the needs,
motivations, and commitment of different types o€rdGrid users based on their
characteristics and other factors. In additionthte findings from the survey, this report

presents the conceptual frameworks that guidedi¢évelopment of survey constructs. This
document also describes construction of the susa@yple, design and administration of the
guestionnaire, and methods of data analysis.

! At the time of the survey, there were nine reseymovidersindiana University, National Center for
Atmospheric Research (NCAR), National Center fope8uaomputing Applications (NCSA), Oak Ridge Natibna
Laboratory (ORNL), Pittsburgh Supercomputing Ce(®3C), Purdue University, San Diego Supercomplgsiter
(SDSC), Texas Advanced Computing Center (TACC), @niversity of Chicago/Argonne National Laboratory
(UC/ANL).

2 At the time of this report, the resources had gros750 teraflops of computing capability and mibran
30 petabytes of online and archival data storage.



2. Background: Technology Adoption

The scientific users of high-performance computiH§C), which we define as individuals
from disciplines that share the need for HPC resmsirand services, have received little
attention from scholars. This is the case despiesteady increase in the use of HPC by
academic researchers following NSF's establishmoktitree supercomputer centers in 1985
(Graham, Snir, & Patterson, 2005, p. 13) and thetfeat simulations made possible by HPC
are now considered a 'third way' of doing sciefgefow, 2005; Rogers, 1998 opics that
have been studied include the history and evolutionuplescomputers (Elzen & MacKenzie,
1994; Schneck, 1990), the cultures and practicedisafiplines that rely on HPC such as
physics (Galison, 1997), and the role of simulati@nd models in science (Humphreys,
1990; Sismondo, 1999). While prior research in ¢haseas provided useful background, it
offered few insights to guide the design of a goesiaire to be administered to TeraGrid
users. For example, what factors influence a ukmrd of satisfaction with TeraGrid, affect
patterns of use, or help predict the use of gridmating? Although these questions have not
been studied within the context of HPC use, thera rich and varied body of research that
has investigated technology adoption. This includexlels of technology acceptance and
use, the influence of personal characteristics s ar intention to use technology, and the
affect of social and organizational factors on catap use. In the sub-sections below, we
review the literature that informed the major comstis we sought to measure in the TeraGrid
User Survey.

2.1 Technology Acceptance and Use

The field of information systems (IS) has developedumber of theoretical models in an
attempt to explain user acceptance and usagearhiation technology. The Unified Theory
of Acceptance and Use of Technology (UTAUT) comdaeght of the most prominent
models, integrated elements from each into a uhifidel, and then validated the model
(Venkatesh et al., 2003). According to UTAUT, fawonstructs play a significant role as
direct determinants of user acceptance and usagéahation technology:

» Performance expectancy is the degree to which an individual believes thaing the
system will help him or her to attain gains in rformance.

« Effort expectancy is the degree of ease associated with use ofy/dters.

» Social influence is the degree to which an individual perceivest tingortant others
believe he or she should use the system.

 Facilitating conditions is the degree to which an individual believes #rabrganizational
and technical infrastructure exists to supportafdbe system.

% Supercomputers were certainly in use before iims.tHowever, according to Rogers (1998), pricthe
mid-1980's access to supercomputers by acadenaiarcdgers, mainly physicists and chemists, wasdiuinit
primarily to those who had grants or contracts ftbmDepartment of Energy (DOE).

* Constructs are the elements of information that the surveskséo measure (Groves et al., 2004, p. 41).
These can be complex ideas such as consumer aptionisnore straightforward such as consumption of
bottled water.



UTAUT posits three direct determinants to expléie use of or intention to use information
technology (performance expectancy, effort expestaand social influence) and two direct
determinants of usage behavior (intention and ifatilg conditions). Performance
expectancy, or what other models refer toussfulness, is the strongest predictor of
acceptance or intention to use a particular tedgyln UTAUT and many other models.
Factors such as computer self-efficacy and attéudevard technology (defined as a user's
overall affective reaction to using a system) weoé found to be significant. We used the
UTAUT model as a conceptual frame to analyze TearhGse and the intention to use grid
computing. In addition, we adapted questionnaieang developed in prior surveys to
measure the four constructs listed above.

The context of TeraGrid also offered an opporturidyextend the UTAUT framework.
Information systems models have been developedighrahe study of relatively simple,
individual-oriented information technologies such word processing software (Davis,
Bagozzi, & Warshaw, 1989; Venkatesh et al., 20@Bgreas TeraGrid use involves multiple
steps, specialized knowledge, and the ability tnalestrate efficient use of the system. Table
1 lists the hypotheses we formed based on UTAUTa da collected through interviews
(see Part 1 of this report), and other literatdriee rationale for some of the hypotheses
shows the exploratory nature of the study; it wdscdlt to form firm hypotheses at this
stage of our knowledge of TeraGrid users speclficald HPC users generally.

H1: There will be a positive relationship between perceived usefulness of TeraGrid and
simulation/modeling approach.

Rationale: Simulation requires compute power in order to 1) extend the realization of complex

natural phenomena so they can be understood scientifically; 2) test systems that are costly to
design or to instrument, or 3) replace experiments that are hazardous, illegal, or forbidden.

H2: There will be a positive relationship between perceived usefulness and frequency of use, and
frequency of use will be related to allocation level.

Rationale: Larger allocations have more service units available for use. On the other hand, most

projects with large allocations have multiple users, so use may be spread out and not all users
may be frequent users.

H3: There will be a positive relationship between perceived usefulness and personal innovativeness.
Rationale: See text stating that TeraGrid users might be considered early adopters of HPC.

H4: There will not be a significant relationship between discipline and perceived usefulness.

Rationale: For those who use TeraGrid, it is necessary to answer research questions of interest.
This will mitigate differences that might otherwise be expected to exist between disciplines.

H5: There will be a positive relationship between the use of self-developed codes and perceived ease
of use.

Rationale: An HPC expert stated that those who do not write their own codes but rely on
commercial software are forced to wait when something new comes along in terms of
supercomputer architecture (Anonymous, 2000). He also implied that those who write code have
more intimate knowledge of supercomputers and how to use them. On the other hand, Graham
and colleagues (2005) noted that commercial codes and some community codes are very large,
so porting them can be difficult.




H6: There will be a positive relationship between perceived ease of use and facilitating conditions such
that those who find TeraGrid easy to use perceive that they have people, documentation, and
guidance to assist them in using TeraGrid.

H7: There will be a positive relationship between experience with supercomputing and perceived ease
of use.

Table 1: Hypotheses regarding technology acceptance

2.2 Personal Innovativeness

Other studies have analyzed the influence of patsdmaracteristics on the adoption of or
intention to use a particular technology. As naaddve, individual characteristics have not
generally been found to significantly affect acespe of a technology. Personal
innovativeness, however, is one characteristiclinatbeen shown to have some influence on
the use of new technologies (Lu, Yao, & Yu, 2006hovative individuals tend to take more
risks and may be more confident in their ability tandle a new technology. For these
reasons, they may be more positively disposed ® aisnew technology without clear
perceptions regarding its usefulness or ease oMisaeasoned that at least some part of the
population of TeraGrid users could be consideraty esers of a new technology. At the
time we administered the TeraGrid User Survey, nilsa@ ninety percent of TeraGrid users
had allocations at one or more of three major sigyaputing centers: the National Center for
Supercomputing Applications (NCSA), San Diego Sapetputing Center (SDSC), and/or
Pittsburgh Supercomputing Center (PSC). Furthimge percentage of TeraGrid allocations
are made to a small percentage of investigatorsiyMd these so-called "hero users" had
been using HPC for 15 years or more. Thus, Tera@is might be characterized by a high-
degree of personal innovativeness based on theirofisadvanced computing resources.
However, we also learned in our interviews that tise of TeraGrid and/or HPC was a
necessary tool for the conduct of science in palgrcareas such as large-scale molecular
dynamics and quantum chronodynamics. Thus, foethesrs and members of their research
teams, including postdocs and graduate studemt th not really a choice about whether to
use HPC. However, they may have options in termat@fe to compute, which is also
something we sought to measure.

H8: There will be a positive relationship between the use of grid computing and perceived usefulness
of TeraGrid.

Rationale: TeraGrid was designed to enable this usage mode.

H9: There will be a positive relationship between perceived usefulness of grid computing and personal
innovativeness.

Rationale: Grid computing is difficult to do, so those who use TeraGrid in this way are more likely
to be innovative.

Table 2: Hypotheses regarding personal innovativeness and grid computing



2.3 Social and Organizational Contexts

Finally, social and organizational contexts areeptally important elements in technology
adoption. Individual characteristics such as pebomnovativeness may influence
technology acceptance or intention to use a pdatictechnology, but the culture,
organization, and work practices of research fields other possible sources of influence.
Previous studies have compared scientific disagglinalong dimensions such as
competitiveness (Knorr-Cetina, 1999), need for aste scarce resources such as specialized
instruments, and the nature of the work, includthg physical scale of the research,
agreement on research questions and methods, ameéda for help (see Birnholtz, 2007 for
a review). Birnholtz (2007) investigated the infhige of social factors and the nature of work
on the likelihood of a researcher to collaborata gtarticular point in time. He found that
differences in the nature of the work in differdields explained more about a researcher's
propensity to collaborate, although social factbesl subtle effects. Others studies have
shown significant differences in use of the Intéraed computer-mediated communication
(CMC) by scientific field (see Walsh & Roselle, Bofor a review). CMC and Internet use
have also been shown to have a positive relatipnshih collaboration and scientific
productivity (e.g., Hesse et al., 1993; Kaminer g&a@nstein, 1998; Walsh et al., 2000).

It was difficult to form hypotheses regarding redaships between social and organizational
factors and the various disciplines representedhbypopulation of TeraGrid. First, while
TeraGrid is a networked computer system, it doégawlitate communication among users.
Instead, the network serves to tie multiple resesitogether, so users can submit jobs to one
or more of them and/or transfer data from one ptacnother. Second, we anticipated from
the interview data that domain was unlikely to bgignificant factor to explain differences
between users since the common need for accessivin@d computational resources
seemed likely to outweigh such differences. Furtirefields such as social science, where
we might expect to see differences, there wereenough users to reliably detect them if
they existed. Although we had few hypotheses alibese constructs, they have been
important in past studies, and we reasoned tha&lihasdata on the social and organizational
contexts of the TeraGrid user population would beful to recognize changes that might
occur over time as new communities utilize TeraGritk used items developed by Birnholtz
(2007) to measure collaboration propensity, whictegrated nature of work aspects, and
items he adapted from Walsh and Hong (2003) to areascientific competition.

2.4 Other Hypotheses

Based on interview data, we hypothesized that afioo size and frequency of use would be
related and more frequent users would identify $edues more strongly as TeraGrid users.

H10: There will be a positive relationship between frequency of use and allocation level such that
those with larger allocations will use TeraGrid more frequently.

H11: There will be a positive relationship between frequency of use and identification as a TeraGrid
user such that those who use TeraGrid more often will identify themselves more strongly as a
TeraGrid user.

Table 3: Other hypotheses



3. Methods and Data Analyses

In this section we discuss the methods employeabeanTeraGrid User Survey. This includes
a description of the sampling scheme, questionmiEsegn and content, and administration of
the survey.

3.1 Sample Selection and Composition

The survey sample was constructed using data fhenTeraGrid central database (TGCD).
In order to use NSF high-performance computing ueses, including TeraGrid resources,
prospective users must prepare and submit a prbp@gpically, when proposals are
accepted and projects are granted an allocatiay, #ne assigned to one of three award
categories: development allocations (DACs), medmsource allocations (MRACs), and
large resource allocations (LRACSs). The awardsediffased on the number of service units
allotted, ranging from 30,000 for DACs, between0BO@, and 200,000 service units for
MRACSs, and over 200,000 service units for LRACstvi®e units are generally defined as
“equivalent to either one CPU-hour, or one wallegidour on one CPU, of the system of
interest” although exact definitions vary basedresource platform according to the NSF
Cyberinfrastructure Resource Allocations Policy uwtnent® Data on DAC, MRAC, and
LRAC TeraGrid projects, along with information oseus associated with those projects,
including their names, postal addresses, and eddresses, are stored in the TGCD.

We constructed a sampling frame for our target fajmn based on the data available to us
from the TeraGrid central database. We definedpmyulation of users in two ways. First,
we included all users who were active between lokt 2005 and 30 September 2006.
Active users were defined as those who had consumed at leassenvice unit during the
selected timeframe. Second, we included all Praiclpvestigators (Pls) associated with
projects that were active during the specified tipeeiod even if they themselves had not
consumed any service units. We chose to do thiausec we felt their opinions about
TeraGrid were valuable even without direct, hand®xperience. We limited our population
to users of the past year in order to measure tegs@ of TeraGrid because survey
methodologists have found that memory fades wittefithus decreasing the likelihood of
response accuracy (Tourangeau et al., 2000). Tloevfog were excluded from the survey:
TeraGrid staff, Science Gateway Community Users] asers selected to pilot test the
survey.

We stratified our population along two criteria:th largest allocation associated with a user
(e.g., DAC, MRAC, and LRAC), and 2) the field ofiesacce associated with projects as taken
from the TeraGrid central database. We chose ttegt in order to analyze any significant
differences among the categories. We oversampkedig¢lds of engineering and geoscience
to help ensure that if response rates were low weldvhave data to make significant
conclusions about these areas. We also includedus#ts from social and behavioral

® See http://www.cipartnership.org/Allocations/altionspolicy.html# Toc116808729



science$. Since some users simultaneously have awards o than one type, we decided

to associate users with their largest allocatiomrawn order to avoid duplications in the

sampling frame. Associating users with their latgdocation appropriately identifies users

who exclusively have smaller allocations (DACs, MBS within the timeframe of our target

population. We selected a total of 595 individuaépresenting a random, stratified sample
proportional to the distribution of users by fieddd allocation category and including the
oversampled areas mentioned above.

We received 311 valid surveys, which representespanse rate of 52%. Response rates
were similar across all strata, ranging from 42% 166 by field and between 52% and 54%
by allocation category.

3.2 Survey Design and Content

The survey was designed to meet several goalspiihery purpose, as stated previously,
was to "get a picture" of the TeraGrid user popoaaccording to various attributes and to
understand similarities and differences in the Beadotivations, and commitment of

different types of TeraGrid users based on facteueh as their experience with

supercomputers, frequency of TeraGrid use, stageaer, field of research, gender, and
age. Another goal of the survey was to providermiation of particular interest to TeraGrid

not included in the items we developed. In thigisaove describe the overall survey design
and the construction of the items and questions.fiftal questionnaire, which is available in

Appendix C, contained 48 items.

There were three overriding considerations in tesigh of the survey. First, we wanted to
limit the time and mental effort required to conipléhe survey as previous research has
shown that they affect response rate. We considbese factors throughout the construction
of the survey, and we piloted the survey with ekjp@id non-expert users to insure we had
met these goals. Second, we needed to create aysilwat would be relevant to the broad
array of individuals who make up the TeraGrid usemmunity. For example, specific
guestions about the allocation proposal processditave been difficult to ask because only
some TeraGrid users participate in this processdTWherever possible and appropriate, we
used or adapted items from previous surveys asagipsoach improves the reliability and
validity of survey items and the repeatability ostady. The items used to measure personal
innovativeness (Questions 4-5), collectivist oraiain (Q6-7), scientific competition (Q8-
10), collaboration propensity (Q11-15), intentiom wse grid computing (Q28-30), and
technology acceptance and use (Q23-27 and Q31-88 wdrawn from prior studies as
described earlier in this report. Several itemsenantributed by TeraGrid managers based
on information they wished to collect from theiets (Q3, 21, & 35-38). We also used two
questions (Q19 & 24) that appeared in a user suteegloped jointly by NCSA and SDSC.
Survey items also originated from the qualitatiegadwe gathered through interviews. We
wished to test nascent hypotheses about the affeesearch approach (Q2) and the types of
codes used (Q19) on the needs of TeraGrid usarally;iwe selected and adapted items

® Oversampling occurs when certain groups are sahwilda higher probabilities than others. This
provides enough cases to complete analysis of supgrof the population.



used in prior surveys to measure constructs sucttagge of career, frequency of use, and
other demographic information.

When we had a draft of the survey, we pre-testedtit naive users and subject experts to
insure that our survey items and questions weeyaek and would be understood and easily
answered by our respondents. These suggestions wamsidered and many were
incorporated into the final version of the survey.

3.3 Survey Administration

The survey was administered using SurveyMonkey.anthwas available from December 5,
2006 to January 7, 2007. The invitation to take shevey was sent by mail in early
December 2006. Each envelope contained a cover fetim us that explained the nature of
the study (Appendix A), an endorsement letter fitbm Director of TeraGrid (Appendix B),
and a $2 bill as a cash pre-incentive (Birnholtalet2003; Church, 1973).

Our cover letter also informed individuals thatytiveould receive an e-mail message within
the next week that contained a direct link to thevsy, and it provided a URL and a unique
identification number for those who wished to take survey immediately. The unique
identification code enabled us to track who resgontb the survey. Keeping track of
respondents also allowed us to send reminderstonhdividuals who had not yet completed
the survey.

The relative newness of TeraGrid presented somieolgas, which we attempted to address
in the survey administration. Namely, we anticigatinat some respondents might be
confused as to why they were identified as a Tath@ser and included in our survey
sample. Our interviews with TeraGrid personnel anth users (see Part 1 of this report)
indicated that many individuals with TeraGrid aceuutilize resources and services at one
or two TeraGrid sites, much as they did beforeetkistence of TeraGrid. With the exception
of Science Gateway developers, many of the useisterviewed had heard of TeraGrid, but
the details of TeraGrid were unclear to thein. addition, when Resource Providers added
resources to TeraGrid they often attempted to ntlh&etransition transparent to users. For
instance, the number of TeraGrid users increagguffisantly in the first and second quarters
of 2006. This jump was due to NCSA and SDSC offigianaking all their resources
available to TeraGrid on April 1, 2006. Pre-Teralsallocations on these resources were
simply transferred; no action was required by uysansl they did not receive new logins or
passwords. Thus, users continued to work as ttvegyal had, largely unaware of the change
that had taken place. We took two steps to infootemtial respondents about why they were
selected to complete the survey. First, the costted from TeraGrid listed all the Resource
Provider sites. Second, the letter from us stated individuals were chosen to receive the
survey because they used resources at one or midltese sites; this information was
repeated in the introductory text to the surveyg (Appendix C).

" Several responses to the open-ended questions4Q)4@inforced what we learned in the interviefst
example, one respondent wrote: “I'll try to use d@rid to find out other barriers.” Another saidditl not
have any access to TeraGrid.”



3.4 Data Analyses

With the exception of the two open-ended questi{@¥0-41) all analyses were conducted
using the statistical package SPSS®. We calculdésdriptive statistics for all variables and
conducted tests of association between variablesdan the appropriate method in specific
instances. These tests are described in the resdton. The responses to the open-ended
guestions were coded according to major categohias emerged from an analysis of the
data.

4. Results

This section begins with a review of data on thaegal attributes of the 311 respondents
from the survey sample. The remaining results evaged according to some of the survey’s
key topic areas. A review of the descriptive staissfound that the distribution of the
responses was not range restricted. The questidngady significantly from multivariate
normality for skewness (Z= —2.4p<.02) but not for kurtosis (Z=0.6H=.50). A visual
examination of the shape of the distribution showed many of the variables had a slight
bias towards higher scores, but in most casesditeyot look very different from the normal
distribution curve.

4.1 General Attributes of Respondents

Of the responses we received, 82% were from maidsl8% were from femalésThe age

of respondents ranged from 20 to 85, and approgimdtalf of those who provided their
year of birth were younger than 35 (mean age=30stMespondents had a PhD degree or
equivalent (70%) and were affiliated with a resbamniversity (88%). Half of all
respondents received their highest degree afted 20@ another third received it in the
1990s. Faculty comprised 52% of respondents, amddmainder was made up of students,
postdocs, and research staff. We did not find St relationships between these general
attributes and major constructs related to techgyoboption. Frequencies of TeraGrid use
and allocation size, as discussed later in this@eovere more useful in distinguishing users
from each other.

8 Except for field of science, percentages have beended to whole numbers. In the case of gender, a
small number of respondents chose not to answegthestion.

10



Field of Science as Selected by Respondents

Social Sciences
2.6%

Mathematics
2.3%

Materials Sciences
3.5%
Astronomy
5.8%

Engineering

Computer Science
8.7%

s Geoscience
] 10.9%

Biological Science
11.6%

Figure 1

Figure 1 shows the field of science that resporsdemticated most closely represented their
research. Most respondents described their reseppioach as simulation/modeling (71%).
The remainder was split between theoretical/ara/({16%) and experimental/observational
(12%) methods. Hypothesis 1, which stated thatetheould be a positive relationship
between perceived usefulness of TeraGrid and stioolanodeling approach, was not
supported.

H1: There will be a positive relationship between perceived usefulness of TeraGrid and
simulation/modeling approach. (Not supported)

Surprisingly, only 77% of respondents indicated tih&y use local workstations. This may
be because some interpreted “local workstation'aadumb terminal allowing access to
TeraGrid. Respondents use local resources extéypsivecal clusters with 64 or fewer
processors are used by 62% while 36% use locakctusf 56 to 128 processors.

We analyzed the list of respondents based on floemation we had regarding the largest

allocation associated with a user and found th& %6 respondents had DAC allocations,
23% had MRAC allocations, and 21% had LRAC allawadi
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4.2 Nature of Research

Results indicate that more than half the resporsd@ce a competitive scientific environment
as 60% agreed or strongly agreed that the conpefidr prizes or widespread recognition in
their field is intense. In spite of the competitiveature of their fields, respondents
overwhelming perceived collaboration as importaiiout three-quarters responded that it
was necessary in their field and more than 90%eaboe strongly agreed that it is useful in
solving problems of interest to them and for adogsgeople with expertise helpful to them.

4.3 Supercomputer Use

The items in the section on supercomputer use aglgpbndents about their experience with
supercomputers, the importance of supercomputers thi@ir research, access to

supercomputers, and the resources they need tanplisb their research. Respondents
generally have several years of experience withemgmputers; 61% have been using
supercomputers for 3 or more years, and 44% haea bsing supercomputers for five or

more years. However, 14% indicated they had lems time year of experience. When asked
to describe their experience with supercomputdadive to others in their field, respondents

appeared to be modest, with 41% reporting that theye not at all experienced or just

somewhat experienced (the lower two categoriesievd1% described themselves as very
or extremely experienced (the upper two categoridile the perceived level of experience

is difficult to generalize across disciplines bessmwse of HPC various within and across
domains (see Part 1 of this report), it is intengsto note that this variable was significantly

associated with allocation level (for Gamma coédfit, p<.001). Respondents with DAC

allocations were more likely to place themselvethm lower two categories, whereas those
with MRACs and LRACs tended to place themselvasténupper three categories.

As we expected based on interviews, there was dwdming agreement among respondents
that supercomputers are necessary to answer rbhsqaestions of interest; 53% strongly
agreed with this statement and 38% agreed. Neaifyohthem (45%) use codes developed
by themselves or their group and augmented witldlgbarty routines or libraries. Thirty-nine
percent use third-party software, some of whiclaugmented with their own routines or
libraries. Fields of science demonstrate significdifierences in the software codes that they
use. Chi-square tests of association are statlgtsignificant (p<.001), and the differences
are primarily as follows: Biologists and chemiste anore likely to use third-party codes or
third-party codes augmented with some of their oautines/libraries. Computer scientists
and astronomers favor codes developed entirehhbésnselves or their group. Geoscientists
use codes developed by their group and augmentadhwid-party software.

We offered respondents a list of supercomputeruress and asked which ones they need for
their research. Computer systems, not surprisivgdye used by almost all respondents. The
next most prevalent resources used were persistding storage, user services support, and
visualization software (see Figure 2). Nearly hhié respondents (49%) have access to
supercomputer resources through their institutiaipercomputer facility. Access to other
options is limited. Department of Energy resoursese accessible to 16% and 14% make
use of state or regional supercomputer facilitidge remaining choices were each selected
by 5% or less of respondents.
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Supercomputer Resources Used in Research

Computer systems | 94
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Persistent online storage | | 45
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Figure 2

4.4 Grid Computing

We were surprised to find that 45% of those surdesagd they currently use grid computing
capabilities as most of our interviewees did namnpate in this way, and statistics from

TeraGrid do not show significant use of this moflen percent indicated that they did not
know if they use grid computing. Of those who siateat they use grid computing, 84% use
TeraGrid resources for that purpose. The same p@ge expects to continue to use grid
computing and almost as many find grid computingfuisin their research. However, only

45% agree or strongly agree that it is easy to ecskillful at grid computing, and 37% are

neutral on this issue. Respondents’ use of gridpedimg is at all stages; 27% of those using
grid computing have used it in production runs, 2i8%e experimented with test runs, and
another 21% have investigated the capabilitiesredfdy grid services or software. Because
we could not be certain how respondents percetvedéems in this section of the survey, we
chose not to analyze the data beyond the generafiodescriptive statistics. We are,

therefore, unable to state whether the following twpotheses are supported.

H8: There will be a positive relationship between the use of grid computing and perceived
usefulness of TeraGrid.

H9: There will be a positive relationship between perceived usefulness of grid computing and
personal innovativeness.
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Of those who do not yet use grid computing, 56%ebel that grid computing would be

useful in their research, and 26% expected to @xeet with grid computing in the six

months following the survey. One-third of resporideibelieve they would find it easy to

become skillful at grid computing. Again, this wassomewhat surprising finding because
while some interviewees noted it could be helpfulthem, most were not interested in
pursuing grid computing for various reasons (se¢ Paf this report).

4.5 Use of TeraGrid

The section on use of TeraGrid consisted of thegéspin the first part (Q31-33), we sought
to measure factors shown in other studies to atiedtnology adoption: 1) usefulness of
TeraGrid to respondents' research, 2) ease of ubargGrid, 3) facilitating conditions
supporting their use, and 4) the degree to whitlerstinfluence their use. We constructed
and tested the statistical validity of scales facteof these constructs. We used Cronbach’s
alpha (Cronbach, 1951) for reliability estimates.réiability estimate of .7 or better is
considered to be good for early stages of researahan estimate of .8 is advised for basic
research (Nunnally, 1978).

The scale for usefulness of TeraGrid was compo$dduo questions that fit well together.
The reliability of the scale was excellent (.95dahe items were highly correlated. The
mean response was 4.0 (scale of 1 to 5 where Slsegtrangly agree) with a standard
deviation (SD) of .81. The 4-item scale for eases# had a very good reliability coefficient
of .82, with a mean of 3.5 (SD=.72) (i.e., betweentral and agree). The 3-item scale for
facilitating conditions had an adequate reliabildgefficient of .73 and a mean of 3.4
(SD=.72). The two items measuring the degree tahvbthers influence the use of TeraGrid
were not well correlated (r=.43) and therefore md show good reliability (alpha=.60). An
exploratory factor analysis (EFA) of the items fied that the items for the three main scales
(usefulness, ease of use, and facilitating com)ialid not load on unintended factors (i.e.,
demonstrated discriminant validity). The maximukelihood factor analysis, using varimax
rotation, showed good factor structure with eigéumes greater than 1 for all 3 factors, which
accounted for 74% of the variance. The factor stinecdoes suggest, however, that ease of
use correlates with the other two scales.

14



Question: Overall, | find TeraGrid easy to use.

Strongly Agree 7

Agree ] 39

Neutral | 32

Disagree 9
Strongly Disagree [ 2

Not applicable 9
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Figure 3

These results indicate that respondents have arbfasor of the usefulness of TeraGrid and
are favorable to a somewhat lesser degree in tefimthe ease of use and facilitating
conditions for their use of TeraGrid. Looking atlividual questions in each of these scales,
nearly three-quarters of respondents (73%) percéamGrid as generally useful in their
research, and a similar percentage (69%) agrestrangly agreed that TeraGrid increases
their research productivity. TeraGrid was not adely perceived as being easy to use (see
Figure 3). Further, the hypothesis regarding edsese and self-developed codes was not
supported nor was ease of use and experience wpdrcmputing.

H5: There will be a positive relationship between the use of self-developed codes and
perceived ease of use. (Not supported)

H7: There will be a positive relationship between experience with supercomputing and
perceived ease of use. (Not supported)

Almost half (46%) of the respondents agreed omgfisoagreed that TeraGrid is easy to use,
but items for the ease of use and facilitating @mts scales contained high percentages of
neutral responses compared to other sections ofuiney. These three scales are also
correlated. Ease of use is significantly correlateth both usefulness (r=.57, p<.001) and
facilitating conditions (r=.52, p<.001). To a lessextent, usefulness and facilitating
conditions are correlated (r=.39, p<.001). Our higpsis regarding usefulness and field was
supported:

H4: There will not be a significant relationship between discipline and perceived usefulness of
TeraGrid. (Supported)

However, contrary to expectations, willingness tg information technology is not
correlated with usefulness. Therefore, the hypahssow was not supported.

15



H3: There will be a positive relationship between perceived usefulness and personal
innovativeness. (Not supported)

The relationship between experience with supercoimgpuand personal innovativeness was
significant, but the correlation was very low.

The second portion of questions on TeraGrid usedsispondents about their frequency of
using TeraGrid, their use of and satisfaction WidraGrid support, and the degree to which
they identified themselves as TeraGrid users (QB4x3Q39)° Results show that survey
respondents are frequent users of TeraGrid. Mane fialf (53%) indicated they used it daily
or weekly and 22% used it monthly. Frequency of igsalso significantly associated with
allocation size (p=.011). For example, respondeuitis DAC allocations (who represented
56% of those who responded to the survey) repredentre of the quarterly or less frequent
use (between 60% and 70% of those reporting treagdd of use). MRACSs are slightly more
heavily weighted toward monthly use and LRACs miward daily or weekly use. Thus,
the following hypothesis was supported:

H11: There will be a positive relationship between frequency of use and allocation level such
that those with larger allocations will use TeraGrid more frequently. (Supported)

More than 70% of those surveyed had contacted TetesBpport at least once in the past
year (see Figure 4). Respondents were largelyip@sibout the support they received; 57%
indicated that were satisfied or extremely satikfisee Figure 5), with an average (mean)
evaluation of 3.8 out of 5 (SD=0.8). Of the 16% where neutral about their satisfaction

with TeraGrid support, more than half of those weeeple who have used support services
fewer than twice in the last year.

° We also asked whether respondents were affiliatida Science Gateway or ASTA project. Since very
few respondents indicated that they were (7% fae@®ays and 2% for ASTA), we do not discuss these
results.
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Approximately how many times have you
contacted TeraGrid supportin the past year?
More than 10 times 8
6-10 times 12
2-5 times 38
Once 13
None 27
6 io éo éo 40 50
Percent
Figure 4

Please rate your satisfaction level with the
TeraGrid support received in the past year

Extremely satisfied
Satisfied

Neutral

Dissatisfied

Extremely dissatisfied

Not applicable

50

Percent

Figure 5

The frequency with which respondents used Tera@nidl TeraGrid’s support services are
associated with the various measures of satisfactint surprisingly, there is a strong

association between the frequency of using Tera@ralthe frequency of contacting support
(p<.001) such that the more frequently a respondses$ TeraGrid, the more likely he or she
also contacts support more frequently. These nmregqiént users are also more satisfied with
the support provided by TeraGrid (p<.001). In félsbse who contacted support six or more
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times are much more likely to report that they artremely satisfied with this service
whereas those who have little contact with suppoetmore likely to report neutral. Finally,
the frequency of using TeraGrid is positively asstsd with perceived usefulness, ease of
use, and facilitating conditions. The statisticadlignificant difference in perceptions of
usefulness and ease of use, however, is betweee tvbo never or only quarterly use
TeraGrid and those who use it on a monthly, weestydaily basis. Likewise, those who
perceive facilitating conditions to be higher anese who use TeraGrid, even if only on a
guarterly basis. Based on these findings, thereswpport for the following hypothesis:

H6: There will be a positive relationship between frequency of use and perceived usefulness,
ease of use, and facilitating conditions. (Partially supported)

The degree to which respondents are satisfied WihaGrid support is significantly

correlated with their evaluations of usefulness48s p<.001), ease of use (r=.52, p<.001),
and facilitating conditions (r=.51, p<.001). Howevat-test comparing group means based
on frequency of contacting TeraGrid support indisathat the significant differences are
between those who have not contacted TeraGrid supp@ll and those who have used it
frequently (six or more times). Likewise, those wperceive themselves as having less
experience relative to others in their field alsmtact TeraGrid support less frequently.
Specifically, those who have contacted TeraGridpsupfive or fewer times in the last year

rate themselves significantly lower in experienceew compared to those who have
contacted TeraGrid support more than ten timesis(lmportant to remember that this is
perceived level of experience calibrated to others in thaesdield, not an absolute measure.)

Slightly more than half of those surveyed (52%itfeed themselves as TeraGrid users (see
Figure 6). Like earlier items in this section oktkurvey, this one elicited a substantial
number of neutral responses (30%). The frequenag®fand the degree to which individuals
identify themselves as TeraGrid are significantbsiively associated (p<.001) such that
people who use TeraGrid more often identify theneselas TeraGrid users. For example,
those who use TeraGrid only quarterly more commoedponded as neutral, disagreeing, or
strongly disagreeing that they identify themselassTeraGrid users. Likewise, allocation
size is significantly associated with identificatias a TeraGrid user (p=.002). There was also
a strong association between identification asra@ed user and the mean responses on the
usefulness and ease of use scales (p<.001). Thasfotlowing two hypotheses were
supported.

H2: There will be a positive relationship between perceived usefulness and frequency of use,
and frequency of use will be related to allocation level. (Supported)

H10: There will be a positive relationship between frequency of use and identification as a
TeraGrid user such that those who use TeraGrid more often will identify themselves more
strongly as a TeraGrid user. (Supported)
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I identify myself as a TeraGrid user

Strongly Agree 12

Agree | 40

Neutral 30

Disagree 11

Strongly Disagree 6
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Figure 6

Two open-ended questions completed the sectioneya@rid use. These questions asked
respondents to identify the two most significantrieas to their use of TeraGrid and the two
things that would make TeraGrid more useful to thé/e coded these responses (identifying
larger categories into which the responses fit) eaiggorized them according to fourteen
types of barriers and the same number of categofiesprovements. These barriers and
improvements are displayed in Figures 7 and 8. Nbat Figure 7 is listed in order of
decreasing percentages and categories in Figue &@nged in the same order as Figure 7.)

The top barriers to the use of TeraGrid are inatga of job submission, scheduling, and the
turnaround of jobs. Most of the comments complaialedut long queue wait times. The next
greatest concerns are documentation, support, raming. Included in this category are
comments about the steep curve in learning to esadrid; a lack of training opportunities,
including tutorials, as well as time for learnirsglecting the appropriate resource(s) to use; a
lack of up-to-date, easy to find, and/or user-fligndocumentation on topics such as
installed software, libraries, and compilers, ahdw-to" information; and complexity of the
overall system and the common software. Applicatisoftware was also identified as a
barrier, but this issue was mentioned only slightlyre frequently than the bulk of remaining
issues. These responses were consistent with taengacollected in interviews and at the
user workshops. See Appendix D for representaggpanses in each barrier category and
respondent suggestions to the most commonly peddiarriers.
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Barriers to the Use of TeraGrid
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Figure 710

Job submission, scheduling, and turnaround time dowimentation, support and training
were also the top areas noted as being in needprbvement, but the remaining suggestions
were not prioritized in the same way as the bari€he third most common suggestion was
to improve resource limitations (such as lack otJSPmemory, disk capacity and storage).

1% percentages here are calculated relative to a3l however, 33% of respondents did not anstisr t
guestion.
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Improvements to Make TeraGrid More Useful

Job submission, scheduling, turnaround
Documentation, support, training

Applications software

System availability, performance, stability, network
speed/performance

Programming tools (compilers, debuggers)

Resource limitations (lack of CPUs, memory, disk,
storage)

Run time limitations

Heterogeneity of resources and RPs

Other software issues (incl. system software, grid
tools, libraries)

Allocations

Accounts, authentication, security

Data analysis, backup, processing, storage
Information services

Usefulness of TeraGrid

0 5 10 15 20 25 30

Percent

Figure 8'*

The responses to open-ended questions indicatéddh@e individuals were responding to

use of TeraGrid as a grid facility, whereas commdndm others indicated they did not

consider themselves to be TeraGrid users. In tefmtise latter, respondents noted that they
did not perceive a need for TeraGrid in their catrreesearch, or they did not understand
what it could do for them, especially in termsmdrieasing their productivity.

M Note that the sequence of categories in Figura@mes that in Figure 7. Percentages here arelatdu
relative to an N of 311; however, 40% of respongleiid not answer this question.
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5. Discussion and Practical Implications

This survey's findings help to characterize Terd@sers and factors that affect their patterns

of use. In addition, they identify relevant relatships between usage patterns and users'
satisfaction. This information should help TeraGiekign or revise programs to better meet

the needs of various types of users.

5.1 The TeraGrid User Population

Survey responses suggest that the TeraGrid populasi predominantly male and well
educated. About half have received their highegtrets in the last 10 years, and most are
affiliated with research universities. Graduatedstis, postdocs, and research staff comprise
about half of those who completed the survey, &edather half is faculty. Since TeraGrid
collects limited demographic data beyond institediloaffiliation, it is not possible for us to
know if these findings are reflective of the TermGpopulation. Based on what we know
about the gender makeup of the fields that areptedominant users of TeraGrid and the
environment in which TeraGrid is used, it is notpsising that most users are male and
highly educated. Although our hypothesis regardingositive relationship between self-
developed codes and ease of use was not supptitéed,were strong associations between
discipline and the nature of the software codesl.uSbe implications of this are that those
who use third-party codes have a lower barrierrttvye but in the future they may have
greater issues with portability because they campoiate or improve their codes on their
own. Conversely, those in computer science or astny have a higher barrier to entry, but
they may have more flexibility at a future pointtime. Others have observed, though, that
the size of community codes can make them difficoltport (Graham et al., 2005).
Regardless, the types of codes used will affectajmgropriate strategy for helping users
adapt codes to more capable resources, for example.

Almost two-thirds of those surveyed have been usimgercomputers in their research for
three or more years. However, a small proportiomehlass than one year of experience,
which may have implications for documentation,rnag, and/or support, especially if there
is a regular stream of individuals with little exigece becoming new TeraGrid users each
year. The majority of respondents also find supamaters to be essential to their research.
The percentage of respondents who indicated tlegt tise grid computing capabilities is
surprising based on TeraGrid data on usage mod#®mrour interview data; both which
show that grid computing as we defined it is notceanmon. Based on results from the
interview portion of this study, respondents likdigve different interpretations of what
constitutes grid computing. Alternately, those wiesponded to the survey may be more
likely than others in the sample to use grid conmgtalthough it is not possible to measure
this based on the data.

5.2 Nature of Research

Although many respondents indicated that theid&edre highly competitive, an even greater
number strongly perceive collaboration as importantecessary. These results may point to
opportunities for new TeraGrid services or enhare@sito existing ones. For example, our

22



interviews indicated that those whose primary reseaethod is simulation are interested in
collaborations with experimentalists. Perhaps theee role for TeraGrid to play in bringing
users together and in helping users to support edadr as the TeraGrid user population
grows.

5.3 User Support and Satisfaction

Responses to our questions on TeraGrid use revealiens that may help guide future
plans for user support services. TeraGrid is widsdyceived as useful. Respondents are
generally positive, but less so, about the eases@fand availability of facilitating conditions
for their use of TeraGrid; slightly fewer than haiflicated that TeraGrid is easy to use.
These findings may reflect a lack of clarity abadnat TeraGrid is due to its newness and to
users’ propensity to identify themselves with tlatigular resource provider sites that they
use rather than with the entire TeraGrid infradtiiee These factors may have made it
difficult for some respondents to answer questi@nsut their use of TeraGrid. In terms of
ease of use, it is also the case that superconsputergeneral are not easy to use.
Nevertheless, respondents do use TeraGrid on darebasis, but more frequent use is
associated with larger allocation size as one waxdect. As Davis and his colleagues
(1989) noted, "Users may be willing to tolerate iffiallt interface in order to access
functionality that is very important, while no anmiwf ease of usefulness will be able to
compensate for a system that doesn't do a usesll"t&till, the findings from all data
collected in the study (survey, interviews, userksbop) show that even frequent users
would benefit from a system that is easier to use.

Users also make use of TeraGrid support serviced, averall this support is viewed
positively. Those who have used TeraGrid suppoceoor not at all are more likely to be
neutral about its quality. Frequent users of Tei&@lso tend to use support services more
frequently, and these more frequent users tendetathle most satisfied with support.
Frequency of use and high satisfaction with TerdGupport is also positively associated
with perceptions of usefulness, ease of use, atititdting conditions for using TeraGrid.
These relationships suggest several practical aajpdins for supporting users. For one, a
user's first contact with support may be cruciatc@d, for those who use TeraGrid
infrequently (e.g., quarterly), TeraGrid might deea list of the five or ten things that most
people forget or provide customized “startup paekago make it easier for these users to
get started or to remind them how to use the sysidm helpdesk might also maintain a user
database so that they are more familiar with tkaes facing those who call for support,
based on these general usage patférRsr instance, they could usefully know the user’s
allocation, research field, past issues, and codeg

Curiously, those who perceive themselves to hasg éxperience relative to others in their
field also contact TeraGrid support less frequerBgcause we cannot identify causality, this

2 TeraGrid helpdesk staff have tools availableuery the central database to find out what projesess
are associated with and where they have accounts.

13 Knowing the general type of codes used would hidp TeraGrid find appropriate people to test new
grid software and hardware.
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raises several questions: Do those who considerdékes to have more experience feel that
they have learned more as a result of talking tta®ed support? Are these users more
confident about contacting TeraGrid support whetess experienced users feel intimidated
about doing so? Or is it simply that the self-idieed “less experienced” are those with
smaller allocations and therefore have had lessafccasion to contact support?

The open-ended responses identifying barriers amgtovements reinforce some issues
raised elsewhere in the survey and point to usaW@nues for further data collection.
Concerns with job submission, scheduling, and taurad could be usefully addressed by
those developing and enhancing the TeraGrid resswand shared infrastructure. Issues with
documentation, support, and training echo the mesg® from those who are less frequent
users of TeraGrid and should be further exploredeatify whether these perceptions are a
cause of or a consequence of infrequent use. (Adfhallocations put a hard boundary on
frequency of use, variability in the size of jolbsussions means that frequency of use is not
solely determined by allocation size and therefaight be influenced by improvements to
the system.) One surprising result is the diffeesimcthe order of barriers and improvements
by frequency of mention. One possible explanat®rihat users may believe that certain
improvements can be more readily addressed by #raGrrid staff. For example, even
though applications software is the third most papubarrier, it is not a priority for
improvement; however, it may be that applicatiooftvaare is primarily developed outside
the scope of the TeraGrid resource providers. Q@elg resource limitations—seen as a
less pressing barrier—are more within the scopeitait TeraGrid (or its funding sources)
could improve. Likewise, data analysis, backup,cpssing, and storage along with
information services are not top areas of improweinbut they appear to be much more
important than their relative standing among theiés would suggest, perhaps because
these are also system limitations more easily otlatt by the TeraGrid resource providers.

The positive associations between frequency ofamsk so many key variables related to
satisfaction with TeraGrid suggest that if TeraGhnielps infrequent users feel more like
frequent users, they will likely improve the ovérsdtisfaction of the population of users.
Because allocations are a limited resource, gipiagple greater access to resources is not a
viable option. However, the provision of additiord@cumentation and support systems
targeted at the new or occasional users could éridgse differences. Differences may also
be attributable to inadequate knowledge about Teda&hd what it provides them. Simply
increasing awareness of the larger system andtaef individual resource providers might
help users tap into the broader knowledge and stippse that is available to them already.

In sum, the population of TeraGrid users is gehesatisfied with TeraGrid’'s services and
support, but there is room for improvement, paléidy in support of those who—due to
allocation limitations, unfamiliarity, or perceivdzhrriers—use TeraGrid less frequently. By
creating an experience for these infrequent usatsmore closely matches the experience of
frequent—and satisfied—users, TeraGrid can furithgrove the perceived quality of its
offerings.
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6. Limitations

This study was necessarily exploratory due to theenace of prior work on which to base
firm hypotheses regarding factors that affect theds of TeraGrid users, particularly since
we expected that differences between users mighaleto detect because of their common
need for TeraGrid and other high-performance comgutesources. The relationship
between frequency of use and multi-scale items uoregps usefulness, ease of use and
facilitating conditions as well as other variabéeish as allocation size, were useful, however,
in teasing apart the needs of users. Scales cogsddtonly two items typically do not have
good reliability. This may have contributed to theblems with the scales for personal
innovativeness and social influence.

We anticipated that many respondents would be seafabout why they had been identified
as TeraGrid users. Although we attempted to mgigtiis problem, there is evidence,
particularly from responses to open-ended questmiaisto the questions on grid computing
that users have different perceptions about whaaQied is, and this is likely to have
affected their responses. The degree to whichlithiss the survey's findings depends on
how TeraGrid perceives itself in terms of its visionission, and goals (see Part | of this
report).

Finally, the lack of a suitable control populatibmdered our ability to compare TeraGrid
users with users of other HPC facilities. This tation is also a future research opportunity.

7. Future Work

To our knowledge, this is the first survey to stutlg characteristics and needs of users of
high-performance computing. As such, it providesdtiae data on one such population and
helps to explain factors that affect their use aatisfaction. It would be useful to compare
users of TeraGrid with users of other grids in th&. and elsewhere such as the Open
Science Grid, the United Kingdom's National Gridn&=, or the Distributed European
Infrastructure for Supercomputing Applications.wibuld also be informative to compare
users of TeraGrid with those who use other U.Silifias of such as DOE or NASA.
Investigations such as these would generate infioman similarities and differences in
user characteristics and behavior and needs agnasple types of environments that would
be helpful, for example, in international collakyas, and in developing common strategies
for user support, training, etc.

Second, as new communities begin to make use @iGret's resources and services, it will
be important to track changes in the charactesisbehavior, and needs of users. Periodic
surveys would help TeraGrid to adjust plans and@gghes as required to serve new users.
A challenge for future work will be to find ways &ssess the needs of those who will access
TeraGrid resources through science gateways, argd Wwho may not be aware that they are
using TeraGrid.
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Appendix A: Cover Letter from UM-SI Research Team

November 29, 2006

ID Number
Name
Address
City State

Dear Colleague:

You have been selected to participate in a studyeadGrid users funded by the National Science
Foundation and being conducted by the Universityliwhigan (UM). TeraGrid is a distributed
infrastructure that integrates high-performanceueses across nine resource provider facilitiegs€h
resource providers have made some or all of tlaiputing systems available on the TeraGyml were
identified asa TeraGrid user because you use one or more of the resources available on the TeraGrid.

This study is part of a larger effort to better ersdand how to support the computing needs of sfigen
and engineering research communities. You may inettty benefit from this study; however, the resul
of this effort will help drive the development aftéire tools and other technologies to support rekaa
your field and others. It is not possible for usitmlerstand the relevant factors without respofises
individuals engaged in a range of activities, whindans thagour response is very important to us.

As a token of our appreciation for your efforts, please accept the enclosed cash gift. In the next week, you
will receive an email message from us that contailisk to the survey. Or, you can take the sumigiyt
now by going tovww.ter agrid-survey.org and enteringhe Survey | D#. If you choose to participate,
you can also sign up to receive a summary of theltevia e-maillf possible, please complete the
online survey by December 20, 2006. It is very important that you do not pass the survey onto another
individual since respondents have been scientifically selected.

Your participation in completing the survey is valary. You may skip questions, and you are free to
withdraw at any point. Your responses will be ukedesearch purposes only and will be kept in secu
locations at the UM. Only primary members of theegrch team at the UM will have access to these
data. The information you provide in the surveytloawebsite will be kept confidential. Furthermaak,
personal information will be presented only in ggr@gate form in reports and publications. Indigidu
responses will not be identifiable. If you have goestions regarding your rights as a participarlis
research, please contact: Institutional Review 80240 E. Liberty Street, Suite 202, Ann Arbor, Ml
48104-2210, Tel: 734-936-0933, email: irbhsbs@ursidi.

Thank you in advance for taking time to complets timportant survey. If you have additional quessio
or concerns, please contact us via e-mail at tetagirvey@umich.edu or by calling 734-764-1865.

Sincerely,
) : -1 s
Ann Zimmerman, PhD Thomas A. Finholt, PhD
Research Investigator Director, Collaboratory fesarch on Electronic Work
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Appendix B: Letter from TeraGrid Director
November 27, 2006
Dear TeraGrid User:

| want to bring to your attention a study being @octed by Ann Zimmerman and Tom Finholt,
researchers at the University of Michigan’s Schafdhformation. They are analyzing how high
performance computing in general—and TeraGrid rspezifically—can best support your
research needs. This survey will be administeredgmup of approximately 1,000 scientists and
engineers across the United States. | stronglyweage you to take 15-20 minutes to complete
this survey.

This study is supported by the National SciencenBation through a grant to the University of
Michigan’s School of Information and is part ofaader study to better understand researchers’
requirements for high-performance computing. Thseilts of this survey will directly influence
these efforts and will have important implicatidasusers of TeraGrid as well.

As the Director of TeraGrid, | am excited about plo¢ential of this study to provide information
that will enable scientists and engineers to conthgearch in new ways. As TeraGrid continues
to grow and evolve, we want to make sure that éneices and resources that we are developing
and providing are best suited to meet the neettsedarger research community. To learn more
about the TeraGrid project, visdragrid.org.

Again, | hope that you will take some time to paEpate in this important study.

Sincerely yours,

Charlie Catlett

Director, TeraGrid, Grid Infrastructure Group
Senior Fellow Computation Institute

University of Chicago/Argonne National Laboratory

TeraGrid is coordinated through the Grid Infrastuue Group (GIG) at the University of Chicago, wiadkin partnership with
nine Resource Provider sites: Indiana Universigk ®idge National Laboratory, National Center fap&computing
Applications, Pittsburgh Supercomputing CenterdBarUniversity, San Diego Supercomputer Centera3édvanced
Computing Center, University of Chicago/Argonneibiaal Laboratory, and the National Center for Atpioaric Research
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Appendix C: Survey Instrument

Welcome

You have been selected to participate in a studyecdGrid users funded by the National Science
Foundation and being conducted by the Universitylichigan (UM). This survey is part of a larger
effort to better understand how to support the aging needs of scientific and engineering research
communities. We greatly appreciate your taking @5¥2nutes to share your opinions with us.

TeraGrid is a distributed infrastructure that imgggs high performance resources across nine @sour
provider facilities.You were identified as a TeraGrid user because you use one or more of the resources
available on the TeraGrid.

Your participation in completing this survey is wotary. You may skip questions, and you are free to
withdraw at any point. Your responses will be ukedesearch purposes only and will be kept in secu
locations at the UM. Only primary members of the ddearch team will have access to these data.
Furthermore, any personal information will be preed only in an aggregate form in reports and
publications. Individual responses will not be itiigable. If you have any questions regarding yaghts
as a participant in this research, please contact:

Institutional Review Board

540 East Liberty Street, Suite 202
Ann Arbor, M| 48104-2210

Tel: 734-936-0933

E-mail: irbhsbs@umich.edu

Field of Research

1. Please select the area of sciencertioat closdly represents your research

o Astronomy

o Biological Science
o Chemistry

o Computer Science
o Engineering

o Geoscience

o Mathematics

o Materials Science
o Physics

o Social Science

o Other (please specify)

2. Please select the category thest describes your research approach.

o Theoretical/Analytical

o Experimental/Observational
o Simulation/Modeling

o Other (please specify)
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General Technology Use

3. Which of the following computer resources do use? Please check all that apply.

o local workstation
o local cluster (less than 64 processors)
o local cluster (65-128 processors)

Please indicate the extent to which you agree thgfollowing statementsith regard to the use of
information technology to support your research. For the purpose of this survey, information tedbgy
is defined as the use of computers to proces®,sttrieve, and transmit information.

4. Among my peers, | am usually the first to try new information technology.

o Strongly Agree

o Agree

o Neutral

o Disagree

o Strongly Disagree

5. In general, | am hesitant to experiment with ma&f@rmation technology.

o Strongly Agree

o Agree

o Neutral

o Disagree

o Strongly Disagree

Nature of Research Field

Please indicate the extent to which you agree thetfollowing statements.

6. Researchers in my field typically work alone.

o Strongly Agree

o Agree

o Neutral

o Disagree

o Strongly Disagree

7. In my field, most major research advancememsrade by individuals working alone.

o Strongly Agree

o Agree

o Neutral

o Disagree

o Strongly Disagree

8. The competition for prizes or widespread redogmin my field is intense.

o Strongly Agree

o Agree

o Neutral

o Disagree

o Strongly Disagree
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9. In addition to my collaborators, | feel safadiscussing my current work with other persons doing
similar work.

o Strongly Agree

o Agree

o Neutral

o Disagree

o Strongly Disagree

10. I am concerned that the results of my cunresgarch might be “scooped” by other researchers
working on similar problems.

o Strongly Agree

o Agree

o Neutral

o Disagree

o Strongly Disagree

Research Collaboration

Please indicate the extent to which you agree thefollowing statements.

11. Collaboration is necessary in my field.
o Strongly Agree

o Agree

o Neutral

o Disagree

o Strongly Disagree

12. Collaboration is useful in solving researchiyeans that are of interest to me.

o Strongly Agree

o Agree

o Neutral

o Disagree

o Strongly Disagree

13. Collaboration allows me to access people wiffedise that are helpful to me.

o Strongly Agree

o Agree

o Neutral

o Disagree

o Strongly Disagree

14. Collaboration allows me to access resourcgs, @mputers, instruments, data) that | could not
otherwise use.

o Strongly Agree

o Agree

o Neutral

o Disagree

o Strongly Disagree
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15. Other researchers in my field who do collabeealvork are successful in their research careers.

o Strongly Agree

o Agree

o Neutral

o Disagree

o Strongly Disagree

Supercomputer Use

This section asks about your use of supercomputerghe purpose of this survey, supercomputees ref
to those computing systems (hardware, softwareapptications) that, at a given point in time, pdav
close to the best achievable sustainable perforenanalemanding computational problems. In answering
the questions in this section, please consideugiércomputers you have used and not only those
available on the TeraGrid.

16. When did you first begin to use supercomputey®ur research?

o Less than 1 year ago
o 1-2 years ago

o 3-4 years ago

o 5+ years ago

o Not applicable

17. In comparison with others in your field, howwayou rate your experience in using supercomputer
to achieve desired outcomes in your research?

o Not experienced at all
o Somewhat experienced
o Experienced

o Very Experienced

o Extremely Experienced
o Don’t know

18. Please indicate the extent to which you agigethe following statement.

Supercomputers are necessary to answer researsiiogsef interest to me.
o Strongly Agree

o Agree

o Neutral

o Disagree

o Strongly Disagree

19. Please select the response that best destiribesdes that areost important to the achievement of
your research goals.

o Third-party software (e.g., commercial softwa@mmunity codes)

o Third-party software, augmented with routinesiloraries written by you or your group
o Codes developed by you or your group, augmentddtivrd-party routines or libraries
o Codes developed entirely by you or your group

o Not applicable

o Don’t know
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20. Besides TeraGrid, do you currently have actesapercomputer resources through any of the
following? Please checill that apply.

o Department of Defense (DOD)

o Department of Energy (DOE)

o National Aeronautics and Space Administration (MAS
o National Center for Atmospheric Research (NCAR)

o Open Science Grid (OSG)

o State or regional supercomputer center

o Your institution’s supercomputer system or fagilit

o Not applicable

o Don’t know

o Other (please specify)

21. Which of the following supercomputer resourdesou need for your research? Please chiédkat
apply.

o Computer systems

o Data collections

o Data management tools
o Documentation

o Persistent online storage
o Training and tutorials

o User services support

o Visualization software

o Visualization servers

o Other (please specify)

Grid Computing

This section asks about your use of grid compu#ing.the purpose of this surveyjd computing is
defined as a hardware and software infrastructure that enables users to apply the resources of many
computersto a single problem.

22. Do you currently use grid computing capaleitift
oYes (continue with questions 23-27)
o No (continue with questions 28-30)
o Don’'t know (continue with questions 28-30)

Grid Computing Continued

For the purpose of this surveyrid computing is defined as a hardware and softwar e infrastructure that
enables users to apply the resources of many computers to a single problem.

23. Have you used TeraGrid resources in your@yidputing work?

o Yes
o No
o Don't know
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24. How would you describe your use of grid sesior software (e.g., Globus Toolkit, Condor,
GridShell) in the past year?

o Have used grid tools in production runs

o Have started to experiment with grid softwareeist runs

o Have heard about and investigated capabilitiesredf by grid services or software
o Don’t know

o Not applicable

o Other (please specify)

Please indicate the extent to which you agree thigifollowing statements with regard to grid
computing.

25. | expect my usage of grid computing to contiimutine future.

o Strongly Agree

o Agree

o Neutral

o Disagree

o Strongly Disagree

26. Overall, I find grid computing useful in mysesarch.

o Strongly Agree

o Agree

o Neutral

o Disagree

o Strongly Disagree

27. ltis easy for me to become skillful at gradmputing.

o Strongly Agree

o Agree

o Neutral

o Disagree

o Strongly Disagree

Grid Computing Continued

For the purpose of this surveyid computing is defined as a hardware and softwar e infrastructure that
enables users to apply the resources of many computers to a single problem.

28. | would find grid computing useful in my resea

o Strongly Agree

o Agree

o Neutral

o Disagree

o Strongly Disagree
o Don’t know
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29. | would find it easy to become skillful at@ddomputing.

o Strongly Agree

o Agree

o Neutral

o Disagree

o Strongly Disagree
o Don’t know

30. During the next 6 months, | plan to experimeith grid computing in my research.

o Strongly Agree

o Agree

o Neutral

o Disagree

o Strongly Disagree
o Don’t know

Use of TeraGrid

This section seeks your general opinions about ysearof TeraGrid. In the sections that follow hne,
you will be asked for more specific information abgour use of TeraGrid. For the purpose of this
survey,TeraGrid use is defined as the utilization of any TeraGrid compute resources and non-compute
resources (e.g. data storage and management, servers, networks, visualization, and tools and software).

31. Please indicate the extent to which you agittethe following statements with regard to TeraGr

Strongly | Agree | Neutral | [»agree| Strongly | Not
Agree Disagree | applicable

Use of TeraGrid enables me to
accomplish research tasks more
quickly.

Use of TeraGrid increases my
research productivity.

Use of TeraGrid is important to
help me achieve my career goals.

Overall, | find TeraGrid useful in
my research.
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32. Please indicate the extent to which you agittethe following statements with regard to TeraGr

Strongly
Agree

Agree

Neutral

agree

Strongly
Disagree

Not
applicable

It is easy for me to become skillfu
at using TeraGrid.

It is easy for me to get help from
TeraGrid support when | need it.

| find it difficult to get TeraGrid to
do what | want it to do.

Overall, | find TeraGrid easy to
use.

33. Please indicate the extent to which you agfittethe following statements with regard to TeraGr

my work on TeraGrid is available
to me.

Strongly | Agree | Neutral | [Bagree| Strongly | Not
Agree Disagree | applicable
A specific person (or group) is
available to assist me in using
TeraGrid.
Up-to-date documentation on the
software that | need to accomplish

Guidance is available to me in th
selection of TeraGrid resources.

1%

Other people | work with think |
should use TeraGrid.

Researchers in my field who use
TeraGrid have more prestige thal
those who do not use TeraGrid.

—

34. On average, how frequently have you used TredaGthe past year?

o Daily

o Weekly
o Monthly
o Quarterly
o Twice

o Once

o Never
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35. Approximately how many times have you contdteraGrid support in the past year?

o None

o Once

o 2-5 times

o 6-10 times

o More than 10 times

36. Please rate your satisfaction level with teeaGrid support received in the past year.

oExtremely Satisfied

o Satisfied

o Neutral

o Dissatisfied

o Extremely Dissatisfied
o Not applicable

37. Are you affiliated with a Science Gateway pobjthat has a TeraGrid allocation?

o Yes
o No
o Don't know

38. Are you currently or have you previously bedfiliated with a TeraGrid ASTA (Advanced Support
for TeraGrid Applications) project?

o Yes
o No
o Don't know

Please indicate the extent to which you agree thigifollowing statement.
39. lidentify myself as a TeraGrid user.

o Strongly Agree

o Agree

o Neutral

o Disagree

o Strongly Disagree

40. What are the twmost significant barriers you have encountered in your use of Ted@GEach line
is limited to 175 characters.

41. What would make TeraGrid more useful to yolegage list the two things that arest important to
you (e.g. services, functions, tools, policies,)gtach line is limited to 175 characters.)
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Demographic Information

42. Which of the followindpest describes your current professional status?

o Assistant Professor

o Associate Professor

o Professor

o Junior Research Scientist
o Senior Research Scientist
o Research Programmer

o Research Assistant

o Postdoc

o Graduate Student

o Undergraduate Student

o Other (please specify)

43. What kind of institution are you affiliatedtiv?

o Research university (PhD granting institution)
o Teaching university or college

o Government agency

o Nonprofit organization

o Commercial business or service provider

o Other (please specify)

44. What is the name of the institution you aféiatied with?

45. What is the highest academic degree you hbtaened?

o Bachelor’s

o Master’'s

o PhD or equivalent

o Other (please specify)

46. In what year did you obtain your highest de@re

47. What is your gender?

o Male
o Female

48. In what year were you born?
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Appendix D: Responses to Open-Ended Questions

The survey included two open-ended questions. Gakedarespondents to the name the most
significant barriers they had encountered to thee of TeraGrid (Q40), and the other requested
suggestions for things that would make TeraGrid enoseful to them (Q41). Responses were
analyzed and grouped according to fourteen typdsagfers and the same number of categories of
improvements. A sample of responses in each codexjjary to the question regarding barriers is
given below. This is followed by things that resgents noted would make TeraGrid more useful to
them as regards the top 3 barriers to TeraGrid:tyobaround time; documentation, support, and
training, and applications software. Most of thggested improvements in each category were
opposing statements to the given barriers. For pl@na common suggestion to improve lengthy
waits in the queue was to find ways to shorten quémes. We do not list this type of response
below. Instead, we focus on more substantive imgmmants made by respondents.

Job submission, scheduling, and turnaround

Barriers

Queue is slow/clogged especially close to major holidays

After | submit my job | have to wait too much time for my job to run. For example, my job takes just a
day, but | have to wait more than one week after submitting my job

Queue backups: This not only hinders production but is also extremely detrimental to model
development.

Since October 2006, queue waits for 96-hour jobs have been 14-21 days!

Jobs stay queued up for a long time (weeks at times) mainly because TOOOOO many processors
are perpetually engaged in executing priority jobs

| need to run many small, relatively short simulations (i.e. 8-16 processors per job), but there doesn't
seem to be a queuing system on NCSA appropriate for this.

Long queue times/not enough processors

Queuing system will halt sometimes

Lack of a real test queue

Too many single processor/serial jobs slowing throughput on the system
Priority given to larger jobs versus small ones

Lack of support for medium-sized (~64-processor) jobs

Limitation in number of jobs that can be submitted to queue (Machines are set up for large parallel
jobs rather than many independent runs, which | need.)

Queue penalty for requesting long run times
The fact that | have to be in the queue for a long time and after that send my work several times to
get it all done. In my cluster | run the whole work once; in TeraGrid | run the job in pieces.
Suggestions

Knowing how the batch system works

Automated co-scheduling

Some way to submit jobs to a single queue for execution on multiple systems (of same architecture).
A tool that identifies the shortest queue in my available TeraGrid resources

Jobs terminated abruptly due to system crashes should have highest priority when resubmitted.
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Documentation, support, training
Barriers

Had no idea what | was doing
| am extremely busy and have little time to learn necessary details.
Enough dedicated time (I teach at a PUI) to access and learn how to use TeraGrid
Finding the time to make good use of the resources
Getting started—different environments on different systems
Understanding the complexity of TeraGrid
Learning commands
Getting my graduate students to learn the ropes
New students working on my research team must train themselves on how to use the system
Going to help@teragrid.org vs. help at the local computing center
Cannot ask questions face-to-face
Lack of real-time technical support
Lack of homogeneity in user support with some very good and some not so good advice
It's hard to find the appropriate cluster | want to use
Figuring out what resources were available
The lack of on-line documentation
Lack of up-to-date online information regarding installed software, libraries, and compilation
Poor online help
Simpler web site needed
Navigating through the web pages to figure out how to set up a passkey to access IU systems
Learning how batch jobs function on the clusters
Learning curve associated with Grid middleware (Globus, etc.)
Apparent complexity of system software has made me reluctant to experiment with Grid computing
It's hard to figure out how to send jobs to the grid to run anywhere and not just at a particular site.
Support for third-party products (i.e., Intel compiler)
Parallel computing knowledge
My own programming abilities
Suggestions

An introduction to TeraGrid (how to use it, how to use it efficiently, etc.)
Training seminar/courses/online tutorials on using the system

Tutorials on how to use the software tools installed on each site (i.e., step-by-step instructions and
working example code

Better documentation on how to use the third party software installed on TeraGrid resources. For
example, location of scripts to run these programs if they exist, scratch space location.

More up-to-date documentation on Gridshell
More up-to-date web pages describing new machines, incorporating user experience

If there were an interface where | could submit job exactly as | do locally, but to a port that is
"TERAGRID' or something straightforward

Example code
More case studies on scientific software
Public folder with examples (can also be from users of TeraGrid)
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Applications software
Barriers

Initial software set-up

Porting software to specific TeraGrid machines

Front end vectorization of our code

Getting software working correctly

Parallelization of in-house codes

Modifying our home-grown simulation tools to work successfully in a grid environment
Difficult to use CHARMM on TeraGrid

The difficulty to have custom versions of NAMD running

The need to rewrite code for checkpointing

Commercial software (for computational simulations) is not supporting the kind of operating systems
of some supercomputers.

Availability of commercial software

Availability of compiled 'standard' software

Lack of updates as to new software packages

Trying to figure out how to run third-party software on TeraGrid

Poor third-party software management, poor maintenance of third-party software
Lack of easy to use parallel MATLAB interface

Parallelization of third-party codes

Getting an open-source application to run successfully

Software scalability

Suggestions

A service to help adapt my existing scripts for use on TeraGrid
Support and provide graphical interface tools for running community codes
Short job scripts for different software (NSchem, GROMACS, NAMD, Gaussian)

System availability, performance, and stability and network speed and performance

System stability issues

BlueGene hardware and stability issues

Platform instability

Intermittent machine reliability

Cluster downtime

gpfs reliability on the 1A-64 cluster

Unavailability of certain machines due to maintenance all the time
Interruption to work due to computer crashes

Machine crashes have resulted in pushing jobs all the way down in queues.
If a job is not finished, everything is lost.

Network speed is not high enough.

Remote network connection speed

Insufficient access to TG networks and supporting hardware to drive high-volume data transfers
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Programming tools (compilers, debuggers)

Compiler differences on machine.
Not the best compilers in the more appropriate nodes

The compiler and linker guidance for some important software, e.g. NAMD, CHARMM are not
available at some TERAGRID slots.

| often compile with g77 my codes. TeraGrid, | think, doesn't support it.
Manuals on compilers

Some differences between the compilers and the internal representation of numbers in TeraGrid
respect to other computers used by me that implied different results in computations.

Very long compile times on login nodes
Remote debugging of our parallel codes is hard.
The difficulties in debugging my code on the system

Resource limitations (lack of CPUs, memory, disk, storage)

More CPUs

Memory limitations of each processor

Lack of accessible nodes with large enough shared memory

The 1 GB memory barrier does not allow me to debug large programs quickly

My jobs require hundreds of GB of memory, hundreds of processors, and terabytes of disk space
The difficulty in running a large problem with a limited home directory

The availability of more high-SMP machines would be useful

Storage is very limited

Small home disk quota

Limited hard disk space

Run time limitations
Time limit
The 18 hours time limit
Each job only can run 12 hours but the initialization needs 1 hour for the large dataset.

Time limit per job was/is set to 18 hours. This reduced the range of sensible ab-initio calculations
tremendously.

The walltime limit in the script is not quite the real walltime limit of the run.
After the job is running, | cannot extend the time limit from 48 to 100 hours
Getting ability to run continuously for extended time- weeks

The unavailability or difficulty in getting access to long-time (say 5 days) jobs
18 hour limit for each submission, when longer (50+ hrs) simulation is needed
Modifying software to accommodate runtime limits

Heterogeneity of resources and RPs

Different operating systems and architectures

The heterogeneous environments of the various centers. For example: different queues, different
policies, different submission software (e.g., PBS, mpirun)

Each system has a different procedure for submitting jobs and for storing data in long-term storage. It
would be easier to learn and use if all were the same.

Managing my knowledge of all the queuing systems, system environments unique to each machine
Learning unique aspects of each system
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The servers do not have a unified user interface. | have to learn how to use it each time | switch to a
new server.

Non-uniform rate structures

Different login procedures at different sites

Different library locations/versions on each machine

Lack of conformity between platforms event to the extent of accounts
Inconsistent development environment

Maintenance of different archival areas

It is unclear how data is shared (if at all) between TeraGrid sites

Difficulty in making sense of available resources. (TeraGrid is loosely organized; making it hard to
become skilled on more than one available machine.)

The software stack available: I'm using a large package and to install it on different machines is too
much effort.

Constantly changing APIs and incompatible versions causing extra work just on implementing my
scripts and preventing me from spending that time on research

Other software issues (including system software, grid tools, libraries)

It is hard to find the location of the library that | need. (ex. parallel HDF5)
Unsupported libraries or tools

gridftp protocols are pretty opaque and have syntax that is too arcane
Tools for inter-site work and transfers are overly cryptic.

Lack of stable, robust and standard grid computing software

Allocations

Bureaucratic overhead

Limited allocation

The complicated and slow allocation process

Applying for compute time is a time-consuming process.
Allocation process is slow and demanding.

Writing proposals -- lots and lots of work to actually write these
Others’ hesitation in applying for allocations

My grant allocation was 1/3 less than what | proposed.

Having proposals reviewed once for science, then a second time, by non-experts, for computing
allocation.

CPU allocation limited or denied due to lack of benchmarking demonstration
It's not easy to get the Medium Resource Allocations after | used up the Development Allocations.

Allocation of more hours for researchers who need them would improve efficient use of the TeraGrid
resources.
Access to TeraGrid should be open to everyone who needs it.

Accounts, authentication, security

Multiple login names

Complex login management procedures; difficult to reset password once the original expires
Username differences

Don't like the portal for adding new users

Understanding how to obtain passwords, log in, and configure accounts
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Getting username and password through mail
Passwords that were mailed to me were incorrect
Getting account

Setting accounts

Availability and consistency of account information

Inability to easily track allocation depletion per day on a per RP basis. A historical report should be
easy to acquire

Passwords/ssh keys/certificates
Getting certificate
Firewall policies make it difficult to connect TeraGrid resources to non-TeraGrid resources

Security is important, but it is the biggest issue for user to access resources easily. In fact, it is not so
important in research areas (personal opinion).

Grid security: ssh and scp work so much better, when you run jobs for months you can't be renewing
certificates all the time. Have the people who design this software ever done a big calculation?

Data management, movement, analysis, and storage

Data management

Large amount of time it takes to write data to files, save/get them from storage, etc.
Slow file transfers to/from sites and hard-to-use file transfer capabilities

Inability to transparently move data between TeraGrid sites

Narrow bandwidth for data transfers

Manually transferring data consumes a lot of time

Tansfer of large datasets across multiple sites

Difficulty to visualize results on TeraGrid machines

Limited nodes for post-processing, visualization

Lack of data analysis applications available

Managing workflow on all the machines simulataneously (especially data processing and storage)
Data storage policies: How much storage can | use and for how long?

Persistent storage

Information services (Most of the responses in this category simply said “services.”)

Services
Accurate updating on the TeraGrid User Portal
A more detailed and transparent queue status information system

Not so many emails but maybe just a webpage, which gives current stage of different computers
(down, up, under maintenance, etc.)

Universal monitoring system

If there are any users occupying most of the slots, | hope the information will be available to other
general users

Usefulness of TeraGrid

Not clear need for it in current research
Lack of knowledge of possibilities
| do not see how it would enhance my research productivity or that of my group.

I'm not sure that it would really benefit my research. What | need is a fast computer with lots of
memory. It's not clear that my productivity would improve by using distributed resources.
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Fear of switching to something different than traditional supercomputing resources
Inertia (things work now - why change?)
If one has 100 processors, but 100 people want to use it, there is no advantage to using TeraGrid.

It is not clear to me why there is a need to have grid resources (with respect to traditional
supercomputers).

| use NCSA machines, but know little about TeraGrid. | know that the NCSA machines are part of
TeraGrid. That is about it.
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