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CHAPTER I

Introduction

1.1 The Solar Wind

A common misconception among the layperson concerning the space environment

is that, beyond massive bodies such as planets, space is a perfect vacuum. While this

approximation is useful under some circumstances, it is far from the truth. Plasma,

or electrically charged gas, is omnipresent and non-trivial in the universe.

The most important source of plasma in our solar system is the Sun. Hot plasma

is accelerated from the solar surface to supersonic speeds into the heliosphere. That

this plasma, now known as the “solar wind”, reaches supersonic flow speeds was

originally predicted by Parker (1958); it was finally measured by the Luna 1 satellite

in 1959.

This plasma is in the presence of the Sun’s strong magnetic field. The bulk flow

of the plasma and the time evolution of the magnetic field lines are coupled through

the induction equation, seen in Equation 1.1. The first term on the right side of

Equation 1.1 is dependent on flow velocity, while the second term is dependent on

the magnetic viscosity (Equation 1.2). In a slow moving plasma, the first term may

be neglected and the induction equation becomes a diffusion equation, allowing the

field to diffuse through the plasma. Alternately, when the plasma is fast moving and

1
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viscosity is low (for example, the conductivity, σ0, is very high), the second term may

be neglected and the magnetic field is “frozen in” to the advecting plasma and the

two move together. This is the case in the solar wind, so the Sun’s magnetic field is

pulled out into the heliosphere along with the plasma. Away from the sun, this field

is known as the “Interplanetary Magnetic Field” or IMF.

(1.1)
∂B

∂t
= ∇× (u×B) + ηm∇2B

(1.2) ηm =
1

σ0µ0

Average solar wind characteristics at the first Lagrangian location (L1, ∼1.5 mil-

lion km from the Earth radially towards the Sun) are listed in Table 1.1. These

values are hardly stable, however, as transient events on the solar surface can quickly

increase the values listed in Table 1.1 as well as the complexity of the IMF (Hund-

hausen, 1972; Burlaga, 1995). Examples of such events are solar flares, coronal mass

ejections (CMEs), and high-speed streams. These events vary with the solar cycle

(Feynman and Gu, 1986).

Quantity Value
Plasma number density 8.7cm−3

Bulk velocity 470km/s
Proton Temperature 1.2 ∗ 105K
Magnetic field strength 6.2nT

Table 1.1: Average plasma and IMF properties at the L1 point. (Gombosi, 1998).

1.2 The Terrestrial Magnetosphere

The Earth’s magnetic field stands as an obstacle to the solar wind. Because the

frozen flux approximation, as described above, is still valid, solar wind particles and

the IMF cannot readily cross terrestrial field lines. This causes the formation of
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a hydrodynamic shock that transitions the solar wind from supersonic to subsonic

velocities while increasing the density, temperature, and field strength (typically

by factors of 4.) Further inside the region of shocked solar wind plasma, a cavity

forms that separates solar wind fields and plasmas from terrestrial fields and plasmas

(Chapman and Bartels, 1940). This cavity stretches from 10 Earth Radii (RE)

upstream of the planet to several hundred RE downstream and is known as the

magnetosphere.

Figure 1.1 shows a basic diagram of the a slice of the magnetosphere taken in

the noon-midnight meridian. Just inside of the bow shock is the magnetosheath, a

region encasing the magnetosphere that contains shocked solar wind plasma. The

boundary between the region of solar wind and terrestrial magnetic field and plasma

marks the magnetopause.

Figure 1.1: Noon-midnight meridian slice of the magnetosphere showing locations of various regions
and particle populations. In this diagram, the Sun is to the left. (Wolf, 1995).

Without a flowing solar wind, the shape of the magnetosphere would follow the

dipole shape of the Earth’s intrinsic field. Because of the validity of the frozen

flux approximation, however, the dayside magnetopause is pushed Earthwards. The
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standoff point in the equatorial plane can be expressed as a balance between the

ram pressure of the solar wind and the magnetic pressure of the terrestrial field

(Equation 1.3, where u is the bulk flow of the solar wind, ρ is the mass density, and

B0 is the strength of the terrestrial field at the standoff point). On the nightside of the

magnetosphere, field lines are stretched downstream to form a magnetotail. The size

and shape of the magnetosphere is highly variable, depending on solar wind velocity

and density and, as will be discussed later, reconnection rates and magnetospheric

plasma pressure.

(1.3) ρu2 ≈ B0

2µ0

The inner magnetosphere region houses three important particle populations that

overlap spatially. The first is the plasmasphere, extending out to a radius of 3-5

Earth Radii (RE). This population is cold (∼1eV) and dense (∼100cm−3) plasma

whose source is the upper atmosphere of the Earth’s atmosphere, the ionosphere

(Horwitz and Singh, 1991). Overlapping this region and extending to 6-7RE are the

radiation belt and ring current populations. There is no clear distinction between

these populations, but it is reasonable to treat ring current particles as those with

keV energies and radiation belt particles as those with 100’s of KeV to MeV energies

(Wolf, 1995). The source of the ring current and outer radiation belt particles is

plasma entering through the plasma sheet; the mechanisms and ultimate sources

will be discussed in Sections 1.3 and 1.4 and investigated in depth in Chapter V.

Particles in the magnetosphere are subject to three basic types of motion: cy-

clotron motion about field lines, bounce motion between magnetic mirror points

along field lines as the lines diverge and converge between magnetic poles, and drift

perpendicular to the magnetic field (Kivelson, 1995; Gombosi, 1998). The third is

the most important when following bulk flows of particles through the inner magne-
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tosphere as it is responsible for the transport of the plasma throughout this system.

Drift perpendicular to the field is the result of an external force (F) changing the

gyroradius of a particle of mass m and charge q as it circulates around a field line (B).

The general form is seen in Equation 1.4. There are three types that are of concern

for the inner magnetosphere: drift due to electric fields and drift due to gradients

and curvatures of the magnetic field. The drift equation combining all of these effects

is seen in Equation 1.5. In the first term, E refers to the corotational electric field

caused by the rotation of the Earth. This field converges on the body and is always

present in the magnetosphere; other large scale electric fields may also be imposed

(see Section 1.3). The result of this term is a total plasma drift that rotates with the

Earth, independent of mass or charge. The next term is the combined gradient and

curvature drifts. Unlike the first, this term is dependent on the particle’s charge and

kinetic energy perpendicular to and parallel to the magnetic field. The resulting drift

causes ions to flow opposite of the Earth’s direction of rotation; electrons opposite

of the ions. Energy dependence creates the distinction between cold plasmasphere

particles, whose drift is dominated by the first term, and ring current and radiation

belt particles, whose drift is dominated by the second.

(1.4) VDrift =
m

q

F×B

B2

(1.5) VDrift =
E×B

B2
+
m

q

v2
‖ + 1

2
v2
⊥

B

B×∇B
B2

There are several ways in which particles may escape the magnetosphere (Wolf,

1995). The first is transport via guiding center drift to the magnetopause and into

the sheath. Another important mechanism is loss into the ionosphere. As charged

particles bounce between mirror points, they may be disrupted (typically via plasma

waves) as to change their mirror point to be deeper within the atmosphere, where
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they cannot exit. Finally, charge exchange with neutral particles allows previously

charged particles to leave the confines of the Earth’s magnetic field. Investigation of

the importance of various loss processes is a rich and important field of study.

1.3 Energy Transfer Between the Solar Wind and Magnetosphere

Energy transfer from the solar wind involves transferring the momentum of the

solar wind to the fields and particles inside of the magnetosphere. This imposes a

motional electric field, or that which satisfies the generalized Ohm’s law when the

conductivity is sufficiently large (Equation 1.6), across the magnetosphere, changing

the drift paths of particles flowing due to Equation 1.5. The net effect is large-

scale convective motion of plasma and field lines. There are two well researched and

accepted modes for transferring energy from the solar wind to the magnetosphere.

(1.6) E = −u×B

The first mechanism is that of magnetospheric convection, as conceived by Dungey

(1961, 1963). This process begins with reconnection at the subsolar point. This opens

the magnetosphere to the motional electric field of the solar wind and creates large-

scale convective motion of terrestrial field lines from the dayside reconnection point

to the far tail and back again.

Magnetic reconnection (Dungey, 1953), the ignition of the Dungey magnetosphere,

occurs when two plasma populations with antiparallel magnetic field configurations

are brought together at an interface (Figure 1.2, left panel). As the two populations

and their respective magnetic fields are pressed together, the first term of Equation

1.1 begins to diminish as u → 0. Simultaneously, kinetic collisionless processes

diminish the conductivity (σ0 in Equation 1.2) (Drake and Shay, 2007), increasing
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the importance of the second term on the right hand side of Equation 1.1. This allows

the field to diffuse across the boundary, changing the topology of the magnetic field

(Figure 1.2, center). Plasma flowing into the reconnection site is accelerated away

along with the newly reconnected lines (Figure 1.2, right).

Figure 1.2: A diagram illustrating the topological changes in magnetic field that occur during re-
connection. The long lines are magnetic field lines, the short arrows indicate plasma
flow. At t<0 (left), the field lines have not yet reconnected but are advecting towards
each other. At t=0 (center), field lines begin to diffuse across the two plasma popula-
tions. At t>0 (right), plasma is accelerated away from the null point, carrying newly
reconnected lines with it. (Gombosi, 1998).

The rate of this reconnection is defined as the inflow velocity of plasma into the

merging region and can be expressed several ways. Sweet (1958) and Parker (1957)

were the first to quantify this rate for steady state reconnection; their result is seen

in Equation 1.7, where vA is the Alfvén wave speed (Equation 1.8), and S is the

Lundquist number (Equation 1.9). The Alvén speed is dependent on the mass density

of the plasma (ρ) and the strength of the field (B); it is the speed at which electromag-

netic information travels through the magnetosphere. The Lundquist number, or the

ratio between the time scales of resistive diffusion and the Alfvén wave speed, is de-

pendent on the length of the reconnection zone (L) as well as the resistivity (η). The

Lundquist number is typically very large for space plasma applications, resulting in a

reconnection rate that is too slow to account for short timescale events in the Earth’s

magnetosphere. To overcome this, Petschek (1964) re-derived the reconnection rate



8

that took into account slow, standing shocks radiating from the reconnection zone.

The result, seen in Equation 1.10, is now inversely proportional to the natural log

of the Lundquist number, increasing the rate by several orders of magnitude. This

expression grows increasingly complex as more factors are taken into account (e.g.,

Sonnerup (1974); Borovsky and Hesse (2007); Cassak and Shay (2007)). As will be

seen, these rates are of great significance to solar wind-magnetosphere coupling.

(1.7) vin =
vA

S1/2

(1.8) vA =
B√
µ0ρ

(1.9) S = µ0LvA/η

(1.10) Vin =
vAπ

8ln(S)

Reconnection between the IMF and the terrestrial magnetosphere at the subsolar

point arises when the IMF is southward oriented or, equivalently, parallel to the

terrestrial dipole axis (Figure 1.3, lines labeled 1). This reconnection combines a

purely IMF field line with a purely terrestrial field line (or a “closed” field line as

each end is connected to the Earth) to create an “open” field line, which is closed to

the Earth at one end but travels far into the solar wind at the other. These newly

open field lines are still flowing with the solar wind far away from the Earth, so they

are convected over the polar caps toward the night side of the the magnetosphere

(Figure 1.3, lines 2, 3, and 4). The motion of the field lines is mirrored at their

ionospheric footprints, as seen in the lower-right of Figure 1.3

There are two immediate consequences of the dayside reconnection. First, mag-

netic flux is eroded from the dayside magnetosphere, changing the location of the
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Figure 1.3: A diagram of the Dungey (1963) model for magnetospheric convection. The numbers
show how field lines progress through the convection pattern as time advances. Motion
of the lines is mirrored in the ionosphere, as is seen in the lower-right hand side. This
process opens the magnetosphere up to the motional electric field of the solar wind,
which maps down to the ionosphere. (Hughes, 1995).
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dayside magnetopause. Secondly, the magnetosphere is now open to the motional

electric field of the solar wind as experienced in the Earth’s reference frame (Equa-

tion 1.6). Because the field lines act as equipotentials (Gombosi, 1998), this potential

maps down to the ionosphere, where plasma electromagnetically drifts with the con-

vecting field line footprints. The relationship between this cross polar cap potential

drop and the solar wind has been thoroughly investigated (Reiff et al., 1981; Hones,

1984; Kamide and Slavin, 1986; Goertz et al., 1993); it has been linked to solar wind

Mach number and reconnection rate (e.g. Siscoe et al. (2002); Ridley (2005)).

Figure 1.4 shows polar cap potential information during a period of southward

IMF driving. The two-cell pattern is a typical signature of Dungey-type magnetic

convection. The equipotential lines indicate plasma streamlines as field line footprints

move first anti-sunward across the polar cap, then return to the dayside at lower

latitudes.

As magnetic flux builds on the night side of the magnetosphere, lines are pressed

together down tail (Figure 1.3, lines 4 and 5). Because these lines are antiparallel,

a second reconnection point forms (Figure 1.3, lines 6). This results in a purely

IMF field line that may flow downstream to be reunited with the solar wind and

new closed field lines that snap Earthwards in response to the magnetic tension force

(Figure 1.3, line 7). These field lines finally advect around the inner magnetosphere

to replenish dayside flux (Figure 1.3, lines 8 and 9).

While it is questionable whether or not the dayside and night side reconnection

rates can remain balanced (e.g., Kivelson and Spence (1988); DeJong and Clauer

(2005)), the effects of unbalanced rates are frequently observed. When the night

side cannot return magnetic flux as fast as dayside reconnection can provide it, flux

builds up in the tail (Figure 1.5, frame A). As magnetic pressure builds in the tail, a
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Figure 1.4: The two-cell convection electric field in the northern ionosphere resulting from the
motional electric field of the solar wind penetrating the magnetosphere. Local noon is
on the top of the plot, local dawn (dusk) on the left(right). The color contours, outlined
by the thick, solid and dashed contour lines, show potential strength in kilovolts; blue
is negative while yellow is positive. Minimum and maximum voltage values are shown
to the left and right of the plot. This plot is the result of coupled MHD and ionospheric
electrodynamics numeric modeling, as described in Chapter III.
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new, near-Earth neutral line forms and quickly reconnects tail field lines (Figure 1.5,

frame B). The mechanism responsible for beginning this process is still under dispute.

As the last closed line is reconnected, the tail snaps towards the Earth, making the

field topology more dipolar. This is often referred to as a “dipolarization” of the

magnetosphere. The circular, self connected field lines are no longer restrained by

the magnetosphere. This “plasmoid” is free to eject down tail (Figure 1.5, frame B).

These events are known as “substorms” (Akasofu, 1964; McPherron, 1973; Russell

and McPherron, 1973; Rostoker et al., 1980; Baker et al., 1997), and are an interesting

and important dynamic in the magnetosphere.

Figure 1.5: A basic diagram of a magnetospheric substorm. In frame (a), unbalanced reconnection
builds up magnetic flux in the tail. In (b), rapid reconnection develops at a near-Earth
neutral line, resulting in (c) plasmoid formation and dipolarization of the magneto-
sphere. Cowley (1996).

The description of the Dungey model of magnetospheric convection thus far has fo-
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cused on southward IMF orientations. Such driving has been observed (e.g. Coleman

et al. (2001); Sandholt and Farrugia (2003)) and examined (e.g. Friis-Christensen

and Wilhjelm (1975); Luhmann et al. (1984); Cowley et al. (1991)) for other orien-

tations as well. Different orientations result in very different ionospheric potential

patterns and plasma flow patterns.

The case for northward IMF was explored in detail by Song and Russell (1992).

For this scenario, field lines are antiparallel not at the subsolar point, but at two high

latitude locations: one above the north pole and one below the south. This reconnec-

tion adds a solar wind field line to the dayside magnetosphere rather than erode the

flux away. The new flux tube then “sinks” into the magnetosphere, bringing solar

wind plasma with it. Through the interchange instability (Gold, 1959; Ö. Sonnerup

and Laird, 1963), the field lines are pulled azimuthally around the magnetosphere,

forming the low-latitude boundary layer. Energy from the highlatitude reconnection

is converted to thermal energy as the field line is shortened, then converted to kinetic

energy through the instability.

As Dungey (1961, 1963) was proposing the preceding theory for energy transfer to

the magnetosphere, Axford and Hines (1961) were developing an alternate method.

Rather than rely on magnetic reconnection, Axford and Hines (1961) suggested that

viscous interactions between the solar wind and the flank magnetospheric plasma

could result in the transfer of momentum across the boundary. Flank plasma is then

drawn to the night side, where an increase in pressure would force a return flow

(Figure 1.6). This flow would pull magnetic field lines with it, imposing a dawn-dusk

motional electric field (Equation 1.6) that maps to the ionosphere in the same fashion

as Dungey (1963), again seen in Figure 1.4.

The Axford & Hines viscous interaction model for magnetospheric convection has
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Figure 1.6: A diagram of the magnetospheric flows caused by viscous interactions between solar
wind and flank magnetosphere plasma. The slice is in the magnetic equatorial plane
with the Sun to the far left of the figure. Axford and Hines (1961).

some interesting distinctions from its Dungey counterpart. Axford & Hines type

driving only produces a single convection pattern, as opposed to the Dungey model

which yields different patterns for different reconnection configurations. Because the

solar wind is always blowing, viscous driving does not “turn off” as reconnection

driven driving can when the IMF changes orientation. It has been shown that this

type of driving yields a consistent background cross polar cap potential of 35kV

(Reiff et al., 1981), and viscous interactions are considered to account for 10-20% of

the energy transferred from the solar wind to the magnetosphere (Hughes, 1995).

A final note concerning this mode of driving: the original work by Axford and

Hines (1961) did not suggest a specific mechanism to account for the viscous interac-

tions. Observational support for the existence of a viscous mechanism of momentum

transfer was published early by Sonett (1960). A popular, contemporary candidate

is the Kelvin-Helmholtz instability (Sckopke et al., 1981), with recent observational

(Fairfield et al., 2000) and modeling (Damiano et al., 2008) results yielding new evi-
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dence. Axford and Hines (1961) were careful to note that the exact process was not

important, just that such an interaction exists.

1.4 Sources of Magnetospheric Plasma

Given the above descriptions of solar wind-magnetosphere coupling, the most

obvious plasma source for the magnetosphere is the solar wind itself. Following

Dungey (1961), reconnection in the tail accelerates plasma tied to the field lines into

the plasma sheet and inner magnetosphere. It has been argued that this is the pri-

mary source of sheet and ring current particles (Eastman et al., 1985; Kivelson and

Spence, 1988; Lennartsson, 2001), and recent modeling efforts provide support for

this (Winglee, 2003; Moore et al., 2005). Alternatively, flank interactions, as postu-

lated by Axford and Hines (1961), allows mixing of the two populations, drawing in

fresh solar wind particles into the sheet and inner magnetosphere. This method has

observational (Eastman et al., 1985) and numerical (Damiano et al., 2008) support

as well.

Another source is the Earth’s ionosphere. The predominate escape mechanism is

the polar wind, first proposed by Axford (1968) and Banks and Holzer (1968). This

process begins with the escape of electrons, setting up an ambipolar electric field

between them and the major ionospheric ion, O+, and the minor species, H+ and

He+. The field accelerates the ion species, but the massive oxygen is not accelerated

as quickly as the smaller ions, thus preserving the ambipolar field. A situation arises

that is analogous to the solar wind acceleration, and the light ions reach supersonic

outflow speeds. This flow is augmented by bulk auroral upflow of particles that are

heated, likely through frictional heating (Heelis et al., 1993; Wilson, 1994), whose

source is lower in altitude that the polar wind (Loranc et al., 1991; Wahlund et al.,
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1992).

There exists non-polar wind processes that draw out significant, more energetic

oxygen as well (Abe et al., 1993; Ganguli, 1996; Yau and André, 1997; Andre and

Yau, 1997). The resulting flows are known as ion beams, ion conics, and upwelling

ions. The names derive from the pitch angle distribution of the populations, and the

distinctions are not sharp (Andre and Yau, 1997). The exact mechanisms driving

these flows is not well understood. Vertical accerlation is believed to be a combina-

tion of parallel electric fields (Klumpar et al., 1984) and ion heating over an extended

altitude (Temerin, 1986). Perpendicular energization, which creates ion conics, is be-

lieved to be driven by wave-particle interactions (Chang and Coppi, 1981; Borovsky,

1984; Hultqvist, 1991), especially resonance with waves of frequency on the order of

the gyro frequency (Ashour-Abdalla and Okuda, 1984; Chang et al., 1986).

While it is well accepted that the ionosphere is the main source of the plasmas-

phere population (Horwitz and Singh, 1991), its contribution to the plasma sheet and

ring current has been a long standing question. Large fluxes of O+ are observed dur-

ing geomagnetic storms (Shelley et al., 1972; Lennartsson and Shelley, 1986; Nosé

et al., 2003; Denton et al., 2005), indicating ionospheric plasma origins. Further-

more, it has been argued that ionosphere sources could account for nearly all of the

magnetosphere plasma (Chappell et al., 1987, 2000; Huddleston et al., 2005). Si-

multaneously, detections of He++ (Lennartsson, 2001) imply plasma from solar wind

origins. The strength of each source and the exact mechanism remains unsolved.

Accurate knowledge of magnetospheric plasma sources is vital for accurate modeling

and understanding of the coupled ionosphere-magnetosphere system.
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1.5 Motivation of This Work

The magnetosphere acts as a giant, self-perpetuating, natural plasma laboratory.

Studying this region yields insight into how charged particles behave in complex elec-

tromagnetic fields. This expands the scientific community’s knowledge of processes

such as magnetic reconnection, wave-particle interactions, and ion-neutral interac-

tions. This understanding is relevant to other fields that study plasma mechanics,

such as fusion physics.

Just as tropospheric weather plays an important role in everyday life, the interac-

tion between the space environment and human technological systems has given rise

to the notion of “space weather.” Ionospheric currents can couple into long, ground-

based conductors, damaging electrical lines and stations and dangerously heating oil

pipelines. Communication satellites are vulnerable to signal scintillation, electrical

charging, and increased atmospheric drag- all driven by magnetospheric processes.

Even commercial airlines face new risks as crews and passengers are exposed to

radiation during transpolar flights. Table 1.2 summarizes the averaged annualized

losses of these and other industries due to space weather. These losses continue to

grow as reliance on technological systems, as well as their sensitivity to the space

environment, continues to grow.

Sector Annual Space Weather Loss
Commercial and Government Satellite Operations $700 Million
Electric and Oil Utilities $150 Million
Commercial Airlines $200 Million

Table 1.2: Average annual losses due to space weather on several industries. Compiled from Horne
(2001).

The operational aspect of this area of research gives it practical significance that

is far more direct than many other scientific focuses. Dependence on space-borne

intelligence systems makes space weather a topic of national security. This drives
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demand for advances in this subject by government agencies such as the Department

of Defense. There is also a latent commercial need, as airline, utility, and spacecraft

operators struggle to control space weather driven losses.

This need provides strong motivation for research in heliospheric and magneto-

spheric space sciences. Mitigation techniques require a full understanding of the space

environment as well as robust, accurate computer models capable of predicting these

effects well before they happen. Current capabilities lie in “now-casting” of simple

indexes and are inadequate for government and commercial needs (Horne, 2001).

Much work stands to be done to create system-specific forecasting that predicts the

full effects of space weather storms.

1.6 Goals of This Study

The first goal of this work is to further study the link between space weather and

human technological systems by demonstrating the link between long-term exposure

to space weather hazards and satellite problems. There is a growing body of work

that demonstrates the connection between anomalous behavior aboard communica-

tion satellites and tumultuous space weather conditions at the time of the anomaly.

However, these studies neglect the total effect that space weather has had on these

spacecraft leading up to the issue. For the first time, lifetime exposure is linked to

the onset of satellite anomalies.

With numerical models becoming increasingly important to the scientific and op-

erational communities, it is important to fully understand the capabilities of the

models that are in use today. The second goal of this work is to validate the Space

Weather Modeling Framework (SWMF) against in-situ measurements of the mag-

netic field and plasma properties at geosynchronous locations. This validation work
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is the first extensive investigation of the SWMF’s abilities to predict these values.

Different combinations of modules are used within the framework to fully explore

the effect that different physics capabilities have on the results.

The third and final goal is to use the validated system to examine the problem

of the dominate source of plasma for the magnetosphere. This is executed by using

the multispecies version of the BATS-R-US magnetohydrodynamics (MHD) code to

follow the destination of ionospheric and solar wind origin plasma. Different iono-

spheric outflows and solar wind conditions are tested. The results are then verified

using data-model comparisons of real-life simulations. This is the first exploration

of the outstanding plasma source problem using multispecies MHD.



CHAPTER II

The Long Term Effects of Space Weather

2.1 Introduction

Anomalous satellite behavior can disrupt spacecraft operation, negatively affect-

ing all who rely on space borne assets- from operators and service providers to con-

sumers. While there are many causes of these problems, such as software glitches

or hardware failure, many can be induced by the effects of the space environment

(Baker, 2000a; Feynman and Gabriel, 2000; Koons et al., 1999; Pirjola et al., 2005a).

Satellite engineers and operators work diligently to prevent the occurrence of space-

craft anomalies, but space weather introduces an uncontrollable, hard to predict

variable into the system.

There is a growing body of work that correlates the occurrence of these anoma-

lies with space weather conditions. Krause et al. (2000) found significant correla-

tions between the geomagnetic activity indices Kp and Dst and observed surface

charging values from the Defense Satellite and Communication System III space-

craft. Fennell et al. (2001) found similar correlations between these indices and

the SCATHA (Spacecraft Charging AT High Altitudes) satellite, noting that sur-

face charging events correlated to substorm activity while internal charging events

corresponded to geomagnetic storm events. Wilkinson et al. (1991) showed that

20
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single event upset (SEU) anomalies recorded by the TDRS-1 (Tracking and Data

Relay Satellite) were associated with increases in galactic cosmic ray and high en-

ergy proton fluxes. Both Iucci et al. (2005) and Pilipenko et al. (2006) used the

National Oceanic and Atmospheric Administration’s (NOAA) National Geophysical

Data Center’s (NGDC ) spacecraft anomaly database to show that on days when

there was an increase in anomalies, there was a corresponding increase in in-situ

particle flux measurements and/or geomagnetic indices. While all of these stud-

ies illustrate the connection between space weather conditions at the time of the

anomaly and the spacecraft disruption itself, they all neglect the long term effects of

the background radiation environment.

Energy deposited onto the spacecraft from high energy particles and electro-

magnetic radiation has the ability to break down and rearrange atomic bonds of

spacecraft materials, from paints and coatings to electronic insulators, dielectrics

and circuitry components. These total dose effects are described by Scarpulla and

Yarbrough (2003, and references therein). Over time, coatings become less reflec-

tive and electronics change their characteristics and this may cause the satellite to

become more likely to experience an operational anomaly. Investigating solar and

magnetospheric activity during or near the epoch of the anomaly will not uncover

correlations between space weather and anomalies driven by long term radiation

damage.

Total dose damage and its effects present a special problem for satellite operators

and the space research community. Without the proper instrumentation on board,

it is difficult to know how much particle radiation exposure a particular satellite has

experienced (described as a satellite’s “radiation life” by Gubby and Evans (2002).)

While investigations of radiation hardening are performed on individual spacecraft
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components (e.g. Malou et al. (2002); Wajima et al. (2007)), this is not the case for

the system as a whole. Additionally, total exposure effects are often confused with

normal satellite aging due to insufficient diagnostics (Dyer, 2002). These complica-

tions have made understanding the full importance of these effects especially chal-

lenging. This study explores the relationship between long-term radiation exposure

and spacecraft operational anomalies by investigating the total life time high energy

particle exposure experienced by a spacecraft at the time an anomaly occurred.

2.2 Procedure

Geostationary Operational Environmental Satellites (GOES) energetic particle

flux data was collected from 1974 to 1994. This data consists of an integral measure-

ment of ≥2 MeV electrons and a seven channel differential measurement of protons,

all recorded by the Energetic Particle Sensor (EPS) instrument aboard the Space

Environment Monitor (SEM) subsystem. A list of the proton energy channels is dis-

played in the first column of Table 2.1. This data was time-integrated to yield total

particle exposure per day. For days where there was more than one GOES satellite

present, the multiple measurements were averaged together to create values that bet-

ter reflect conditions at all geosynchronous locations. These averaged daily particle

exposure values were used to investigate satellite anomalies that were reported to

the NOAA NGDC spacecraft anomaly database (described in Wilkinson (1989)).

The anomaly database was refined to fit the confines of this study. First, any

anomaly for which the launch date of the satellite could not be found was discarded.

Launch dates were unattainable for satellites whose real name was not used in the

database. Anomaly events that occurred on satellites that were launched before July,

1974 were also discarded, because a lifetime exposure could not be calculated using
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Particle Channel Mean % > 2
≥2 MeV Electrons 1.445 33.7%
0.8 to 4 MeV Protons 0.616 < 0.5%
4 to 9 MeV Protons 0.822 1.1%
9 to 15 MeV Protons 0.871 1.0%
15 to 40 MeV Protons 1.092 10.8%
40 to 80 MeV Protons 1.543 35.2%
80 to 165 MeV Protons 0.366 < 0.5%
110 to 500 MeV Protons 0.531 0.6%

Table 2.1: Analysis of perceived to actual age ratios. The left column lists the eight GOES EPS
particle/energy channels used in this study. The center column lists the average ratio of
perceived age to chronological age for all 1609 anomaly events. The rightmost column
lists the percent of the events whose age ratio exceeded two.

the GOES data. Finally, only anomalies from satellites in geosynchronous orbits were

used in order to match the orbit type of the GOES measurements. This reduced the

anomaly database to 1609 events from 4996 total.

The NGDC database can be perceived as being limited in scope because anomalies

reported to the database managers were, at least initially, thought to be caused by

the space environment. However, events were reported on a voluntary basis, often

before a formal investigation and without a follow up to improve database accuracy.

Additionally, 51% of all anomalies reported to this database are catagorized as having

an unknown diagnosis (21% are diagnosed as surface charging events, 16% single

event upsets, and 9% internal charging, 3% other). Figure 2.1 shows the distribution

of the Kp indexes recorded at the time of each spacecraft anomaly. Of all the

events reported, only 15% occurred when the Kp index was 5− or greater (disturbed

magnetospheric conditions or stormier.) Apart from the selection criteria described

above, no bias towards anomaly type or diagnosis was shown in this study.

For each anomaly, the lifetime energetic particle exposure was calculated by sum-

ming all daily values from the beginning of the satellite’s life to the date the anomaly

occurred. This value was normalized by dividing by the average particle exposure

per year (calculated over two solar cycles). The “exposure-years” experienced by a
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Figure 2.1: Distribution of Kp index values corresponding to NGDC database anomaly epochs (solid
line) and the distribution of all Kp values over the temporal span of the database (1963
to 1994). Although there is a clear shift between the two distributions, only 15% of all
anomalies in the database occured during disturbed or stormier (greater than 5− Kp)
conditions.
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satellite at the time of the anomaly was compared to the chronological age of the

satellite. This process was repeated for all eight particle channels listed in Table 2.1.

By converting the units of particle exposure to units of time (“exposure-years”),

a number is created that reveals how many years worth of typical particle exposure

a satellite has experienced. This number, the satellite’s “perceived age,” can be

much different than a satellite’s actual age. In addition, the perceived age based

on ring current electrons will be different than the perceived age based on galactic

cosmic ray protons because of the different processes that govern the separate particle

populations.

A useful analogy for understanding this unit is miles on a car. The transmission

may fail when the car is only five years old chronologically, but the car perceives

that it is ten years old because it has been driven for as many miles as a typical ten

year old car (in other words, ten “mile-years”). While miles on a car represents wear

and tear from use of the car, the perceived age of a satellite in this study represents

wear-and-tear from the effects of particle exposure. It is an approximation of the

radiation life referred to by Gubby and Evans (2002).

2.3 Results

The top frame of Figure 2.2 shows the distribution of satellite chronological age

at the epoch of an operational anomaly. Just over 30% of anomalies occur when the

satellite is one year old or less. The distribution drops off quickly, with barely 5%

occurring on satellites that are greater than ten years old.

In the second frame of Figure 2.2, the distribution of satellite perceived age based

on total 4 to 9 MeV proton exposure at the epoch of an operational anomaly is

displayed. Most anomalies occurred on satellites that had only experienced less than
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two typical years worth of particle exposure for this energy channel. Because of

its similarities to the distribution of the chronological ages, this data demonstrates

that 4 to 9 MeV protons have little effect on a satellite’s susceptibility to anomalies

throughout the satellite’s life.

For higher energy proton exposure (40 to 80 MeV), the distribution changes dra-

matically (Figure 2.2, third frame from the top). More satellites have a higher per-

ceived age when an anomaly occurs. Comparing this to the actual age distribution

shows that a portion of the anomalies happened on satellites that received a lifetime

particle exposure that is disproportionate to that satellite’s age. These satellites are

wearing down faster than they are aging. This pattern is greatly exacerbated when

perceived ages are calculated using the ≥ 2 MeV electron channel (Figure 2.2, bot-

tom frame). While only a handful of anomalies occurred on satellites that were ≥5

years old, many anomalies occurred on satellites whose perceived age is ≥5 exposure

years.

For each satellite anomaly, the perceived age for each particle channel is divided

by the age of the satellite. This number indicates how much more or less particle

exposure a satellite has received compared to its actual age, or how much faster (or

slower) a satellite is wearing down due to high energy particle exposure than it is

chronologically aging. This value allows for a quantifiable investigation of the data.

Table 2.1 shows a summary of this analysis. The center column shows the mean

perceived to chronological age ratio for each particle channel used in this study. This

ratio is less than one for lower energy proton channels, but larger than one for the

electron, 15 to 40 MeV proton and 40 to 80 MeV proton channels. The rightmost

column lists the fraction of events that occurred on satellites that received more than

two times the expected total exposure given their chronological age (age ratio of two
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or greater.) The ≥2 MeV electron, 15 to 40 MeV and 40 to 80 MeV proton channels

stand out again with values of 33.7%, 10.8% and 35.2%, respectively.

Further analysis is performed by considering only the maximum perceived age of

the eight channels for each anomaly. The resulting distribution is presented in the

top frame of Figure 2.3. 73.5% of all anomalies occurred on satellites that are wearing

down more than twice as fast as they are chronologically aging due to one of the eight

particle populations measured. This distribution may be skewed by anomalies that

occurred on very young satellites. It is unlikely that these early anomalies are the

result of integrated particle damage. The second frame of Figure 2.3 includes only

events from satellites that were one year old or older when the anomaly occurred. The

number of satellites that are wearing down twice as fast as they are aging increases

to 78%. For anomalies that occurred on older (five years or greater, bottom frame

of Figure 2.3) satellites, this number drops to 50.5%.

2.4 Discussion

Of the anomalies investigated, the majority occur on satellites that have received

a lifetime particle exposure that is disproportionate to that satellite’s chronological

age, with ≥2MeV electrons and 40 to 80 MeV protons showing the greatest dis-

parity. These results show that the historical conditions leading to most anomalies

are congruous for making satellites more anomaly prone. This pattern becomes less

prevalent in older (five years or greater) satellites, as seen in Figure 2.3. Gubby

and Evans (2002) found that sensitivity to space weather on the Anik E2 satellite

decreased with time in orbit, and they speculated that one cause of this may be

integrated radiation effects. The results shown in the bottom frame of Figure 2.3

support this hypothesis, but there are too few events that fall into this age bracket
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Figure 2.2: Distribution of satellite age when an operational anomaly occured (top frame), perceived
age calculated from 4-9 MeV protons (2nd frame from top), perceived age calculated
from 40-80 MeV protons (3rd frame from top), and perceived age calculated from ≥ 2
MeV electrons (bottom frame).
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Figure 2.3: Distributions of the greatest ratio of perceived age to chronological age. The top frame
includes all anomaly events, while the middle frame includes only events where the
satellite was one year old or older at the time the event occured, and the bottom frame
includes only satelites that were 5 years old and older.
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(n=214) to draw a solid conclusion.

Interpretation of the GOES electron results in the bottom panel of Figure 2.2 is

not straightforward because the EPS electron detector responds significantly to >32

MeV protons. Hence, during periods of increased proton flux, this data becomes pol-

luted. For this reason, the electron results represent the total impact of electrons and

protons combined. Isolating the impact of the electrons alone may require another

data set.

There are several limitations that, if properly addressed, could enhance the com-

pleteness of this study:

1. Environmental data localized to the spacecraft that experienced the anomaly

could be increased. By reducing the flux measurements to a single average value,

any spatial variation is lost. The nominal situation would be to have a particle

detector on every spacecraft, but this is not feasible.

2. The limitations of the scope of the NGDC anomaly database, as described

earlier, is also an issue. It remains unknown if this database is an accurate

representation of all anomalous satellite behavior. Recurring problems on a

single satellite may or may have not been consistently reported, depending on

the operator. Obtaining additional events is extremely difficult, however, due

to the commercial impacts releasing such data would have on operators (Koons

et al., 1999).

3. Other variables, such as micrometeroid and ultraviolet radiation exposure, can

play a significant role in satellite performance. These factors were not taken

into account in this study, and may be difficult to properly account for.

Another issue of this study is potential skewing of the results caused by the natural
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seasonality of space weather. Energetic electron fluxes in the magnetosphere are

raised during solar minimum periods (Miyoshi et al., 2004); for proton flux variations

this pattern is in phase with the solar cycle (Simunac and Armstrong, 2004). Such

seasonality may artificially inflate perceived ages calculated here depending on the

date of the anomaly. This is especially problematic if there is a similar seasonality

observed in event occurrence. Fluctuations of time scale smaller than a year should

not impact these results, however, especially for the >2 year old satellite results.

To address this, correlation of yearly average perceived ages based on electron

and 40 to 80 MeV proton exposure to sunspot number was investigated. Correlation

coefficients, designated as ‘r’, were calculated; a value of r = ±1(0) demonstrates

perfect(no) correlation or anti-correlation. Both comparisons yielded poor correlation

(r = -0.376 and 0.277, respectively). In the case of ions, the correlation coefficient is

nearly half of what is found in Simunac and Armstrong (2004). Furthermore, event

occurrence correlates extremely poorly (r = -0.141) to the solar cycle. These results

imply that seasonality does not play a strong role in this study. To fully eliminate

seasonality as a major contributor, however, a complete anomaly database that spans

more than two cycles is required.

Despite these limitations, the evidence here strongly suggests that the long-term

effects of the background radiation environment indeed play an important role in the

occurrence of spacecraft anomalous behavior. There is a strong correlation between

enhanced lifetime high energy particle exposure and anomaly occurrence. The po-

tential to create anomalies during unperturbed periods makes the effects of space

weather even more difficult to understand and mitigate. Operators, engineers, and

scientists must not neglect a spacecraft’s integrated particle exposure when investi-

gating the cause of an anomaly.
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While predicting and preventing anomalies caused by total dose effects may be

difficult, operators can take steps to monitor a spacecraft’s perceived age. In situ

particle and electromagnetic radiation measurements can yield lifetime exposure es-

timates. Assimilative and first principle based simulations can complement these

measurements by providing better spatial data. By tracking perceived age informa-

tion, operators can see how fast their equipment is wearing down and know which

satellites are more likely to experience problems.



CHAPTER III

Overview of the SWMF and Numerical Models Used

3.1 The Space Weather Modeling Framework

Numerical modeling of the near-Earth space environment has become a broad and

important field. Models range from empirical codes (Papitashvili and Rich, 2002;

Tsyganenko, 2002a,b; Weimer, 1996) to large, first principle based systems (Powell

et al., 1999; Gombosi et al., 2002; Raeder et al., 2001; Lyon et al., 2004). These

codes are invaluable tools for learning about the near-Earth environment. Because

space weather conditions can impact communications, ground based utilities, and

even airlines (Baker, 2000b; Fey, ????; Horne, 2001; Pirjola et al., 2005b), numerical

models of the space environment are becoming equally vital as operational forecast

tools as they are scientific tools.

The prototypical approach to modeling the space environment is to focus on a re-

gion of interest- whether it be a specific spatial region, a certain physical process, or

an explicit particle population. This allows for a detailed investigation of the parti-

tion without making the code too resource intensive for simulations to be completed

in a timely manner. The downside, however, is that effects from other regimes are

marginalized. They are either accounted for by simplistic, unphysical methods or ne-

glected outright. This is issue is especially problematic in the magnetosphere, where
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coupling between regions (e.g., the ionosphere and inner magnetosphere) cannot be

neglected if accurate results are desired.

To overcome this, the Space Weather Modeling Framework (SWMF) has been

developed. The Framework is a flexible system that allows many models of the space

environment to be executed concurrently and coupled together easily (Tóth et al.,

2005). It accomplishes this by dividing the Sun to upper atmosphere system into 11

physical components or “modules.” Each module contains a numerical model whose

execution is controlled by the SWMF in order to synchronize the entire system. Cou-

pling between modules through the SWMF is configured to simulate the interactions

between the different physical systems. The framework has been used to perform

complicated studies of the Sun to Earth system that are easily performed by several

coupled models working together (Tóth et al., 2007; Ridley, 2007).

Figure 3.1 displays a simple diagram of the available modules in the SWMF. Each

one represents a numerical model implemented into the framework. While the codes

currently implemented are first-principle physics codes, simpler systems, such as em-

pirical codes, can be implemented as well. While the system is capable of simulating

the space environment from the solar atmosphere to the Earth atmosphere, as few

as one module can be used at a time. In the following chapters, all simulations are

driven by measurements of the solar wind at the first Lagrangian point. Up to four

modules will be used: Global Magnetosphere (GM), Ionosphere Electrodynamics

(IE), Inner Magnetosphere (IM), and Polar Wind (PW). The models used and the

coupling invoked is described in the following sections.



35

Figure 3.1: The available modules in the SWMF. Arrows indicate couplings between modules. From
Tóth et al. (2007).

3.2 Global Magnetosphere

The GM component simulates the magnetosphere from the bowshock to the dis-

tant tail. It is responsible for large-scale processes such as the transfer of energy and

mass from the solar wind to the magnetosphere and global magnetospheric convec-

tion. This component is currently modeled by the Block Adaptive Tree Solar-wind

Roe-type Upwind Scheme (BATSRUS) code (Powell et al., 1999; De Zeeuw et al.,

2000). This component is the most important of all of the codes used in this disser-

tation.

BATSRUS solves the magnetohydrodynamic equations (MHD). The theory be-

hind these equations begins with the Euler macroscopic transport equations for a

conducting fluid. These equations are combined with the generalized Ohm’s law as

well as the Maxwell electrodynamic equations. This merging results in the ideal

MHD equations (Equations 3.1 to 3.4). The derivation of the MHD equations from
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kinetic and electrodynamic theory can be found in many textbooks, including Gom-

bosi (1998).

(3.1)
∂ρ

∂t
+∇ · (ρu) = 0

(3.2)
∂ρu

∂t
+∇ · (ρuu−BB) +∇ptot = 0

(3.3)
∂e

∂t
+∇ · (ue+ uptot −BB · u) = 0

(3.4)
∂B

∂t
+∇ · (uB−Bu) = 0

In these equations, the conserved quantities are mass density (ρ), momentum

density (ρu), energy density (e, Equation 3.5) and magnetic field (B). u is the bulk

flow of the plasma, p is the isotropic thermal pressure, and ptot is the thermal plus

magnetic pressure (Equation 3.6). Equation 3.4, first introduced in Chapter I, is the

induction equation; it ties the motion of the plasma to the motion of the magnetic

field lines.

(3.5) e =
p

γ − 1
+
ρu2

2
+
B

2µ

(3.6) ptot = p+
B2

2µ

There are several important assumptions made in the derivation of the ideal MHD

equations:

1. The electron-proton plasma is treated as a single fluid.
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2. Charge neutrality is assumed.

3. Pressure is isotropic (thermal pressure is treated as a scalar and not a tensor.)

4. Heat flow is neglected.

5. The plasma is perfectly conducting, so resistive terms are discarded (η → 0).

Equations 3.1 through 3.4 are expressed in their conservative form, which lends to

straight-forward discretization. The generic form is shown in Equation 3.7, where W

is the state vector (variables inside of the time derivative), F is the flux tensor (terms

inside of the divergence), and Q is the source vector, which is zero for the idealized

case as defined above. This equation is solved using the finite-volume approach,

where the domain is divided into small volume regions. The governing equations are

integrated over a cell, i, as seen in Equation 3.8. The divergence theorem allows

the volume integral of the divergence term to be converted into a surface integral,

resulting in Equation 3.9. The surface integral can then be evaluated as the sum of

the fluxes at the surfaces of the cell using the midpoint rule (Equation 3.10). This

method has the beneficial property of automatically conserving the state variables.

(3.7)
∂W

∂t
+ (∇ · F)T = Q

(3.8)

∫

cell i

∂W

∂t
dV +

∫

cell i

∇ · FdV =

∫

cell i

QdV

(3.9)
∂Wi

∂t
+

1

Vi

∮

cell i

F · n̂dS = Qi
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(3.10)
∂Wi

∂t
+

1

Vi

∑

faces

F · n̂dS = Qi

Evaluation of flux at cell interfaces is calculated by a Roe scheme approximate

Riemann solver (Powell et al., 1999). Time stepping scheme is an optimally smooth-

ing, multi-stage scheme developed by van Leer et al. (1989). Control of ∇ ·B = 0 is

performed by keeping ∇·B terms in the derivation of the MHD equations, resulting

in non-zero source terms. Inclusion of these terms constrains ∇ · B to truncation-

error levels (Powell et al., 1999) and has been shown to improve overall results (Tóth

and Odstrčil, 1996).

BATS-R-US uses an adaptive Cartesian, block-based grid (see Berger and Jame-

son (1985); Berger and Colella (1989); Powell et al. (1999)). The domain is divided

up into blocks, and each block contains n × n × n cells (in all subsequent chapters,

n = 8). This block tree structure lends itself naturally to parallelization by distribut-

ing blocks to separate processors. It also allows for easy refinement of blocks, either

manually or automatically. Blocks flagged for refinement are split into 8 new blocks

by dividing the block in half for each dimension. The resulting blocks contain the

same number of grid points, but the resolution is halved. Solution-based automatic

refinement is possible but not used here.

For simulations of the Earth’s magnetosphere, the Geocentric Solar Magneto-

spheric (GSM) coordinate system is used. In this system, the X axis points radially

from the center of the Earth to the Sun. The Z axis points towards the northern

hemisphere such that the terrestrial dipole remains in the X-Z plane, and the Y axis

points dusk ward, completing the right-handed system. The Earth’s dipole is titled

away from the rotation axis by 11◦, so it rotates around the rotation axis each day.

This causes the GSM coordinate system to rock from dawn to dusk and back again
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Figure 3.2: Example of the block structure used in BATS-R-US. The dark lines represent the bound-
ary between blocks, the lighter lines represent the boundary between grid cells. Al-
though each block contains the same number of cells, the top blocks would be the result
of one refinement of the lower block. From Powell et al. (1999).
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over the span of one day.

For simulations in the following chapters, the inner boundary is a sphere of radius

2.5 Earth radii (RE); the outer boundary is 32 RE in the upstream direction, 224

RE downstream, and 128 RE in each other direction. Observed upstream solar wind

conditions (either from the ACE or Wind spacecraft measurements) are imposed as

the upstream boundary conditions. The inner boundary number density is set at

28cm−3.

The GM module (BATS-R-US) couples to each other module used in the subse-

quent studies. Flux tube volume and ionospheric footprints are handed to the inner

magnetosphere (IM) component, and the IM-calculated plasma pressure is returned

to nudge the GM solution (De Zeeuw et al., 2004). The ionospheric electrodynamics

(IE) component receives field-aligned current strength and position from GM and

returns the electric potential (ψ) at the inner boundary of GM. This value is con-

verted to velocity at the inner boundary through the relationship B = −∇ψ and the

formula for E×B-drift (first term of Equation 1.5). The Polar Wind (PW) module

acts as new density and velocity inner boundary conditions for GM when activated

3.3 Ionospheric Electrodynamics

The IE component calculates height integrated ionospheric quantities at an alti-

tude of about 110 km. It currently is handled by the ionosphere electrodynamics

solver described in Ridley and Liemohn (2002) and Ridley et al. (2004). This model

receives field-aligned currents from the GM component and uses them to calculate

particle precipitation and conductance patterns. The conductance and field-aligned

currents are used to calculate the electric potential, which is in turn mapped back

to the inner boundary of the GM module. The IE module also provides electric



41

potential to the IM and PW modules through one-way coupling.

The process used by this model to obtain the ionospheric electric potential is

the one described by Goodman (1995) and later altered by Amm (1996). This

process begins by mapping the field aligned currents, J‖, from the MHD solution

at R = 3.5RE down to the ionospheric height where the calculation will occur.

Because the greater portion of the mapping occurs in the “gap region” between the

MHD inner boundary (2.5 RE) and 110 km, a dipole field configuration is used.

The current strength is scaled appropriately using the ratio Bionosphere/B3.5RE
. The

radial (field-aligned) current at the ionosphere height is used to calculate the electric

potential using Equation 3.11, where Σ is the conductance tensor, ψ is the electric

potential, and RI is the radial height where the calculation occurs. The potential

is then mapped back to the inner boundary of the GM component, creating an

ionospheric feedback system.

(3.11) JRadial(RI) = [∇⊥ · (Σ · ∇ψ)⊥]R=RI

The conductance tensor includes effects from four sources: solar EUV conduc-

tance, night side star light conductance, auroral conductance, and polar cap conduc-

tance. All of these and their effects on results are described in detail by Ridley et al.

(2004) and are summarized here. Solar illumination is an important ionization and

thus conductance source on the dayside. This effect is approximated by taking the

F10.7 flux (the 10.7cm solar radio flux) as a model input and using the relationships

shown in Equations 3.12 and 3.13 (Moen and Brekke, 1993), where ΣH is the re-

sulting Hall conductance, ΣP is the Pederson conductance, and ζ is the solar zenith

angle.
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(3.12) ΣH = F10.7

(
0.81cos(ζ) + 0.54

√
cos(ζ)

)

(3.13) ΣP = F10.7

(
0.34cos(ζ) + 0.93

√
cos(ζ)

)

Auroral zone conductance is generated by precipitating particles creating ion-

ization in the thermosphere, which in turn collide with neutrals to form Hall and

Pederson conductivities (e.g. Frahm et al. (1997), Galand et al. (2001)). Because

the MHD code does not include high-energy particles, a first principle formulation of

this effect cannot be generated. To account for this effect, auroral zone conductance

is set via an empirical relationship based on results from the Assimilative Mapping

of Ionospheric Electrodynamics (AMIE) technique (Richmond and Kamide, 1988).

This method is described further in Ridley et al. (2004).

Polar cap conductance describes the effects of “polar rain” (Newell and Meng,

1992), which is a uniform precipitation of electrons that produces a small amount

of F-region conductance. Processes such as star light irradiance can cause some

additional ionization as well. Both of these are included as constant, uniform con-

ductances in this model and are secondary to the other conductance sources.

3.4 Inner Magnetosphere

The Inner Magnetosphere (IM) domain is the region that is characterized by closed

magnetic field lines and particles of keV energies. To simulate this region, the Rice

Convection Model (RCM) (Harel et al., 1981; Sazykin, 2000; Toffoletto et al., 2003)

is used. This model treats the inner magnetosphere plasma as an isotropic, slowly

flowing (V ¿ Vthermal and V ¿ VAlfven (Wolf, 1983)) fluid that is electromagnetically
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drifting due to corotation and electromagnetic fields. The plasma is divided into

many independent fluids of varying energy and species, whose flux tube averaged

characteristics are advected through the magnetosphere. This approach is better

suited to handle the intricacies of this region versus single-fluid MHD.

The RCM characterizes the plasma by adiabatic energy invariant, λ, defined in

Equation 3.14, where W is kinetic energy, and flux tube content, η, defined in Equa-

tion 3.15, where n is number density. In each of these definitions, V is flux tube

volume, specified in Equation 3.16. The plasma is separated into fluids both by

species and by set energy invariant windows. In the version used here, there are 200

fluids: 30 electron fluids, 85 proton fluids and 85 O+ fluids.

(3.14) λ = WV 2/3

(3.15) η = nV

(3.16) V =

∫
1

B
ds

The individual fluids are advected through the system using Equation 3.17, where

the subscript s denotes an individual fluid, q is electric charge, Φ is electric potential

in the ionosphere, Φc is the corotation potential, and L represents explicit losses.

While there are several loss mechanisms, such as precipitation and charge exchange,

the version employed in later chapters only handles loss through the model boundary.

The algorithms used to numerically solve Equation 3.17 are detailed by Toffoletto

et al. (2003).
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When the RCM is not coupled to the IE and GM modules, Φ is calculated self-

consistently by calculating the field-aligned currents (Vasyliunas, 1970), acquiring

ionospheric conductance from an external source, and leveraging current conserva-

tion in the ionosphere. This process is extraneous because of coupling to the IE

component, so further description is neglected here.

(3.17)
∂ηs

∂t
+

B×∇
(
Φ + Φc + λs

qs
V −2/3

)

B2
· ∇ηs = −L

Because the RCM works with flux tube averaged quantities, it is spatially two-

dimensional. An ionospheric grid is used, where each point represents the footprint

of a flux tube. The inner boundary is 9.86◦ invariant magnetic latitude; the outer

boundary is set to encompass as much of the inner magnetosphere as is desired.

In this study, the outer boundary is dynamic, following the boundary of last closed

field lines. Initial and boundary conditions for the stand-alone code require empirical

and/or measured information. Again, detailed description of this process is neglected

in favor of the SWMF coupling used instead.

The IM component receives flux tube volumes from the GM component and re-

turns pressure values to correct those calculated in GM (De Zeeuw et al., 2004).

Density and temperature values are calculated from the GM component by treating

them as moments of the distribution function (assumed to be maxwellian-shaped).

The proton temperature is set to 7.8/8.8 of the total plasma temperature; electron

temperature is 1/8.8 of the total. IM receives the ionospheric electric potential from

the IE component, creating a self-consistent inner magnetosphere when all three

components are used.

Transfer of information from GM to IM is expedited by efficient ray-tracing algo-

rithms in BATS-R-US, described in De Zeeuw et al. (2004). The ray tracing allows



45

field lines to be quickly traced from hemisphere to hemisphere, yielding flux tube

foot points and averaged densities and temperatures. It also yields the open/closed

field line boundary, which is handed to the IM module on each coupling to update

the spatial boundary on a continuous basis.

3.5 Polar Wind

The Polar Wind (PW) module has been recently developed to capture the pro-

cesses that occur in the “gap” region, or the region between ionospheric altitudes

and the inner boundary of the GM component. In this area, ionospheric outflow is

an important dynamic. Accurate knowledge of this outflow is critical, as this source

of plasma into the magnetosphere is known to provide mass to the plasmasphere,

and may be a dominant source for plasma sheet and ring current ions (see Chapter

V).

This region is currently modeled by the Polar Wind Outflow Model (PWOM)

(Gombosi et al., 1985, 1991; Glocer et al., 2007). The PWOM solves the one dimen-

sional gyrotropic continuity, momentum, and energy equations (Gombosi and Nagy,

1989) which describe supersonic outflow along magnetic field lines. At Earth, the

PWOM solves these equations for electrons and three ion species: H+, He+, and

O+. All horizontal motion is dictated by the E×B drift of the magnetic field lines,

which is controlled externally through coupling with the IE module.

Because horizontal and vertical motion in PWOM are independent of each other,

the grid layouts for each direction are very different. Vertically, there are 390 points

along each field line modeled from the lower boundary (set at an altitude of 250km

in the following chapters) to the upper boundary (set at 8000km). This creates a

uniform spacing of 20km between points. Horizontally, the grid is unstructured,
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allowing the foot point of each field line to drift as the ionospheric electric field

dictates. 125 field lines are used here.

The PW module couples to the GM module by providing new mass and velocity

inner boundary conditions. It receives ionospheric electric potential and field-aligned

current locations from the IE module. Although this model does not directly couple

to the IM module, it will be shown later that mass leaving the ionosphere through

the PW component arrives in the IM module by means of magnetospheric convection

through the GM module.



CHAPTER IV

Validating the Space Weather Modeling Framework
Magnetosphere

4.1 Introduction

As numerical models mature, it becomes increasingly necessary to validate their

results against measurements of the environment being modeled. Thorough valida-

tion expands the understanding of models and aids in the interpretation of their

results. It also allows code developers to track the impact that changes in the code

have on the results. Validation is necessary for operational applications of numerical

models, as users rely on the code’s accuracy.

This chapter presents validation results of the SWMF magnetosphere, using sev-

eral components, against in-situ magnetic field and plasma measurements. The val-

idation is performed over a wide range of magnetospheric conditions, and the sim-

ulations are run in the same manner as they would under operational conditions.

Performance of the SWMF to predict these measurements is assessed both qualita-

tively and quantitatively. These results will serve as a baseline to compare to future

validation as the SWMF’s capabilities are expanded.

To increase the operational relevance of this study, the system’s capability to pre-

dict satellite crossings of the magnetopause at geosynchronous orbit is investigated.

These events cause a rapid change in the near-spacecraft plasma environment and
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can trigger a spacecraft anomaly. Prediction of such crossings would help fulfill the

list of user requirements listed in the European Space Agency’s 2001 survey (Horne,

2001).

This work is the first intensive validation of magnetospheric magnetic field and

plasma properties as predicted by the SWMF when using the coupled models de-

scribed in Chapter III. Each model has been validated individually to varying degrees

(Powell et al., 1999; Ridley et al., 2001; Tóth et al., 2007), and limited data-model

comparisons of the system have been made in the past (Ridley et al., 2002). This

study expands upon this previous work and is part of a larger validation effort of

the SWMF, whose results are described by Yu and Ridley (2008) and Wang et al.

(2008).

4.2 Procedure

Ten events, listed in Table 4.1, were selected for simulation. The events were se-

lected to provide a broad range of space weather conditions. Each event is simulated

using the Space Weather Modeling Framework (SWMF) with different combina-

tions of physical modules activated (details below). Satellite-specific magnetic field

and particle data is extracted to make one to one comparisons with several differ-

ent scientific satellites. To further demonstrate the operational capabilities of the

system, magnetopause crossings of geosynchronous satellites are treated as binary

events, with contingency tables constructed to quantify predictive performance of

these events.

4.2.1 Model Configuration

For the greater portion of this study, the SWMF was configured to use three com-

ponents: Global Magnetosphere (GM), Inner Magnetosphere (IM), and Ionospheric
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Event Date Start Time Duration Quick Description
December 9th, 1996 18:00 UT 30 hours High speed stream
May 4th, 1998 2:00 UT 12 hours Strongly Driven Storm
July 15th, 2000 14:00 UT 12 hours Bastille Day Event
March 31st, 2001 2:00 UT 12 hours CME-Driven Storm
August 4th, 2001 12:00 UT 12 hours Steady -Bz IMF
August 31st, 2001 12:00 UT 12 hours Pressure Triggered Substorm
April 17th, 2002 8:00 UT 24 hours Sawtooth Storm
October 29th, 2003 2:00 UT 28 hours First Halloween CME
November 20th, 2003 4:00 UT 20 hours Strong Storm
September 2nd, 2004 16:00 UT 6 hours Untriggered Substorm

Table 4.1: List of events chosen for this study with start, duration and a short description.

Electrodynamics (IE). This is a widely used setup for scientific research. It also

provides an excellent balance of performance, robust output, and execution speed.

For the latter portion, the IM component is disabled to investigate the system’s be-

havior without it. Finally, IM is re-enabled and the Polar Wind (PW) module is

activated to analyze the impact of accurate modeling of ionospheric outflow on the

other components.

The system is configured to achieve near real time run speeds using 32 processors

on NASA’s “Columbia” SGI Altix machine. Simulation parameters are constant

throughout the study; inputs and parameters are not tailored to individual events.

Coupling of the components occurs every five seconds of simulation time for GM-IM

and every ten seconds for GM-IE, IM-IE, IE-PW, and GM-PW.

Numerical parameters for the GM module were selected to maximize execution

speed, metric performance, and stability. Simulations of the May 4, 1998 event

were repeated to determine the effect of the most important numerical parameters

implemented in the code. These include the solver, implicit or explicit time stepping

scheme, Boris speed of light scaling factor (Gombosi et al., 2002), and if the code

solves for conservative or nonconservative variables. Table 4.2 presents the results of

six stable runs. Performance is quantified by the ratio of run time to event duration
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and by the Root-Mean-Square error (see Section 4.2.2) of the modeled Dst index to

the measured Dst index. Of the six parameter combinations listed in Table 4.2, the

first setup provided the best overall results and was used for this study. All execution

speeds shown in Table 4.2 were increased drastically by improving the coupling order

between GM and IM to prevent computational bottle-necks.

# Solver Boris Conservative Criteria Time Stepping Speed Dst RMS
1 Rusanov 0.02 Default Part Implicit 0.873 0.276
2 Rusanov 0.01 Default Part Implicit 0.829 0.314
3 Rusanov 0.02 Fully Con Part Implicit 0.963 0.422
4 Linde 0.05 Con at Bowshock Explicit 0.329 0.314
5 Linde 0.01 Con at Bowshock Part Implicit 0.676 0.346
6 Linde 0.05 Con at Bowshock Part Implicit 0.808 0.324

Table 4.2: Results of Run speed is given as the ratio of run time to event duration.

The resolution used in the GM component for this study is coarser than what

is typically used in science-grade runs in order to achieve near real-time simulation

completion (Figure 4.1). Towards the inner boundary, the resolution is the finest

(1/4RE). Cell size increases to 1/2RE at geosynchronous locations and to 1 RE for

the outer magnetosphere and plasma sheet region. This grows, by factors of 2, to a

maximum cell size of 8 RE.

The BATSRUS model provides the magnetic field values that are compared against

in-situ measurements. To simplify the comparison, “virtual satellites” are flown in

BATSRUS. Satellite orbits are given to the code as part of the input. Then, as the

event is simulated, the MHD solution is interpolated to the satellite’s position and

saved. In this way, one-to-one comparisons of measured and predicted values can be

made easily.

Because the IM component yields more complete information about the inner

magnetosphere particle distribution than the other components used, its solution

is used for the plasma density and temperature comparisons. Extraction of this
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Figure 4.1: The grid used for the BATSRUS code as seen in the Y=0 plane. The grid extends to
±128RE in the Y and Z directions, and from 32 RE to −224RE in the X direction.
The grid is symmetric such that a slice in the Z=0 plane would look identical to this
slice. The resolution is finest near the Earth (1/4RE), growing to a maximum cell size
of 8RE at the outer boundaries.

information along a satellite orbit, as done in BATSRUS, is more complicated because

of RCM’s 2d ionospheric grid. To determine a satellite’s position on this grid, the

magnetic field line passing through the satellite’s location is traced down to the

ionosphere. This tracing is performed by the BATSRUS code (detailed in De Zeeuw

et al. (2004)), and the ionospheric footprint of the satellite is passed to RCM when the

codes are coupled together. The RCM solution is then interpolated to this position

to provide satellite-specific particle distribution information.
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4.2.2 Data-Model Comparisons

Satellite specific data, extracted as described by the GM and IM modules, is

compared to several in-situ sources to assess model performance. Magnetic field

results are compared to fluxgate magnetometer measurements aboard the Polar,

Geotail, GOES 8-12, Wind, and Cluster satellites. Particle density and energy re-

sults from the RCM model are converted to energy flux and compared to measured

spin-averaged energy flux values from the Magnetospheric Particle Analyzer (MPA)

instrument aboard the LANL geosynchronous spacecrafts. The instrument and data

are described in McComas et al. (1993). Quantitative assessments of plasma density

and temperature are made by comparing to density and temperature moments of the

MPA measured distribution function for ∼100 eV to 40 keV (ions) and ∼30 eV - 40

keV (electrons) energy windows. RCM results are integrated over equivalent energy

ranges to ensure proper comparisons.

Two mathematical tools are used to quantify the SWMF performance: normalized

root-mean-squared error (nRMSE) and correlation coefficient. Correlation coefficient

is discussed further in Jolliffe and Stephenson (2003), while nRMSE is also applied

in Ridley et al. (2002), Yu and Ridley (2008), and Wang et al. (2008). The formulas

for both metrics are presented in Equations 4.1 and 4.2, where x is the measured

value, y is the predicted value, and n is the number of data-model pairs used in

the calculation. The correlation coefficient ranges from -1 (data and model are anti-

correlated) to +1 (perfect correlation), with 0 indicating no correlation. nRMSE

ranges from 0 (model is perfect prediction of data) to ∞. A value of 1 indicates that

the predicted values are within ±1 mean of the measured values. This value can be

misleading, as a persistent prediction of 0 can yield a nRMSE of 1. Hence, nRMSE

scores must be paired with the correlation coefficient for proper interpretation.
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4.2.3 Magnetopause Crossings

At geosynchronous orbit, magnetopause crossings can be detected in both mag-

netic field and particle data. In magnetic field data, a sudden change from magne-

tospheric field to solar wind field (typically, a sharp drop in Bz in GSM coordinates)

indicates a crossing (Rufenach et al., 1989). In MPA spectrograms, a sudden change

in the particle distribution is observed as the spacecraft moves from the magneto-

sphere to the magnetosheath (McComas et al., 1994). In RCM data, a crossing

appears as a period of missing data because the spacecraft no longer resides in the

RCM domain (closed field lines.) All crossings captured in the model are due to

BATSRUS results, as this model provides the magnetic field configuration for RCM.

Magnetopause crossings are treated as binary events where a useful forecast would

be an unqualified statement that the event will or will not happen. A discussion on

the handling of binary events can be found in Jolliffe and Stephenson (2003). The

ability of the coupled system to predict these crossings is examined on two timescales:

whole event and hourly. For each time increment, there are four possible outcomes:

a “hit” (event was predicted and occurred), a “miss” (event occurred but was not

predicted), a “false alarm” (event was predicted but did not occur), and a “true

negative” (event was neither predicted or occurred.) The results are tallied into

contingency tables, and several basic metrics are calculated: hit rate (hits divided by
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number of observed crossings), false alarm rate (number of false alarms divided by

total number of non-occurences), and critical success rate (number of hits divided by

total number of occurrences plus false alarms). CSR is especially suited for scoring

predictions of rare events because it neglects non-occurrences.

4.3 Analysis & Discussion

Figure 4.2 displays the data-model comparison for the Geotail satellite during the

May 4, 1998 event. The top row shows the satellites position during the event in

the X-Y and X-Z planes. The next three rows show the measured (blue dashed)

and forecast (black solid) magnetic field in three components. During this event, the

Geotail satellite is residing in the dusk flank magnetosheath region. As demonstrated

by the excellent data-model comparison, BATSRUS excels at folding the Interplan-

etary Magnetic Field (IMF) through the bowshock and around the magnetopause.

Towards the end of the event, the differences between the data and the model are due

to discrepancies in the location of the magnetopause. With an extremely coarse grid

at this location, such a discrepancy is not surprising. This comparison is a typical

example of outer magnetosphere results.

Similar to Figure 4.2, Figure 4.3 displays the data-model comparison for the GOES

9 geosynchronous satellite during the May 4, 1998 event. Typical of all geosyn-

chronous magnetic field comparisons in this study, the large scale features of the

magnetic field are captured well. However, the Z component is consistently over

predicted, while the X and Y components are consistently under predicted. This

demonstrates that the SWMF magnetic field is less stretched than the measured

field. Remedying this issue requires a stronger ring current. Despite this shortcom-

ing, the metric scores are still favorable (as discussed in Section 4.4).
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Two dipolarizations of the magnetic field, caused by events such as substorms

and sawteeth, are observed in the Z component of the measured data at 8:00 and

9:00 Universal Time (UT). Small time and spatial features such as these are nearly

always missed, but do not hamper the metrics significantly because of their brevity.

Although the geosynchronous results would imply that the coupled codes are inca-

pable of reproducing such events, this is not the case. Figure 4.4 displays results

from the August 31, 2001 event, where a plasmoid forms and releases both in the

modeled and observed magnetotail. The top frame shows the X component of the

magnetic field as measured by a single Cluster satellite (blue dashed line) and as

predicted by the SWMF (black line). The next two frames show Y=0 slices of the

magnetotail. Field lines are traced in black; the contours show pressure. At 17:00

UT (center frame), the plasma sheet is thin and elongated before a plasmoid quickly

forms and travels down tail. At 17:10 (bottom frame), the plasmoid has passed the

cluster constellation. This behavior is reflected in both the measured and modeled

magnetic field in the top frame. The differences between the two indicate a difference

in plasmoid size and location, but the timing of the event is correct.

While substorms such as the one observed in Figure 4.4 form frequently in the

model results, they are not observed in the model results at geosynchronous orbit.

An explanation for this may be that the reconnection rate in the tail is too fast, thus

not allowing for enough energy to build up in the tail before the plasmoid is released.

This hypothesis requires further investigation, which, using the events selected for

this study, is hampered by limited data coverage in the tail region.

Examining magnetopause crossings may provide further information about the

above issues. Figure 4.5 displays the proton results from the LANL-97A satellite

during the May 4, 1998 event. The top row shows the position of the satellite in
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three planes (GSM coordinates). During the event, the satellite spent a significant

time on the dayside of the magnetosphere. The next two rows display proton energy

flux (Log10(eV cm
−2sec−1str−1eV −1)) as simulated by the coupled codes (center plot)

and as measured by the LANL MPA instrument (bottom plot). Several distinct mag-

netopause crossings are observed in the in-situ measurement: a persistent crossing

from approximately 3:00 to 5:30 UT, followed by three short, well-pronounced cross-

ings starting at 5:45 UT. The SWMF correctly predicts the first, prolonged crossing

as indicated by the drop out in the RCM results. The next three, however, are not

captured. During these periods, the virtual satellite is so close to the RCM outer

boundary that the recorded distribution is boundary plasma provided by BATSRUS,

but the magnetopause is not crossed. Figure 4.6 displays the solar wind drivers for

this event, originally measured by the ACE spacecraft and time shifted from the

Lagrangian point to the upstream boundary of the GM component. Examining the

X-component of the IMF (center row) reveals that the IMF is strongly southward

during the first magnetopause crossing observed in Figure 4.5. This crossing was

clearly driven by magnetic erosion of the dayside magnetosphere. The next three

crossings correspond to strong pressure pulses in the solar wind, as seen in the num-

ber density in Figure 4.6 (fourth from the top). The model’s increased sensitivity to

dayside reconnection over pressure pulses as drivers for magnetopause crossings, a

consistent pattern in the results, supports the conclusion that the reconnection rate

in the code may be faster than the real world rate. The modeled magnetosphere’s

resilience to the pressure pulses may indicate too much thermal pressure in the inner

magnetosphere on the dayside.

There are numerous other factors that affect the magnetopause crossing results.

Although the BATSRUS model takes into account the tilt of the Earth’s intrinsic
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dipole field, it neglects the offset from the center of the Earth. This has the effect of

artificially strengthening the field on the American sector of the Earth and weakening

it on the opposite side. The low resolution used, chosen to allow the simulations

to finish quickly, also plays a role. At 1/2 RE cell size, one grid point can be the

difference between well inside or outside of the magnetosphere. This is seen in Figure

4.5, where the satellite is a mere one cell away from being in the magnetosheath.

Although these near misses stand out qualitatively, they are counted as misses in the

magnetopause crossing contingency tables discussed in Section 4.4.

Figure 4.5 exemplifies the model’s particle performance during storm-time con-

ditions. Because the RCM is initialized with single-fluid MHD plasma, during the

first moments of the simulation, the simulated plasma distribution at all locations is

a Maxwellian determined from the BATSRUS solution. Southward IMF imposes a

convection electric field capable of drawing in fresh plasma from the tail boundary of

the RCM, which is quickly accelerated to keV energies and begins to circulate around

the Earth. This creates a more favorable data-model comparison of the warmer (keV

energies) plasma, as is observed starting at 8:00 UT in Figure 4.5. Any southward

turning leads to a fresh injection of plasma from the tail and a corresponding disper-

sion pattern in the RCM results (e.g., 8:00 UT, 9:00 UT, 10:00UT, etc. in Figures 4.5

and 4.6). This pattern is observed in the in-situ data for longer, stronger southward

IMF turnings (e.g., 10:45 UT), but overall dynamics are not captured accurately.

There is a clear void in the simulated cold plasma distribution due to the lack of

cold, ionospheric sources of particles in the version of RCM used in this study.

Figure 4.7 shows the results from Figure 4.5 integrated over the 100eV to 46.5keV

energy window to yield a single proton density and temperature. The effects de-

scribed above are clearly observed in the integrated results. Notably, the lack of



58

a direct cold particle source from the ionosphere into the RCM drives up the pre-

dicted proton temperature while keeping the predicted density too low. Additionally,

dynamics are captured poorly. These are persistent features of the data-model com-

parisons and are reflected in the statistics outlined in Section 4.4.

Results from the August 4, 2001 and September 2, 2004 event demonstrate the

importance of IMF Bz in the particle results. The driving solar wind conditions for

the 2001 event are displayed in Figure 4.8. The IMF Bz is steadily southwards for

the greater portion of the event (center plot), while the density and velocity remain

relatively steady throughout. The solar wind drivers for the 2004 event (Figure 4.9)

are similar, but with Bz northward. Data-model proton energy flux comparisons are

shown in Figures 4.10 and 4.11. As during the 1998 event results, both RCM particle

distributions are initialized as Maxwellians using the MHD solution. The model

results from the 2001 event (Figure 4.10) are quickly energized with fresh plasma that

has been accelerated through the plasmasheet and into the inner magnetosphere.

Although the dynamics are lacking, the average warm plasma characteristics are

captured reasonably well by the coupled codes. In stark contrast, the model plasma

from the 2004 event (Figure 4.11) remains stagnant throughout. Neither the cold

or warm populations are captured well, even though the in-situ measurements show

that the real plasma is equally unexciting. Because of this, plasma results are less

dependable during periods of steadily northward IMF Bz.

The observed plasma distribution in Figure 4.10 exhibits a feature that may exac-

erbate the discrepancy between the measured and modeled integrated plasma prop-

erties. As warm electrons build up on the spacecraft’s body, cold ions are accelerated

toward the sensor, raising their measured energy. This generates a “cold ion line”, as

observed from 16:00 UT to the end of the event. This draws cold particles into the
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warm plasma integration window (> 100 eV), causing the overall measured density

to rise and temperature to fall. This effect cannot be properly removed from the

MPA data at the present time.
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Figure 4.2: Comparison between Geotail measured (blue dashed lines) and SWMF forecasted (black
solid lines) magnetic field (nT) in three orthogonal components in GSM coordinates.
The satellite’s position during the event is displayed in the top two frames, with the
star, diamond and triangle symbols used on both the orbit and magnetic field plots to
help coordinate the two.
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Figure 4.3: Similar to Figure 4.2, but for the GOES 9 geosynchronous satellite.
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Figure 4.4: Results from the August 31, 2001 event, where an observed substorm is reproduced
by the coupled models. The top frame shows the model (solid black) and data (blue
dashed) comparison of the X component of the magnetic field for a single Cluster
satellite. The vertical red dashed line marks 17:00 UT. The next two frames are Y=0
slices of the magnetotail taken from the simulation results. Field lines are traced in
black, the contours show pressure (nPa), and the red dot indicates the location of the
Cluster satellite used in the top frame. At 17:00 UT, the plasma sheet is thin and
elongated before a plasmoid quickly forms and travels downtail. At 17:10 UT (bottom
frame), the plasmoid has passed the Cluster constellation. This behavior is reflected in
both the measured and modeled data shown in the top frame.
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Figure 4.5: Proton energy flux comparison for the May 4, 1998 event at the LANL 97A geosyn-
chronous satellite, as simulated by the coupled codes (center plot) and as measured by
the LANL MPA instrument (bottom plot). The color bar is in units of energy flux
Log10(eV ∗cm−2 ∗sec−1 ∗str−1 ∗eV −1). The top row shows the position of the satellite
in three planes (GSM coordinates).
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Figure 4.6: Solar wind drivers during the May 4, 1998 event as measured by the ACE spacecraft.
Shown, from top to bottom, are the X, Y, and Z component of the IMF (nT ), proton
number density (1/cm3), and Earthward flow velocity (km/s).
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Figure 4.7: A data-model comparison similar to Figure 4.3, but for integrated proton temperature
and density at the LANL-97A satellite. The simulation result (black line) was obtained
by integrating the RCM result from Figure 4.5 over the same energy window that is
used to generate the LANL MPA moment data (blue dashed line). Typical of results
throughout the study, RCM plasma for this energy range is too warm and less dense
than the in-situ measurement.
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Figure 4.8: Same as Figure 4.6, but for the August 4, 2001 event.
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Figure 4.9: Same as Figure 4.6, but for the September 2, 2004 event.
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Figure 4.10: Similar to Figure 4.5 but for the LANL 1994-084 satellite during the August 4, 2001
event. The modeled particle distribution is quickly accelerated to resemble the mea-
sured distribution due to the southward IMF imposed during the event.
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Figure 4.11: Proton energy flux comparison for the September 2, 2004 event. While both distribu-
tions show little evolution throughout the event, the model population, which changes
little from the initial MHD maxwellian, poorly resembles the observations.
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4.4 Summary of GM-IM-IE Results

Table 4.3 displays the average nRMSE and correlation coefficient scores for the

data-model comparisons. They are divided up into three orbit categories: polar or-

bit (consisting of the Polar satellite), geosynchronous orbit (GOES satellites), and

outer magnetosphere orbits (Geotail and a single Cluster satellite). For the outer

magnetosphere category, any satellite that was upstream of the bowshock was dis-

carded as it was merely mirroring the upstream solar wind input of the simulation.

Performance measures were calculated for the three orthogonal components of the

magnetic field in GSM coordinates as well as the total magnitude. The number of

comparisons included in each average (n) is also listed.

nRMSE Corr. Coeff.
Orbit Type Bx By Bz |B| Bx By Bz |B| n
Polar 0.362 0.339 0.343 0.156 0.947 0.931 0.941 0.980 9
Geosynchronous 0.538 0.493 0.573 0.284 0.770 0.866 0.701 0.442 15
Outer Magnetosphere 0.794 0.736 0.669 0.476 0.638 0.666 0.607 0.532 6

Table 4.3: Average performance measures of in-situ magnetic field separated by orbit type: polar
orbit, geosynchronous orbit, and outer magnetosphere orbits. Listed are the normalized
root mean square errors (nRMSE) and correlation coefficients between the forecast and
measured value of the three components of the magnetic field (in GSM coordinates) and
the total field magnitude. The value ’n’ is the number of comparisons used to generate
the average. A data-model pair was discarded if there was little data available or if the
measurement was made upstream of the magnetosphere.

Overall performance of the coupled models to predict magnetic field values was

good. All average nRMSE scores were well below 1, showing that forecast values are

closer to the measured values than the average magnitude of the measured quan-

tity. Average correlation coefficients are greater than 0.6 for all components of the

magnetic field, indicating that the model is trending with the data. In every case,

the nRMSE for the total field strength was far lower than any of the components,

implying that the field strength is represented well, while the field orientation is not

as accurate. The opposite is true for the correlation coefficients, where correlation
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drops significantly for field magnitude (with the exception of the Polar satellite).

This is because, at geosynchronous orbit, the field magnitude has less variation than

the individual components, so smaller variations have a large effect on correlation.

Performance of the coupled models decreases as grid resolution decreases (equiv-

alently, as distance from the Earth increases.) The data-forecast comparisons using

Polar data performed the best (Table 4.3, top row), as the field is often dominated by

the intrinsic dipole as the satellite passes close to the Earth. Correlation coefficients

are especially strong (average of > 0.9) for this orbit type. The framework does

not perform as well at geosynchronous orbit (Table 4.3, second row), but average

nRMSE is still low (< 0.6) and there is a strong correlation for all three components

of the magnetic field (average > 0.7.) Forecasts for satellites in the outer magne-

tosphere/sheath or downstream solar wind have the weakest performance, however

all average nRMSE values remain well below one. The forecasts and data values are

weakly correlated; coefficients for each component ranges from 0.607 to 0.666.

The particle comparison results are presented in Table 4.4. The first two columns

correspond to density and temperature results of > 100eV protons; the second two

columns correspond to > 30eV electron density and temperature. The first row is

average nRMSE values, the second row is average correlation coefficient. nRMSE

values for the particle comparisons are near one, while the correlation coefficient

results show that there is little to no correlation between the forecasts and data.

While there is negligible difference between electron and proton density performance,

on average the predicted proton temperature is more accurate than the electron

temperature. Initial investigations found no apparent correlation between magnetic

field performance and particle density or temperature performance.

The results of the magnetopause crossing binary event study are presented in
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H+(> 100eV ) e−(> 30eV )
Density Temperature Density Temperature

nRMSE 0.961 0.990 1.096 1.208
Corr. Coeff. 0.274 0.177 0.266 0.096

Table 4.4: Average performance measures of forecasted and measured in-situ particle properties.
19 comparisons were made from the 10 events studied. All particle data was taken
from the MPA instruments aboard the LANL geosynchronous satellites. Density and
temperature from the model is taken from an energy range that matches the range of
the MPA instrument used in the comparison.

Table 4.5 and Table 4.6. Each entry into these tables represents one evaluation of a

time window from a single satellite’s data-model comparison. For example, in Figure

4.5, a magnetopause crossing was both observed and predicted. For the whole-event

time scale, this would add one to the “yes-yes” cell of the contingency table. For the

hourly time scale, the first hour (2:00 UT to 3:00 UT) of Figure 4.5 would add one to

the true-negative (“no-no”) cell, the fifth hour (6:00 UT to 7:00 UT) would increase

the number in the miss (“yes-no”) cell by one. This data-model comparison would

contribute only one value to the whole-event table (Table 4.5) and twelve values to

the hourly table (Table 4.6).

Forecast Observation
Yes No

Yes 13 0
No 1 22

Total 36

Table 4.5: Contingency table for magnetopause crossings using whole-event time resolution. Events
that were both observed and forecasted are “hits”, observed but not forecasted are
“misses”, forecasted but not observed are “false alarms”, and events that were not fore-
casted and not observed are “correct rejections.” The analysis of the 36 data-model
comparisons yielded a hit rate of 92.9%, a false alarm rate of 0%, and a critical success
rate of 92.9%.

Forecast Observation
Yes No

Yes 32 6
No 31 412

Total 481

Table 4.6: Contingency table for magnetopause crossings using houly time resolution, similar to
Table 4.5. The analysis of the 481 hours of data-model comparisons yielded a hit rate
of 50.8%, a false alarm rate of 1.4%, and a critical success rate of 46.4%.
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When examining magnetopause crossings on a whole-event time scale (Table 4.5),

the SWMF yields a very high hit rate and CSI (both 92.9%) and produced zero false

alarms in all 36 satellite data-model pairs examined in the 10 event study. Increasing

the time resolution to hourly (Table 4.6) nearly halved the hit rate (50.8%) and CSI

(46.4%). The false alarm rate rose only a negligible amount, from 0% to 1.4%. The

low false alarm rates show that the SWMF can provide value as a magnetopause

crossing predictor for geosynchronous satellites because it rarely predicts a crossing

that does not occur. The number of missed crossings, however, is still an issue that

needs to be addressed.

4.5 Different Module Combinations

4.5.1 GM-IE

The expected benefit of using the RCM in the IM module is to increase the

pressure in the MHD solution. This should help inflate the inner magnetosphere

and stretch the field lines to better match observations. This coupling alone is not

enough to stretch the field lines to their observed orientations, as is evidenced in the

previous sections. This begs the question of how much improvement the RCM is

providing the coupled system. To investigate this, the validation simulations were

repeated without the IM component. These simulations ran, on average, at 2.5 times

faster than real time. Geosynchronous results were recalculated and compared to the

previous results to quantify the impact of the RCM.

Table 4.7 shows the difference between the average metrics before and after the

IM module is used. For the X and Y components of the magnetic field, there is

a slight improvement in both nRMSE and correlation coefficient when the IM is

activated. There is a decline in the metrics in the Z component that offsets the

improvement in X and Y. All of these changes, however, are small percentages of the
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total calculated metrics, so the change in results when IM is activated is negligible.

This means, using this model resolution and setup, the RCM has little consequences

on the configuration of the inner magnetosphere configuration. The real strength of

using the RCM is acquiring full distribution function information of the plasma.

Component Average nRMSE Avg. Corr. Coeff.
Bx -0.037(+) 0.023(+)
By -0.008(+) 0.011(+)
Bz 0.023(−) -0.037(−)

Table 4.7: The difference between the average metric scores when the IM module is activated and
when the IM module is deactivated. Values marked with a (+) denote an improvement
in the results when IM is used, (-) denotes a decline in metric scores.

4.5.2 GM-IM-IE-PW

A single event, the May 4, 1998 strong storm, was simulated again with an ad-

ditional component: the Polar Wind, or PW module, simulated by the Polar Wind

Outflow Model (PWOM). This experiment serves two purposes: to explore the per-

formance of the new PW module, and to get a preliminary evaluation of non-static

ionospheric outflow on the coupled models and metric results. The run speed was

lowered to less than real time.

Figure 4.12 shows the data-model comparison for GOES 9 satellite magnetic field

resulting from the GM-IM-IE-PW simulation. This plot is directly analogous to Fig-

ure 4.3. The impact of activating the PW module is increased field line stretching,

drastically improving the results for all three components. The difference between

the metric scores when the PW is active and inactive is shown in table 4.8. All

metrics show drastic improvement. The biggest improvement occurs in the Bz com-

ponent, where the correlation coeffecient increased from 0.037 (no correlation) to

0.630 (significant correlation). While the field topology shows improvement, the

dipolarizations observed at 8:00 and 9:00 UT are still not captured by the coupled
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codes.

Component nRMSE Corr. Coeff.
Bx -0.114(+) 0.080(+)
By -0.278(+) 0.009(+)
Bz -0.218(+) 0.593(+)

Table 4.8: The difference between the metric scores when the PW module is activated and when
the PW module is deactivated. Values marked with a (+) denote an improvement in the
results when PW is used, (-) denotes a decline in metric scores.

This result has important implications for the magnetosphere. Not only is the PW

mass outflow reaching the inner magnetosphere, it is being energized through the IM

component to increase the GM pressure, stretching the field lines. This demonstrates

that the ionospheric outflow is vital for properly modeling the plasma sheet and

ring current. Because the PW is intrinsically a multispecies code, the additional

mass entering the system is H+ as well as heavier O+. Further simulations must be

performed to cement these results, as well as investigate the impact of O+ entering

the plasma sheet.
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Figure 4.12: Same as Figure 4.3, but for the GM-IM-IE-PW system setup.
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4.6 Conclusions

This study demonstrates the capabilities of the SWMF to predict satellite-specific

magnetic field, plasma energy distribution, and geosynchronous magnetopause cross-

ings, all for the terrestrial magnetosphere. The model predicts magnetic quantities

exceptionally well, even in regions of low resolution. Integrated plasma density and

temperature values predicted by the model are near the average measured values.

All simulations were completed at near real time run speeds using a limited amount

of computing resources, demonstrating the SWMF’s operational capabilities.

The coupled codes also proved competent at predicting magnetopause crossings for

satellites in geosynchronous orbits. The exceptionally low false alarm rates provide

operational users confidence that a modeled crossing nearly always correctly predicts

a real crossing. Missed crossings may still be a problem, especially those driven by

solar wind pressure pulses. These results must be expanded upon in the future

by investigating the crossings with finer time resolution and applying a full signal

processing analysis to the binary results as outlined by Jolliffe and Stephenson (2003).

Changing the module combinations used produced interesting results. Although

it was expected that the RCM should be a strong factor in the stretching of the

inner magnetosphere, it only provided a negligible change in the results. Adding

the PW module yielded drastic changes in the results, implying that the ionosphere

is an important plasma source in the magnetosphere. These results give operators

and scientists insight into the impact that these different codes have on the system

and can affect their choice of modules when weighing accuracy versus computational

costs.

Several deficiencies need to be addressed in order to improve the results presented
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here. The most important problems are the large magnetic reconnection rates, under

stretched field lines in the inner magnetosphere, and lack of cold particle sources in

the inner magnetosphere. These issues may be treated by improving and expanding

upon the physics used in the various models. For example, a non-ideal version of

the BATSRUS MHD code that includes the Hall resistive term in the induction

equation (Tóth et al., 2008) could be used in place of the version used here in

order to improve reconnection physics. Such changes may improve the nRMSE and

correlation coefficient scores, but require additional computational resources.

Although sufficient for selecting the model setup used in this study, the results

presented in Table 4.2 must be expanded upon. A complete sensitivity study that

involves all events and a broader range of parameter settings is required to obtain a

robust understanding of the SWMF’s performance. The impact of grid layout and

resolution is needed as well.

Future work will also include comparisons between SWMF predictions and rudi-

mentary prediction methods and computationally inexpensive empirical codes. Such

comparisons test for “skill”, or the improvement in quality of one prediction method

over another. Such work quantifies the advantage of using the computationally ex-

pensive SWMF over other predictive methods.

The results presented here will serve as a baseline to compare to future validation

results of similar quantities. This allows model developers to track code performance

as the system evolves, and observe the impact new codes have on the coupled sys-

tem. It also provides operational users with quantitative assessment of the system’s

performance. This and future studies are vital for scientific and operational users of

the SWMF, who need to fully understand the model’s capabilities.



CHAPTER V

The Source of Magnetospheric Plasma in the SWMF

5.1 Introduction

The dominant source and entry mechanism for plasma sheet and ring current

particles is a topic that has been the focus of many studies over the past several

decades. A simplified summary of the debate yields two possible sources: solar

wind entry versus ionospheric outflow into the plasma sheet. Two entry paths are

considered to deliver mass from these sources to the inner magnetosphere: either

vertical transport with convecting magnetic field lines into the plasma sheet then

into the ring current region, or flank entry into the plasma sheet through a variety of

mechanisms. Unraveling this mystery is of utmost importance to achieve a thorough

understanding of the terrestrial magnetosphere.

Early evidence for ionospheric sources came in the form of O+ measurements in

these regions by Shelley et al. (1974). Confirming the first measurements were studies

that found O+ composition increasing during increased solar and magnetospheric

activity (e.g. Lennartsson and Shelley (1986); Nosé et al. (2003); Denton et al.

(2005)). Others have taken a step further and concluded that ionospheric outflow

is indeed the dominant source for sheet and ring current plasma (Chappell et al.,

1987). Many of these studies assert that outflowing ionospheric plasma enters the

79
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sheet from above and below as they convect with magnetic field lines (e.g. Chappell

et al. (2000)).

Solar wind sources remain a probable alternative, however. Measurements of the

boundary layers and plasma sheet (Eastman et al., 1985), especially detections of

He++ (Lennartsson, 2001), imply plasma from solar wind origins. The entry mecha-

nism is not yet agreed upon, with some presenting data and model work supporting

entry through the day side reconnection region (Lennartsson, 2001; Winglee, 2003;

Moore et al., 2005), and others supporting flank entry (Eastman et al., 1985; Peroo-

mian and El-Alaoui, 2008).

In this chapter, the sources of plasma in the magnetosphere are examined using

two modules with the SWMF: Global Magnetosphere (GM) and Ionospheric Elec-

trodynamics (IE). Simulations of idealized solar wind and magnetospheric conditions

are first used to assess the importance of ionospheric and solar wind plasma sources.

These results are then tested with simulations of real-world events. Data-model com-

parisons are performed to evaluate the veracity of the conclusions drawn from the

models.

5.2 Methodology

In order to gain a simple, first order understanding of the plasma entry process

into the magnetosphere, idealized simulations are carried out utilizing the BATS-R-

US code (Powell et al., 1999; De Zeeuw et al., 2000) coupled to a serial ionosphere

electrodynamics solver (Ridley and Liemohn, 2002; Ridley et al., 2004) through the

SWMF. To simplify these simulations, constant solar wind and IMF are used. Addi-

tionally, the dipole axis is aligned with the terrestrial spin axis, removing the effects

of the dipole’s tilt towards or away from the Sun. The results are analyzed by ex-
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amining the magnetospheric configuration, plasma flow paths, and the destination

of plasma originating from the solar wind and ionosphere.

Single fluid, ideal magnetohydrodynamics, as outlined in Chapter III, is incapable

of distinguishing between plasma of different sources. Because of this, it is necessary

to switch from single fluid BATS-R-US to the multispecies version, described in Ma

et al. (2002). As opposed to treating the entire plasma population as a single fluid,

as in Equations 3.1 through 3.4, the number density is divided into several different

species, as defined by the model user. This creates a new set of MHD equations that

are solved by the model (Equations 5.1). With a separate continuity equation for

each species, the different populations may now be traced through the simulation

domain. However, there remains only a single momentum and energy equation, so

the solution is still, essentially, single-fluid.

(5.1)




∂ρ1

∂t
+∇ · (ρ1u) = 0

...

∂ρn

∂t
+∇ · (ρnu) = 0

ρtotal = ρ1 + ρ2 + · · ·+ ρn

∂ρtotalu
∂t

+∇ · (ρtotaluu−BB) +∇ptotal = 0

∂e
∂t

+∇ · (ue+ uptotal −BB · u) = 0

∂B
∂t

+∇ · (uB−Bu) = 0




For the purposes of investigating magnetospheric plasma sources, two proton

species are defined in the code: solar wind and ionospheric. At the upstream bound-

ary, the plasma is set to be nearly 100% solar wind protons; at the inner boundary

it is 100% ionospheric protons. Each simulation is initialized with pure ionospheric

plasma . This setup furnishes an easy assessment of if and how solar wind plasma
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enters the magnetosphere.

Figure 5.1 shows the grid layout used in this study. Near-body resolution is 1/8RE;

geosynchronous satellites reside in the region of 1/4RE resolution. Higher resolution

regions are expanded tailwards to better capture tail dynamics. This setup yields

approximately 1.9 million grid points.
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Figure 5.1: The grid used for the BATSRUS code as seen in the Z=0 plane. The grid extends to
±128RE in the Y and Z directions, and from 32 RE to −224RE in the X direction. The
grid is symmetric such that a slice in the Y=0 plane would look identical to this slice.
Resolution is denoted by color and corresponds to the key to the right of the grid.

5.3 Idealized Results

5.3.1 Southward IMF

The first simulation was performed with a constant southward IMF configuration.

Solar wind velocity and density was held constant at average values (450km/s and

8.7cm−3). Like all simulations in this study, it began with 5000 iterations in local
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time stepping mode (Ridley et al., 2002) to accelerate the system to a steady state,

then it was allowed to run in time-accurate mode until any lingering, large-scale

dynamics settled.

The left frame of Figure 5.2 shows the configuration and content of the magneto-

sphere during southward (Bz = 10nT ) IMF conditions in the Y=0, or noon-midnight

meridional, plane. The inner boundary is denoted by the black circle of radius 2.5RE,

and the black lines show the field topology (line density does not necessarily imply

field strength). Contours show the percent of plasma that is of solar wind origins

(solar wind species from the upstream boundary.)

Figure 5.2: Slices of the magnetosphere in the Y=0 (noon-midnight meridional) plane. The dark
circle is the inner boundary of the simulation domain (a sphere of 2.5RE), black lines
show magnetic field configuration. Contours show percent of the plasma that is the
solar wind species. Left frame is during southward IMF Bz conditions, the right frame
is for northward IMF Bz.

Figure 5.2 demonstrates that there is no solar wind entry into the magnetosphere

in the BATS-R-US model during southward oriented IMF. Ionosphere plasma domi-

nates the inner and outer magnetosphere through the plasma sheet well past the tail

reconnection point. The solar wind plasma begins to mix along the magnetopause

but does not penetrate deeply into the magnetosphere.
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Figure 5.3 illustrates how the ionosphere species enters the plasma sheet and ring

current regions. This Y=0 slice shows pressure as black contour lines and a single

streamline of inner boundary-originating plasma. Color of the streamline shows the

temperature of the plasma along its path.
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Figure 5.3: A slice of the magnetosphere in the Y=0 plane with a single plasma streamline from
the ionosphere to the plasma sheet. The dark contours are equipressure lines. Color
along the streamline shows the temperature, in electron volts, of the plasma as it is
transported into the tail.

Ionosphere plasma is first sucked away from the inner boundary by pressure gra-

dient forces. This particular path in Figure 5.3 shows the plasma first entering the

cusp and then pushed back towards the Earth, again by pressure gradient forces. The

plasma then begins to E×B drift with the convecting magnetic field lines towards

the night side. Low pressure in the lobes pulls the ionospheric plasma down tail,

where it convects towards the plasma sheet. The plasma is heated as it passes near

the magnetic x-line, and then further as it moves Earthward adiabatically. At the

temperature peak (approximately 17.5keV), the plasma begins to electromagnetically

drift perpendicular to the plane of the plot.

Through this motion, ionospheric plasma is brought into the plasma sheet and

is heated to contribute to the ring current. Plasma originating equatorward of the

streamline displayed in Figure 5.3 escapes down tail; plasma originating poleward
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of the streamline shown enters the plasma sheet further Earthward of the magnetic

x-line and contributes to the higher latitude plasma sheet. Further detail of this

motion is shown in the upper left frame of Figure 5.4, explained in detail below.

5.3.2 Northward IMF

The first idealized simulation was repeated, but at the four hour mark, the IMF

BZ orientation was flipped from -10nT to +10nT. The magnetospheric configuration

and plasma content after large scale dynamics settled are shown in the right frame of

Figure 5.2. The topology is what is expected for the solar wind drivers: reconnection

over the cusps adds magnetic flux to the day side and the tail region is inflated. In

stark contrast to the southward IMF case, solar wind plasma has entered several

regions in the magnetosphere where it was not found before. Most importantly,

solar wind protons dominate the plasma sheet density.

Figure 5.4 compares and contrasts the two cases to help explain the differences

in plasma sources. Contours again show plasma content, but the dark lines now

show flow streamlines. The left column presents the southward IMF case, while

the right column presents the northward case. Plots in the top row are cuts of the

magnetosphere in the Y=0 plane (same as Figure 5.2) and there are tremendous

differences between flow patterns in this plane for the different solar wind drivers.

The upper left frame expands upon the plasma flow illustrated in Figure 5.3.

These flow patterns are what is expected when magnetospheric convection of field

lines as described by Dungey (1961) is superposed with plasma motion parallel to the

field lines. Recall from Chapter I that the Dungey paradigm for convection is the flow

of field lines away from the day side reconnection point to the night side reconnection

zone, then from the night side reconnection region back Earthwards, and eventually

returning to the day side. The path takes the field lines directly over (under) the
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north (south) pole, then equatorward as the field lines are brought together in the

plasma sheet. This flow combined with the outflowing of the ionospheric plasma is

equivalent to the flow description of Figure 5.3 and can occur only during southward

IMF conditions.

The flow pattern changes drastically for the northward IMF case (upper right

frame of Figure 5.4). In the now predominately solar wind tail, flow lines diverge

from a flow reversal region that is spatially larger and nearer to the Earth than what

is seen in the southward IMF case. Patterns no longer reflect that of what would be

expected in a “Dungey-type” magnetosphere.

Plots in the bottom row are cuts in the equatorial plane (Z=0) and further ex-

plain the dynamics seen in the top row. For the southward IMF case (bottom left

frame), the plasma sheet and inner magnetosphere are flanked by large flow vortices.

These vortices are driven by numeric diffusion of particles and momentum across the

magnetopause and allow mixing of the two species defined in the model. Such fea-

tures are indicative of viscous interaction between the magnetosphere and the solar

wind populations, driving magnetosphere convection- a mechanism first proposed by

Axford and Hines (1961). Although these vortices are important, they are not the

dominant convection method for the southward IMF case. Dungey-type convection

brings in the majority of central plasma sheet and ring current material into the tail

from the top and bottom, not the sides. When this mechanism is shut off, as in the

case of the northward IMF simulation (lower right frame), Axford and Hines (1961)

convection becomes the dominant driver in the magnetosphere. The vortices are

now capable of bringing in the solar wind species, which dominates the plasma sheet

and ring current regions. This source becomes so important in the simulation that

the only ionosphere-source plasma found in the equatorial plane is a tightly defined,



87

Figure 5.4: Slices of the magnetosphere in the Y=0 (top row) and Z=0 (equatorial, bottom row)
planes. Contours show percent of plasma that is solar wind species. Black lines show
plasma streamlines. The left column is during southward IMF Bz conditions, the right
is for northward IMF Bz.

corotating plasmasphere.

The differences arising from the different driving mechanisms are seen in the

ionosphere as well. Ionospheric radial current and potential patterns for each IMF

configuration is seen in Figure 5.5. The top row results from the southward IMF

simulation, bottom from the northward IMF case. Field-aligned currents are on the

left and electric potentials on the right. During the negative BZ periods, the SWMF

produces the expected two-cell potential pattern and region-1 field aligned currents

(Dungey, 1961; Iijima and Potemra, 1976; Lester et al., 2006). For northward IMF, a
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four-celled potential pattern emerges where the poleward pair is reversed in polarity

compared to the southward IMF case. This convection pattern is the well known

NBZ pattern (named for its association with northward IMF conditions) (Burke

et al., 1979; Iijima et al., 1984; Reiff and Heelis, 1994; Huang et al., 2000). The

lower latitude field aligned currents map to the viscous-driven flow vortices seen

in Figure 5.4. The SWMF’s ability to clearly reproduce well known features in the

magnetosphere for both IMF orientations lends support to the results of the idealized

runs.
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Figure 5.5: Ionospheric maps of radial field-aligned current (left column) and potential patterns
(right column) for southward and northward IMF BZ conditions. Yellow contours are
positive values, blue are negative. Maximum and minimum values for each plot are
shown to the lower right and left of the circle.

Changes in the plasma sheet due to IMF configuration are illustrated in Figure 5.6.

The top frame is a time series of plasma temperature at Z=-7RE, the bottom frame
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Figure 5.6: Time profile of temperature and density at 7RE down tail. At 4 hours into the simula-
tion, IMF BZ turns southward to northward.

is the same but for number density. Before the northward turning, the ionosphere

plasma is well heated because it enters near the magnetic x-line and must travel

the length of the tail, adiabatically heating for the duration of the trip. After the

IMF northward turning, which occurs four hours into the simulation, solar wind

plasma enters through the flanks (as demonstrated in Figure 5.4). This plasma is

significantly cooler because it experiences much less adiabatic heating by the time it

reaches the point of measurement. This mechanism also brings in more plasma than

its Dungey (1961) counterpart, creating a cold, dense plasma sheet, another well

studied feature of the magnetosphere (Lennartsson and Shelley, 1986; Lennartsson,

1992; Terasawa et al., 1997; Fujimoto et al., 1998; Phan et al., 2000; Huang et al.,

2002) which has been established as consisting of solar wind plasma (Lennartsson,

1992; Fujimoto et al., 1998).
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Figure 5.7: Equatorial cuts of the magnetosphere showing content and plasma streamlines, similar
to Figure 5.4. The left frame shows the magnetosphere before the pressure increase
(t < 0), while the right frame shows the magnetosphere afterwards (t > 0). The
pressure increases by a factor of 2.15.

5.3.3 Pressure Effects

To test the effects of changing dynamic pressure on plasma sources, the southward

IMF simulation was repeated, but the solar wind number density was increased from

8.7cm−3 to 18.7cm−3, raising the dynamic pressure by a factor of 2.15. The increase

occurred over the span of one minute, similar to short time scale pressure pulses

observed in the solar wind that often signifies the onset of a magnetic storm. Again,

the simulation was allowed to settle after the pressure pulse.

Figure 5.7 shows slices of the magnetosphere taken in the equatorial plane both

before and after the pressure increase. As in the bottom row of Figure 5.4, the

contour shows the percent of the plasma that is of solar wind origins. The left frame

displays the now familiar configuration of the magnetosphere during southward IMF,

where both reconnection and viscous interaction driven convection are acting on the

magnetosphere. The right frame shows the configuration after the pressure increase.

The flank vortices have grown in size and have constricted the inner magnetosphere as
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well as the central plasma sheet, which is still drawing in ionospheric plasma through

night side reconnection. This is due to the solar wind dynamic pressure constricting

the size of the magnetosphere as well as the increase in solar wind momentum,

which strengthens the vortices. As the vortices are forced towards the center of

the plasma sheet, solar wind plasma begins to diffuse into Earthward flow, mixing

with ionosphere plasma. This demonstrates that the two modes of driving are in a

constant balance that depends on dynamic pressure and −BZ driven reconnection.

Figure 5.8 demonstrates the effect on the central plasma sheet temperature and

density 7RE down tail. Similar to the effects on the plasma sheet due to a northward

turning of the IMF, flank delivery of solar wind plasma increases the density and

decreases the temperature. This feature is not nearly as strong as what is seen in

Figure 5.6 because the IMF remains southward and thoroughly heated ionospheric

plasma is still dominant. The results here provide an explanation for the observations

of Thomsen et al. (2003), who found that cold, dense plasma sheet material could

penetrate the inner magnetosphere by means of a solar wind pressure pulse.

Figure 5.8: Same as Figure 5.6, but for the pressure increase simulation. The pressure increases
sharply at 4 hours into the simulation.
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5.4 Event Analysis

5.4.1 August 4, 2001

The first real world event to be studied is August 4, 2001, spanning from 12:00

UT to the end of the day. The solar wind conditions as measured by the ACE

spacecraft used to drive the simulation are shown in Figure 5.9. This event features

a nearly constant -4nT IMF BZ (center frame of Figure 5.9) for the first nine hours,

at which point it slowly rotates northward. The number density and velocity (bottom

two frames of Figure 5.9) both decrease smoothly and slightly during the first four

hours, reducing the dynamic pressure of the solar wind during this period. The solar

wind is reasonably steady and this would not be considered “stormy” space weather

conditions.

The results of the simulation are summarized in Figure 5.10 that shows three

plots of the magnetosphere similar to those shown in Figure 5.2. The results of this

event agree with the entry mechanisms predicted by the idealized runs. Early in the

simulation, solar wind conditions favor viscous driving and some solar wind plasma

gets into the plasma sheet through the flanks (top frame of Figure 5.10, taken at

13:50 UT). This effect is diminished as the solar wind dynamic pressure is reduced

(center frame of Figure 5.10, 18:30 UT). After this time, as the BZ component of the

IMF turns northward, flank entry of solar wind plasma is detected (bottom frame

of Figure 5.10, 23:00 UT). Overall, the additional complexities of real world drivers

and terrestrial field tilt provided minimal changes to the conclusions of the idealized

simulations.

During this time period, there are two Los Alamos National Laboratory (LANL)

geosynchronous science satellites that pass through the night side of the magneto-

sphere. This location is where the ring current and plasma sheet region overlap,
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making it a key area to investigate the source of ring current and inner magne-

tospheric plasma. The results of the simulation are compared against data coming

from the Magnetospheric Plasma Analyzer (MPA) instrument aboard these satellites.

The MPA instruments are electrostatic analyzers that measure the energy-per-charge

distribution. Temperature and density moments are calculated from this data for

two energy windows: “cold” (0-100eV for protons, 0-30eV for electrons) and “hot”

(100eV or 30eV up to 45keV). The cold and hot moment densities are added to-

gether to produce a total plasma mass density and pressure. These values are easily

comparable to results from the BATS-R-US model.

Figure 5.11 shows the data-model comparisons along the two LANL spacecraft

trajectories. The left column is the comparison for the 1991-080 spacecraft, the right

column for the 1994-084 satellite. The satellite’s position is shown in the top row,

with proton number density and pressure given in the next two rows. The blue

dashed lines are in-situ measurements; black lines are simulated values. While the

satellites are on the night side of the magnetosphere, density values show excellent

agreement. MHD pressure is consistently too low, but comes close to the measured

pressure when the satellites are nearest to local midnight. The only exception to both

of these results is during a brief moment of very cold, dense plasma, simultaneously

observed by both satellites near 13:00 UT. As the 1991-080 satellite reaches the day

side, both measured and simulated number densities increase, but the MHD density

becomes almost twice as much as the measured. The too large of densities on the

day side, as well as the low pressure on the night side, are persistent features of

MHD results. The latter is a result of insufficient adiabatic heating due to the under

stretched (hence, shorter) tail in BATS-R-US as discussed in Chapter IV. The former

feature will be discussed later.
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The excellent agreement with both satellite measurements while in the plasma

sheet region demonstrates that the amount of plasma present is predicted very well

by the BATS-R-US model. While this data set does not give an indication of whether

the plasma is of ionospheric or solar wind origin, the fact that the MHD code ap-

pears to model the density correctly gives credence to the mechanisms observed in

the simulations. It demonstrates that the results from the idealized and real-world

simulations are reasonable representations of the magnetosphere.

To determine the source of the plasma, ion composition of the plasma sheet is

required. For example, the presence of oxygen indicates ionospheric origins. The

MPA instrument does not differentiate ion type, but oxygen content can be inferred

from the moment data. The process, detailed by Denton et al. (2005), begins with

the simple statement of charge neutrality given in Equation 5.2, where NHE is the

hot electron density moment. Equation 5.2 neglects other ions and assumes that

the hot electron and ion populations are much denser than the cold populations.

From the calculation of the velocity distribution function (Thomsen et al., 1999),

the contribution to the total number density by ions of mass mi is
√
mp/mi (1/4

for singly ionized oxygen). Hence, the hot proton density moment, NHP , is given by

Equation 5.3. Combining Equations 5.2 and 5.3 yields Equation 5.4. When the MPA

instrument indicates the presence of O+, the plasma has an ionospheric component,

while when there is no O+ content, there is likely little ionospheric content.

(5.2) NHE = NH+ +NO+

(5.3) NHP = NH+ +NO+/4
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(5.4)
NO+

Np

=
4 (NHE −NHP )

(4NHP −NHE)

For this calculation to be valid, the ratio of cold to hot density moments (NLP/NHP ,

where NLP is the low temperature proton density moment) must be negligible. Ad-

ditionally, away from local midnight, electrons are shielded from the inner magneto-

sphere (Korth et al., 1999) and the quasi-neutrality assumption breaks down. Hence,

this ratio is only valid within a few hours of local midnight. Despite these restric-

tions, this method for inferring O+ in the plasma sheet allows further verification or

rejection of the BATS-R-US results.

The only useful data set for this analysis during the August, 2001 event is from

the 1994-084 satellite. The results are shown in Figure 5.12; the top frame shows

the NLP/NHP ratio and the bottom frame shows the NO+/NH+ ratio. The infer-

ence is valid in the region denoted by the yellow window, which is centered over

local midnight and stretches one hour local time in each direction, and when the

NLP/NHP ratio is much less than one. During these times, the NO+/NH+ reaches

∼30%, demonstrating ionospheric origins of the plasma sheet material. As described

above, during this time period, the MHD code indicated that the plasma sheet was

dominated by ionospheric plasma. This analysis indicates that the results of the

simulation reasonably reflect the real world processes.
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Figure 5.9: Solar wind drivers for the August 4, 2001 event study. The frames, from top to bottom,
display the three components of the IMF, proton number density, and flow velocity
in the X direction, where negative values indicate Earthward flow. All values were
observed by the ACE spacecraft and time shifted from the L1 point to the upstream
boundary of the simulation’s spatial domain.
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Figure 5.10: Y=0 slices of the magnetosphere showing content and field lines (similar to Figure 5.2)
from three separate epochs during the August 4, 2001 event.
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Figure 5.11: Data-model comparisons for the August 4, 2001 event. The left column is the com-
parisons for the LANL 1991-080 geosynchronous satellite, the right is for the 1994-084
satellite. The top row shows the position of the satellite in the Z, X, and Y=0 planes.
Markers in the position plots correspond to the markers in the plots below. The middle
and bottom rows show number density and plasma pressure comparisons. Blue dashed
lines are in-situ measured data, black lines are results from the simulations.

Figure 5.12: Plasma content information from the 1994-084 satellite. The top frame shows the
ratio of cold (0-100eV) to hot (0.1-45keV) plasma density. The bottom frame shows
the ratio of inferred oxygen to hydrogen number density. The inferred oxygen content
is only considered valid when the cold to hot density ratio is very low and when the
satellite is within a few hours of local midnight, a region denoted by the yellow boxes.
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5.4.2 September 2, 2004

Figure 5.13 shows the IMF and solar wind conditions for September 2, 2004,

which features a persistent, yet weak, northward IMF Bz (top frame) as well as

nearly constant number density and velocity (bottom two frames). There are several

southward turnings, most notably at 14:15 UT. This event was chosen to investigate

the veracity of the northward IMF idealized results.

The results of this simulation are consistent with the idealized results, but the

southward turnings throughout the event demonstrate the interplay between the

two prevalent driving mechanisms. The left frame of Figure 5.14 shows the config-

uration and content of the magnetosphere at 14:10 UT, during northward IMF but

immediately before the southward turning. Solar wind plasma is prevalent in the

plasma sheet, but quickly drains after the turning. An hour later (Figure 5.14, right

frame), ionosphere plasma dominates the plasma sheet, only to be quickly replaced

as the IMF turns northward again. The two sources are constantly changing the

content as the event continues.

This interplay is reflected in data from the LANL-97A satellite, which passes

through the night hemisphere during this event. Figure 5.15 shows the data-model

comparison for this satellite. At 14:30 UT, the number density drops (center frame,

blue line) while the plasma pressure increases (bottom frame, blue line). This be-

havior is what is expected if what is predicted by the model is correct: for northward

IMF, the colder, denser plasma sheet forms through solar wind flank entry, but dur-

ing even weak southward turnings, ionosphere plasma enters via tail reconnection

and is warmed adiabatically to temperatures greater than the flank-entering solar

wind plasma.

The model results, seen in Figure 5.15 as the black, solid lines, capture the pressure
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Figure 5.13: The same as Figure 5.9, but for the September 2, 2004 event.

jump but not the density drop. Examining the position of this satellite with relation

to the plasma sheet in Figure 5.14, the satellite is just within the boundary of the

solar wind dominated plasma sheet, so it does not observe the denser flank plasma

during the simulation. Noting that the solar wind dynamic pressure is weaker than

what is used in the idealized northward IMF simulation, where flank-entering, solar

wind plasma reached deeper into the magnetosphere, it is likely that BATS-R-US is

under-predicting the strength of the viscous driving.
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Figure 5.14: Similar to Figure 5.10, but for the September 2, 2004 event. The position of the
LANL-97A satellite is shown as the labeled white dot in each frame.

Analysis of possible oxygen content for this satellite is shown in Figure 5.16. The

ratio of cold to hot plasma density remains high for most of the run, as expected

given the northward IMF conditions. Around 14:30 UT, however, this ratio dives to

almost nothing, yielding a narrow time period within the yellow box where a proper

inference about the O+ content of the plasma sheet can be made. During this brief

time, NO+/NH+ reaches ∼20%, implying the population is of ionospheric source.

These results further support the idealized simulation results.
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Figure 5.15: The same as Figure 5.11, but for the LANL-97A satellite during the September 2, 2004
event.

Figure 5.16: The same as Figure 5.12, but for the LANL-97A satellite during the September 2, 2004
event.
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5.5 Discussion

The results presented here are supported by previous numerical studies. The

ionospheric dominance of the plasma sheet during southward IMF conditions was

predicted by Chappell et al. (1987, 2000). Good agreement is found with the true

multifluid simulations of Winglee (1998, 2000) for southward IMF cases and solar

wind dominance during northward IMF. Huddleston et al. (2005) predicts entry paths

for ionospheric plasma into the central plasma sheet via particle tracing routines that

qualitatively mirror those shown in Figure 5.3. Peroomian and El-Alaoui (2008) finds

flank entry to be an appreciable, but not dominant, entry path for solar wind particles

during storm time conditions.

There are important differences found in other investigations, most notably solar

wind access to the plasma sheet via day side reconnection. Both Peroomian and El-

Alaoui (2008) and Winglee (2003) observe solar wind particles in the plasma sheet

that entered from the day side reconnection site in particle tracing results during

storm time periods. Moore et al. (2005) finds this to be the dominant source for

plasma sheet mass during constant southward IMF conditions when both solar wind

and ionospheric source populations are traced through MHD-generated fields. In the

results presented here, this entry mechanism is unavailable to the solar wind species.

This difference illustrates a key limitation in the methodology applied here. Be-

cause the individual species evolve as a single fluid (they share momentum and energy

equations), the outflowing ionosphere plasma acts to shield solar wind plasma from

moving Earthward along open magnetic field lines through pressure balance. Mixing

of the two species along field lines is controlled by numerical diffusion in the solution

of the continuity equations, which is too weak to allow penetration of the solar wind
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species to regions Earthward of the magnetic x-line in the central plasma sheet. This

may mean that these results are contingent on the inner boundary number density

and that a true multifluid simulation would allow an appreciable entry of solar wind

plasma through reconnection driven convection.

Figure 5.17 addresses the first of these concerns. The top frame again shows

the results for the August 4, 2001 event at the 1991-080 satellite, shown earlier as

the center row of Figure 5.11. During this simulation, the inner boundary num-

ber density is held constant over the entire boundary at a value of 28cm−3, which

was chosen to balance code stability with realistic conditions. Outflow in the the

coupled ionosphere-magnetosphere models occurs by diffusion of mass out of the in-

ner boundary, which is then accelerated by the convection electric field (across field

lines) as well as pressure gradients (primarily along field lines). To investigate the

effects of reducing the inner boundary density, the value was lowered to 17cm−3 and

the simulation performed again. This number is consistent with what is used in

Huddleston et al. (2005) and was generated from surface charging corrected TIDE

measurements originally presented by Su et al. (1998). The bottom frame of Figure

5.17 demonstrates that in the night hemisphere, there is no difference between the

results when the inner boundary density is changed. The density on the day side is

reduced, improving agreement between the data and the model. The species content

did not change. Hence, density inner boundary conditions are unimportant to central

plasma sheet composition when this simplified outflow is used.

Improved day side results presented in Figure 5.17 for different inner boundary

conditions also sheds light on the problem of too high day side number density in

BATS-R-US results, discussed in Section 5.4.1. On the day side, the field lines

are convecting slowly around the magnetosphere and have ample time to fill with
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ionospheric plasma until pressure balance is achieved between plasma in a flux tube

and the ionospheric plasma pressure at the flux tube foot point. By lowering the inner

boundary density, the foot point pressure is lowered, and equilibrium is achieved at

lower densities at equatorial locations. The data-model comparisons at the day side

of the magnetosphere in Figure 5.11 demonstrate that, at least for this time period,

the density inner boundary condition used are too high. Because ionospheric outflow

is dynamic and dependent on solar activity (Yau and André, 1997), dynamic inner

boundary conditions could improve results.

As for the second concern, a true multifluid simulation allows for counter-streaming

populations, which could potentially allow significant solar wind entry into the central

plasma sheet. While some solar wind entry is expected when such a system is used,

the initial evidence is that this contribution would be much less than the ionospheric

contribution, as demonstrated in Section IV. The consistently under stretched field

lines, especially during storm times, imply that the basic outflow generated in the

MHD code is under-predicting the actual outflow. When the realistic outflow gen-

erated by the PWOM was used in Section 4.5.2, it increased inner magnetosphere

pressure, vastly improving the magnetic field results at geosynchronous orbit. It was

the increase in the ionospheric source, not the solar wind source, that produced more

realistic model results. Effects increasing outflow can be seen by the similar studies

of Moore et al. (2005) and Huddleston et al. (2005): both used similar methodolo-

gies, but the latter used an increased outflow flux and velocity by re-examining TIDE

data and adjusting for spacecraft charging. While Moore et al. (2005) found that

ionospheric sources were secondary compared to solar wind sources, Huddleston et al.

(2005) found that the ionosphere, using the increased outflow, could easily account

for all plasma sheet mass.
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Another important difference between these results and others is the predomi-

nance of flank entry for northward IMF as opposed to high latitude entry at cusp

reconnection points, found in the results of Moore et al. (2005) and Winglee (2000).

As seen in the northward IMF results of Figures 5.2 and 5.4, NBZ-type reconnec-

tion is occurring and drawing in solar wind plasma into the day side magnetosphere.

However, the flow of this plasma is overcome by the flank vortices, and rather than

moving towards the night side, it is swept around the flanks. This may indicate an

over prediction of the strength of the viscous driving. It may be argued that the

formation of the solar wind dominated boundary layer seen in this study is the result

of NBz reconnection and transport as decribed by Song and Russell (1992). Because

the layer is present for both northward and southward orientations, it is not likely

that the Song and Russell (1992) mechanism is dominant.

1991-080 Density - Standard Inner Boundary Density

1991-080 Density - New Inner Boundary Density

Figure 5.17: Comparisons of number density at geosynchronous orbit for standard BATS-R-US in-
ner boundary density (28cm−3) (same as Figure 5.11) and new, realistic inner bound-
ary density (17cm−3).
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5.6 Conclusions

This study is the first investigation of the source of plasma sheet and inner magne-

tosphere plasma using purely fluid simulations by means of the multispecies BATS-

R-US code. Two species of protons are defined: one for ionosphere sources and one

for solar wind sources. Idealized and real events were performed to evaluate the

importance of each source as well as the entry mechanism.

Through idealized simulations with steady southward IMF, it was determined that

the overwhelming source of plasma in the magnetosphere is ionospheric in origin. The

mechanism responsible for bringing this plasma into the plasma sheet is convection

of magnetic field lines from the day side to the night side due to reconnection in the

subsolar region. Ionospheric plasma trapped along convecting field lines is brought

into the plasma sheet, where it adiabatically heats as it moves Earthward along

the greater portion of the magnetotail. Concurrently, momentum transfer along the

flanks causes large vortices to form. While these voritices allow solar wind plasma to

mix with ionosphere plasma along the flanks, no plasma is advected to the central

plasma sheet or inner magnetosphere.

Idealized simulations of the magnetosphere being driven by constant northward

IMF show that the plasma sheet and ring current regions are dominated by solar wind

plasma when the IMF is northward. This is the result of shutting off reconnection

driven convection, allowing the flank vortices to become the primary dynamic of the

magnetosphere. Flank-entering plasma enters further upstream than the ionosphere

plasma that advects vertically into the plasma sheet, resulting in less heating of this

population. This leads to a cold, dense plasma sheet with a well defined, corotating

plasmasphere that stretches out nearly to geosynchronous orbit.
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Varying the dynamic pressure of the solar wind demonstrated that magnetospheric

dynamics is a balance between viscous interaction driven and reconnection driven

convection. As pressure is increased, flank vortices grow and begin to gain access to

the plasma sheet, allowing solar wind plasma to penetrate deeper into the central

plasma sheet. The interplay between the strength of these two driving mechanisms

ultimately determines the origin, and therefore the temperature and density, of mag-

netospheric plasma.

Realistic simulations of the August 4, 2001 and September 2, 2004 periods further

demonstrate these dynamics under non-steady driving. Data-model comparisons

during these events using MPA moment data provide support for these conclusions.

Although the plasma temperature is under predicted by the model, number density

on the night side of the magnetosphere is captured extremely well. Furthermore,

the in-situ measurements reflect what is expected if the model predictions are true:

hotter plasma and oxygen content during periods of southward IMF.

This work provides a unifying explanation for many magnetospheric observations:

1. The results allow for entry of both solar wind and ionospheric particles, explain-

ing observations of O+ (e.g., Shelley et al. (1974)) as well as He++ (Lennartsson,

2001), a population associated with solar wind plasma.

2. The long-standing mechanisms proposed by Dungey (1961) and Axford and

Hines (1961) are both acting to bring in plasma from different sources, but

hang in balance of one another as determined by solar wind conditions.

3. Development of a cold, dense plasma sheet during northward IMF conditions is

in agreement with many observations of this phenomena.

4. For northward IMF conditions, the model predicts a four celled ionospheric
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convection pattern consisting of a poleward, reverse convection pair and a lower

latitude, forward convection pair. This is consistent with the long studied NBZ

current system and demonstrates the models ability to correctly predict the

state of the ionosphere/magnetosphere. The outer cells map to the viscously

driven vortices, which continually drive forward convection.

Future work to addresses these issues and expand upon these findings must begin

with an examination of the viscous driving present in the model. While proposing

their model for viscous driving, Axford and Hines (1961) asserted that the exact

mechanism for these flank interactions is not important, just so long as they exist.

At present, this view is reflected in the MHD model because the momentum transfer

is due to numerical diffusion along the flanks. While this does not preclude the

existence of an actual mechanism, it requires further investigation to ensure that

the diffusion rate is representative of real world conditions. Strong discrepancies

between model and real-world energy transfer across the flank could have important

implications for the interpretation of the model results.

Several other additions to the study will be made in the future to further test

these conclusions. This study is limited in the range of events selected, and strong

driving and storm time events must be examined. It is likely that such simulations

will continue to support this work, as indicated by 4.5.2. Further measurements of

plasma sheet content are also needed, especially considering the assumptions taken

in the MPA data analysis. Finally, the impact of accurate polar wind outflow on

these results must be examined, as this outflow clearly has important implications

on the magnetosphere.



CHAPTER VI

Conclusions

This body of work has addressed the three goals stated in Chapter I:

1. Further investigate the connections between the hazards presented by the space

environment and anomalous spacecraft behavior.

2. Evaluate the capabilities of the Space Weather Modeling Framework, under the

constraints imposed of an operational environment, to predict the state of the

magnetosphere at satellite specific locations.

3. Use the validated framework to investigate the critical issue of plasma sources

and entry mechanisms into the magnetosphere.

Chapter II addressed the first goal by demonstrating a relationship between life-

time high-energy particle exposure experienced by spacecraft and the likelihood of

an operational anomaly occurring. A new metric for assessing particle exposure,

“perceived age”, was introduced to illustrate the effects of long-term subjection to

space weather. Using this metric, it was found that 73.5% of all of the anomalies

included in the study had received a disproportionate (≥ 2×) high-energy particle

exposure compared to their chronological age. This work is the first statistical study

of spacecraft anomalies that takes into account each satellite’s lifetime exposure to

the space environment.

110
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The results of Chapter II may have important implications for satellite operators.

Clearly, a satellite’s perceived age must be taken into consideration when evaluating

the likelihood of anomaly occurrence. Operators must monitor the lifetime particle

exposure experienced by their spacecraft using a combination of in-situ measurements

and numerical models.

Chapter IV explored the feasibility of using the SWMF as an operational tool and

achieved the second goal of this dissertation. By performing this work in an oper-

ational environment (fewer computational resources and real-time run speeds), the

SWMF’s current operational capabilities have been demonstrated. The validation is

the first step towards converting the framework into a now-casting and forecasting

system that can be used to predict and mitigate the adverse effects of space weather.

The work outlined in Chapter IV has set many new benchmarks in the field of

data-model validation of space weather codes. It is the first comprehensive and

systematic validation against in-situ magnetic field and plasma temperature and

density using the SWMF and several different module combinations. The capabilities

of the framework were also expanded to provide the first satellite-specific full plasma

distribution results from the coupled BATS-R-US and RCM codes - an important

product for operators wishing to monitor surface charging effects. Finally, the impact

of the new polar wind model, PWOM, was presented. Not only did this model vastly

improve results for the May 4, 1998 storm, but it also foreshadowed the results of

Chapter V.

The validation illustrates the current strengths and weaknesses of the coupled

models. Reconnection speeds appear too fast in the results, and the field is far too

under stretched. The first issue arises from numerical diffusion in the code allowing

the field to reconnect faster than the real world rate. The second results from lower
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inner magnetosphere pressure, which is required to push the tail further away from

the Earth. Despite these issues, the SWMF captures average values of the magnetic

field and plasma properties reasonably well in addition to demonstrating adeptness

in predicting dayside magnetopause crossings.

The negligible difference between the metric scores of the RCM/no RCM simula-

tions is frankly disappointing. The addition of this module was believed to improve

the BATS-R-US results significantly, but it clearly fails to do so in these validation

runs. Operational users may forgo the inclusion of this model in favor of faster sim-

ulation completion speeds if energy distribution information is not valuable. Science

users may seek to alter the coupling algorithms to increase the strength of the IM

feedback on the GM module, or turn to other numerical codes to simulate the IM

module.

The third and final goal of this dissertation was reached in Chapter V. The

multispecies version of BATS-R-US was used to track ionospheric and solar wind

contributions to the magnetospheric particle population during idealized and real-

world simulations. The results show that there are two modes for plasma entry. The

first is ionospheric outflow that is advected far downtail during reconnection driven

magnetospheric convection. The second is viscously-driven flank entry of solar wind

plasma. Solar wind pressure and IMF configuration controls which of these two

mechanisms is the dominant contributor. Agreement between model results and

observations lend credence to the simulation output. This agreement is found both

on large scales, such as ionospheric potential patterns and the formation of the cold,

dense plasma sheet when expected, and on small scales, as seen in the comparisons

with single satellite measurements.
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While the topic of magnetospheric plasma sources has been widely studied in the

past, the methodology used in this work provides a unique perspective on the prob-

lem. It is the first use of the BATS-R-US model and the first use of a multispecies

MHD code to address this topic. It is also one of the handful of studies that does not

employ particle tracing routines to study entry paths, retaining self consistency. Fi-

nally, it is one of the few plasma entry experiments that uses data-model comparisons

to test the veracity of the numerical results.

The results of Chapter V combined with those of Section 4.5.2 have important

ramifications. Because ionospheric sources play an indispensable role in the SWMF,

the gap region cannot be neglected. This is further demonstrated by the improvement

in the metric scores produced when realistic ionospheric outflow from the PWOM

model is included. It is apparent that accurate magnetospheric modeling requires

accurate ionospheric outflow modeling; operational and scientific users striving for

high-accuracy results must keep this in mind.

Future work is required to continually test and expand upon the results here,

especially the validation work. Additional metrics must be added in order to increase

the robustness and create a comprehensive evaluation of the code. Comparisons

against baseline results from empirical and unskilled (e.g. persistence) models must

be included to calculate the “skill” of the SWMF. The addition of new modules and

codes, as is currently being performed with the PWOM, is equally important.

Validation is an interminable process, and steps have already been taken to allow

this work to continue with ease. Input and data files have been committed to a

validation repository so that the simulations can be reproduced repeatedly. Much

of the effort is minimized through automation via computer scripts, also available

with the input files. This reduces the calculation of metrics to a single command.
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Evaluations of future versions of the SWMF with older ones will be expedited by

this automation.

Future steps of the plasma source research will include more simulations, more

data comparisons, and more complexities in the modeling methodology. The real

world simulations focused on periods of weak to moderate solar wind activity; storm

time simulations are needed to test the effects of extreme driving. Data comparisons

using instruments that differentiate between ion species must be included to either

support or repudiate the results of the MPA comparisons. There are two clear im-

provements that can be made to the model setup that will have interesting effects

on the results. First, addition of the PWOM model will yield results that should

be increasingly true to real world conditions. Secondly, switching to a full multi-

fluid MHD code is necessary to ensure that no physical processes are neglected by

the single fluid approach. These improvements will help to explain the key differ-

ences in the results of this study and the results of other computer experiments on

magnetospheric plasma entry.

While there are many ways to expand upon most of the work presented, this

is not the case for the results of the lifetime exposure study. Additional research

of this topic requires a larger database of satellite anomalies. Spacecraft operators

and engineers, due to the competitive nature of the industry and fears of increased

insurance costs, do not share such databases. For this reason, it is unlikely that any

further work to confirm or repudiate the results from Chapter II will occur in the

academic arena.

The work presented in the preceding chapters has married operational and sci-

entific approaches to space environment research. Though traditionally separate

paradigms, the benefits of interplay between them is illustrated in Chapters IV and
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V. The advancement of the validation work provided clues to the source of plasma

in the magnetosphere while explaining the low pressure in the dayside results of

BATS-R-US. Feedback from the study of the source of plasma in the magnetosphere

came in the form of clear knowledge of why PWOM results can improve the metrics.

Continuing this relationship can accelerate the creation of beneficial, dependable

operational tools and complete understanding of the space environment.

These conclusions also highlight areas of focus as the SWMF is converted to an

operational forecasting system. A working module that predicts relativistic particles

has become far more necessary given the relationship between lifetime exposure and

anomaly occurrence. Given the contribution it makes to the central plasma sheet,

polar wind outflow should become a staple of magnetosphere simulations. Improve-

ments to the IM module are required to determine if inclusion of that module is

worth the decrease in run speed. Addressing these needs will make the SWMF the

most attractive option for space weather forecasting.



BIBLIOGRAPHY

116



117

BIBLIOGRAPHY

, ????

Abe, T., Whalen, B. A., Yau, A. W., Horita, R. E., Watanabe, S., Sagawa, E., Jul. 1993. EXOS
D (Akebono) suprathermal mass spectrometer observations of the polar wind. J. Geophys.
Res. 98, 11191–+.

Akasofu, S.-I., Apr. 1964. The development of the auroral substorm. Planetary Science 12,
273–+.

Amm, O., 1996. Comment on ”A three-dimensional, iterative mapping procedure for the
implementation of an ionosphere-magnetosphere anisotropic Ohm’s law boundary condition
in global magnetohydrodynamic simulations”. Ann. Geophysic. 14, 773.

Andre, M., Yau, A., Apr. 1997. Theories and Observations of Ion Energization and Outflow
in the High Latitude Magnetosphere. Space Science Reviews 80, 27–48.

Ashour-Abdalla, M., Okuda, H., Apr. 1984. Turbulent heating of heavy ions on auroral field
lines 89, 2235–2250.

Axford, W. I., 1968. The Polar Wind and the Terrestrial Helium Budget. J. Geophys. Res.
73, 6855–6859.

Axford, W. I., Hines, C. O., 1961. A unifying theory of high-latitude geophysical phenomena
and geomagnetic storms. Can. J. Phys./Rev. 39(10), 1433–1464.

Baker, D., Dec. 2000a. The Occurrence of Operational Anomalies in Spacecraft and Thei
Relationship to Space Weather. IEEE Transactions on Plasma Science 28 (6), 2007–2016.

Baker, D., Dec. 2000b. The Occurrence of Operational Anomalies in Spacecraft and Their
Relationship to Space Weather. IEEE Transactions on Plasma Science 28 (6), 2007–2016.

Baker, D. N., Pulkkinen, T. I., Hesse, M., McPherron, R. L., Apr. 1997. A quantitative
assessment of energy storage and release in the Earth’s magnetotail. J. Geophys. Res. 102,
7159–7168.

Banks, P. M., Holzer, T. E., 1968. The Polar Wind. J. Geophys. Res. 73, 6846–6854.

Berger, M. J., Colella, P., 1989. Local adaptive mesh refinement for shock hydrodynamics. J.
Comput. Phys. 82, 67–84.

Berger, M. J., Jameson, A., 1985. Automatic adaptive grid refinement for the Euler equations.
AIAA Journal 32 (4), 561–568.

Borovsky, J., Hesse, M., 2007. The reconnection of magnetic fields between plasmas with
different densities: Scaling relations. Plasma Phys. 14, 102309.

Borovsky, J. E., Apr. 1984. The production of ion conics by oblique double layers 89, 2251–
2266.



118

Burke, W. J., Kelley, M. C., Sagalyn, R. C., Smiddy, M., Lai, S. T., 1979. Polar cap electric
field structures with a northward interplanetary magnetic field. Geophys. Res. Lett. 6, 21.

Burlaga, L. F., 1995. Interplanetary magnetohydrodynamics. Int. Ser. Astron. Astrophys.,
Vol. 3, 3.

Cassak, P., Shay, M., 2007. Scaling of Asymmetric Magnetic Reconnection: General Theory
and Collisional Simulations. Plasma Phys. 14, 102114.

Chang, T., Coppi, B., Dec. 1981. Lower hybrid acceleration and ion evolution in the suprau-
roral region 8, 1253–1256.

Chang, T., Crew, G. B., Hershkowitz, N., Jasperse, J. R., Retterer, J. M., Jul. 1986. Trans-
verse acceleration of oxygen ions by electromagnetic ion cyclotron resonance with broad band
left-hand polarized waves 13, 636–639.

Chapman, S., Bartels, J., 1940. Geomagnetism. Clarendon, Oxford.

Chappell, C. R., Giles, B. L., Moore, T. E., Delcourt, D. C., Craven, P. D., Chandler, M. O.,
Apr. 2000. The adequacy of the ionospheric source in supplying magnetospheric plasma.
Journal of Atmospheric and Solar-Terrestrial Physics 62, 421–436.

Chappell, C. R., Moore, T. E., Waite, Jr., J. H., Jun. 1987. The ionosphere as a fully adequate
source of plasma for the earth’s magnetosphere 92, 5896–5910.

Coleman, I. J., Chisham, G., Pinnock, M., Freeman, M. P., Dec. 2001. An ionospheric con-
vection signature of antiparallel reconnection. J. Geophys. Res. 106, 28995–29008.

Cowley, S. W. H., Mar. 1996. A beginner’s guide to the Earth’s magnetosphere. Earth and
Space 8, 9–13.

Cowley, S. W. H., Morelli, J. P., Lockwood, M., Apr. 1991. Dependence of convective flows
and particle precipitation in the high-latitude dayside ionosphere on the X and Y components
of the interplanetary magnetic field. J. Geophys. Res. 96, 5557–5564.

Damiano, P. A., Lotko, W., Wiltberger, M. J., Lyon, J. G., May 2008. Multi-fluid MHD
simulations of solar wind entry into the magnetosphere. AGU Spring Meeting Abstracts,
A8+.

De Zeeuw, D., Sazykin, S., Wolf, R., Gombosi, T., Ridley, A., Tóth, G., 2004. Coupling
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Tóth, G., Ma, Y. J., Gombosi, T. I., 2008. Hall magnetohydrodynamics on block adaptive
grids. J. Comput. Phys. 227, 6967–6984.
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