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10 ABSTRACT 

The design of microarrays rely on studies geared towards sequence-specific 

recognition between complementary probe and target molecules in bulk solution. 

However, this proves to be insufficient to understand the duplex formation 

reaction on solid-phase. In this dissertation, influence of the surface on DNA 

duplex stability and melting temperature were theoretically and experimentally 

investigated. The theoretical approach represents electrostatic and entropic 

repulsions experienced by hybridizing targets. Electrostatic blocking stemming 

from surface charge was modeled through Electric Double Layer Theory and 

Surface Partition Model. Entropic blocking due to steric effects was modeled 

using polymer physics. Investigated experimental parameters were target 

concentration, spacer length and probe density. All the experiments gave 

reproducible melting temperatures with values lower on-surface than in-solution. 

In a representative set, a target concentration increase from 0.5 nM to 15 nM 

with 0.82 pmoles of probe at 5*1012 molecules/cm2 density on 15 dT spacer 

resulted in approximately 8°C decrease in melting temperature, compared to 5°C 

increase in solution. This decreasing trend was supported by theory with 

increasing steric and electrostatic effects at increasing target concentrations 

leading to higher hybridization efficiencies. Additionally, at low target 

concentrations (0.0165 nM), we observed a multiple melting process in low 

temperature domains of melting curves due to low stability truncated probes; an 

indirect indication of synthesis quality. It was observed that as spacer length 

increases from 2 dT to 25 dT with 0.82 pmoles of probe at 5*1012 molecules/cm2 

density with target concentrations ranging from 0.36 nM to 1 nM, melting 

temperature increases; an observation theoretically explained by possible 

entropic blocking dominance. Probe density effect was tested at 5*1012 

molecules/cm2 and 5*1013 molecules/cm2, on 15 dT spacer and target-to-probe 



 xiv 

concentration ratios of 0.61:1 to 1.7:1. It was observed that high probe density 

resulted in lower melting temperature. This trend was theoretically supported by 

increasing electrostatic and crowding effects. Previously observed dependence 

of melting temperature on target concentration was also confirmed in all 

experiments. Melting temperature dependence on probe density seems to be 

stronger than the dependence on spacer length. The results of this work would 

lead to better experimental design and correct use of microarrays.  
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1 CHAPTER I 

INTRODUCTION 

 

1.1 Motivation 

 The completion of the human genome along with many different 

organisms opened a new era for humankind, providing vast number of 

opportunities for the scientific community. How well these opportunities can be 

utilized to extract the information underneath depends on the extent and 

applicability of the methods and techniques employed; and more importantly, 

how the biological basic principles are incorporated in them. 

 Nucleic acid hybridization is one of these basic principles used extensively 

in molecular biology. It is defined as the process that combines complementary 

single-stranded nucleic acids into a single molecule. Since the first hybridization 

experiment performed by Alexander Rich in the early 1960s [1], it is integrated in 

various methods, such as Southern and northern blotting, in nucleic acid 

amplifications such as the polymerase chain reaction (PCR), and more recently 

found its way into a more sophisticated technology, microarrays. 

 Microarrays are spatially ordered, miniaturized arrangement of a multitude 

of immobilized reagents on a planar two-dimensional support [2]. Among the 

variety of microarrays available, cDNA and oligonucleotide microarrays have 

been of particular interest, partly due to their assistance in the analysis of nucleic 

acids, which are considered as the central molecules in the transmission, 

expression and conservation of genetic information. Their increasing number of 

applications range from gene expression pattern analysis of different organisms 

(gene expression profiling) [3-5], genetic classifications [6-8] to pathway mapping 
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[9, 10], analysis of polymorphisms [11, 12], pathogen detection [13, 14] and 

predicting drug sensitivities and resistances [15-17] to individualize the medicinal 

approaches to make the treatments more effective.  

 With growing interest in understanding and analyzing the genomic and 

transcriptomic characteristics of the biological entities, more and more questions 

start to arise in different stages of this process, going down to the very 

fundamentals of what is really taking place on the microarrays. The answer 

revolves around one of the other reasons these microarrays found their way into 

the laboratory much faster than the others: their ease of incorporation into 

practice with the currently available knowledge about nucleic acid structures, 

properties and functions.  

  cDNA or oligonucleotide microarrays consists of a multitude of cDNA or 

oligonucleotides present on the surface (probes), which are designed to capture 

the free target DNA, RNA or oligonucleotide in solution. These probes are either 

immobilized on the surface through different immobilization techniques [18-20] or 

synthesized through in-situ synthesis [21-23]. The approach developed in our 

laboratory towards creating a unique way of synthesizing oligonucleotide arrays 

in a more efficient and economical manner [24] narrows the choice of platform of 

focus down to oligonucleotide microfluidic arrays. 

 Oligonucleotides are linear chains of nucleotides in a certain sequence, 

linked by phospodiester bonds. These chains form the backbone of the molecule, 

which is made from alternating phosphate-sugar residues. The nucleotides 

consist of the purine (adenine, A and guanine, G) or pyrimidine (cytosine, C or 

thymine, T) bases attached to the sugars (2’-deoxyribose or a ribose) and in turn 

the phosphate groups. These nucleotide repeats along the chain help the 

molecule form a double helical structure with an opposite anti-parallel, 

complementary strand, as it naturally exists in living organisms.  

 The stabilization of this double helix structure comes through various 

interactions existing between the two strands; mainly the hydrogen bonding 

between the opposite bases (inter-strand), and the base-stacking of the bases 



 
3 

with the neighboring bases on the same strand (intra-strand). Conceptually, the 

importance of stabilization plays the leading role in nucleic acid hybridization. 

Within the complex environment this reaction takes place, it would be 

realistic to assume that the stability is affected by the many variables in the 

system: ionic concentrations, concentrations of the strands, concentrations of 

various chemical reagents, temperature; and the characteristics of the strands 

themselves: the composition, the sequence and the length [25]. These variables 

are inherent to in-solution hybridization processes, but on the surface of a 

microarray, additional ones need to be considered, which are: one of the strands 

being ‘attached’ on the surface; the presence of the surface; how densely packed 

the surface is; how far the reaction is taking place away from the surface; how 

long the attached strand is; how long the target in solution is; and where on the 

probe the target is forming the double helix.  

The factors that control hybridization have been extensively studied for 

duplex formation in solution [26-28]. On the other hand, there are fewer 

investigations looking at the reaction between a free target in solution and an 

immobilized probe on the surface. This is one of the main reasons why current 

microarray design relies on the models used in solution [29-31]. However, this 

proves to be a problematic approach as recently shown in some of the 

experimental studies [32-34]. 

Two main design problems that interfere with the correct interpretation of 

the hybridization signal patterns on the surface are caused by false positive and 

false negative signals [34-37]. False positive signals are mainly the result of 

cross-hybridization, which results from the capture of the targets different than 

the probe is designed for, non-specifically. Due to sequence design or low 

stringency of the hybridization conditions to discriminate the specific and non-

specific signals, this could lead to high background calculations or miscalculation 

of fold changes in gene expression studies [36]. On the other hand, false 

negative signals are mainly due to inefficient hybridization or low hybridization 

efficiency, the result of hybridization conditions that would create duplex 

structures with low stability and thus, signal intensity [38, 39]. This is a common 
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observation in the case of pathogens with low expression levels [35], which can 

lead to misidentification in genetic profiling [37]. Both of these situations seem to 

be due to the usage of sub-optimal conditions, given the surface characteristics, 

that can lead to results other than the objectives intended in the experiments. 

Within the complex environment of nucleic acid hybridization on a solid-

interphase, it is difficult to design experiments for an accurate outcome without 

prior knowledge of how the DNA strands would behave. This makes it necessary 

to investigate the effect of each system (i.e. spacer length, probe density) and 

experimental parameter (i.e. ionic concentration, target concentration) on DNA 

duplex formation on the surface, experimentally or theoretically, as an initial step. 

 

1.2 Theoretical Studies Investigating DNA Hybridization on the Surface 

Theoretical studies on DNA hybridization on the surface focus on different 

aspects of the reaction. The disruption of the DNA stability due to the presence of 

the surface is examined with the introduction of two hybridization blockage terms: 

electrostatic and entropic. Electrostatic blocking represents the interaction of the 

charges on the surface and the hybridizing target. Several approaches look at 

potential distribution around the surface to model this interaction [40-42], and 

some of them take into account the similarity of the DNA hybridization behavior 

with the protein adsorption on the surface and use Surface Partition Model [43]. 

Entropic blocking characterizes the entropic repulsion of the hybridizing target 

due to volume exclusion effects of the surface, the probes on the layer, and the 

effect of the immobilization of the probe. Work that has been done in this area 

utilizes the concepts behind polymer physics [43-45]. Some of these studies use 

their approaches to simulate the effect of different characteristics of the 

microarrays: probe and target length [43] and spacer length [46]. 

 Alternatively, DNA hybridization on the surface is also studied using 

simulations. Molecular dynamics simulations are performed to obtain a more 

quantitative understanding of the salt gradients and DNA structures near 

surfaces [47, 48]. Monte Carlo simulations are utilized to examine the effects of 
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probe length, position of complementary segments, temperature of hybridization, 

target concentration and probe density on the specificity and sensitivity of the 

arrays [49, 50]. 

Surface hybridization is also modeled through physical models, which 

utilize concepts of thermodynamics, statistical mechanics, molecular physics and 

chemical kinetics to relate the experimentally observed probe intensities with the 

concentration of hybridized targets. Recent studies explore the sequence effects 

in the behavior of the perfect and mismatch probes, and attempt to establish a 

relationship between the probe signal intensities and these sequences [36, 38, 

43, 45, 51].  

 

1.3 Experimental Approaches Investigating DNA Hybridization 

1.3.1 Melting Temperature in Solution 

In solution, DNA hybridization and melting can be monitored using the 

parameter, melting temperature. It is defined as the temperature at which 50 

percent of the duplexes initially present are denatured or unfolded into two single 

strands constituting it. 

Spectroscopic or calorimetric melting experiments are commonly carried 

out to observe the conformational changes in the helical structure of DNA in the 

sample solution as it is heated and allowed to reach equilibrium over a range of 

temperature at a pre-determined rate. Depending on the experimental setup, 

these observations can be intensity signals of UV absorbance (hyperchromacity), 

fluorescence emission, molar ellipticity, NMR peaks, circular dichroism, or 

Raman. An example of a UV absorbance vs. temperature thermal denaturation 

curve can be seen in Figure 1-1 [52]. 
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Figure 1-1 An experimental UV melting curve of a bimolecular duplex oligomer 
dissolve in 1 M NaCl-phosphate buffer, at CTOTAL = 2 μM, pH = 7.0 [52]. 

 

Accuracy in the value of the melting temperature is prominent because 

many biological applications, such as, PCR, northern and Southern blots, and 

sequencing, require its utilization to determine the conditions (i.e. annealing 

temperature being 5-10ºC lower than the melting temperature) for optimum 

performance. This is especially critical for the techniques such as multiplex PCR, 

where large errors in the estimation of melting temperature can lead to the 

amplification of non-specific products [ 53]. 

Various theoretical and experimental approaches have been proposed 

and subsequently improved for a better prediction of the melting temperature 

value in solution. Initial methods look at the sequential compositions in the 

sequence [54]. 

An in-depth investigation of DNA structure and experimental melting 

temperatures of various oligonucleotides lead to the conclusion that the identity 

of the neighboring bases carries as much importance on the stability of the 

structure as the composition in the sequence [25, 55-57]. This germinated the 

well-known semi-empirical method of ‘Nearest Neighbor Model’. It revolves 

around the idea that the calculation of the melting temperature of a duplex is 

possible through the knowledge of all 10 di-nucleotide base stacking standard 

thermodynamical parameters, Gº, Hº, and Sº [55, 58]. 
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A set of these complementary pair-wise terms for all of the sequential 

combinations (dAA/dTT, dAT/dTA, dTA/dAT, dCA/dGT, dGT/dCA, dCT/dGA, 

dGA/dCT, dCG/dGC, dGC/dCG, dGG/dCC) were determined via an extensive 

experimental study looking at the UV- absorbance mediated melting curves of 44 

oligonucleotides of 4 – 16 nt in length, in solution at 1 M NaCl concentration of 

neutral pH (6.5 – 8.5). The thermodynamical results from the curves are 

processed in matrices to extract the di-nucleotide values via linear regression 

analysis [25]. This set is further enhanced by including 222 more sequences of 

lengths 4 – 16 nt and the resulting parameters are presented as a unified set in 

Table 1-1. 

 

 

Table 1-1 Di-nucleotide Parameters in Nearest-Neighbor Method [25]. 
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The melting temperature can be predicted easily by using the standard 

thermodynamic parameters of a particular sequence computed by utilizing the 

parameters in Table 1-1 for its coil-to-helix transition: 

     Equation 1-1 

where CT is the total strand concentration (mol/l), R is the gas constant and x 

equals 4 for non-self-complementary and equals 1 for self-complementary 

duplexes, [Na+] is the salt concentration in solution. This formula follows the 

bimolecular equilibrium calculations with similar concentrations of both strands of 

the duplex in a two-state transition (coil-to-helix) without any intermediate 

formations.   

 

1.3.2 Adaptation of Melting Temperature Definition on Surface 

In microarrays, the strands forming the helical structure are distributed 

differently in the medium: one of them is free in solution and the other one is 

immobilized. As the duplexes are formed on the surface, and the hybridization 

reactions are affected by the presence of the surface, the definition of the melting 

temperature needs to be adapted to this interfacial system.  

Melting temperature is an observable parameter that indicates the fraction 

of duplexes present at a given temperature. Thus, it is a function of both the 

stabilizing forces in the structure and the concentration of the strands. On the 

surface, the initial amount of probe-target duplexes, or the percent of hybridized 

probes on the surface, would vary depending on the experimental conditions [59-

63], and thus, molecular interactions. Therefore, a correct redefinition of melting 

temperature for on-surface applications would be based on the maximum extent 

of hybridization at the initial hybridization temperature, and can be stated as the 

temperature at which 50 percent of the initially hybridized probes are denaturated 

[33]. 
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1.3.3 Experimental Studies Investigating DNA Hybridization on the Surface 

Different approaches have been used to investigate the effects of different 

surface characteristics; hybridization conditions; and design parameters on the 

extent of hybridization. The extent of hybridization is measured by the signal 

intensity obtained at the end of hybridization. 

Surface characteristics have been tested on different strategies for the 

covalent attachment of pre-synthesized oligonucleotides to glass slides, gold 

films, polyacrylamide gel pads, polypyrrole films, and optical fibers [18, 63-67] as 

well as the surface material [51, 64, 68-70]. 

Hybridization conditions are also varied to examine the effect of the 

concentrations of the materials used in the solution, or the hybridization 

temperature. Changing the concentration of denaturants used, formamide in 

most cases, is a common application in microarrays to create stringent conditions 

for better discrimination at lower hybridization temperatures [22]. It is observed 

by Hughes et al. that for a 60mer oligonucleotide array, the highest specificity 

can be achieved with a formamide concentration of 32% [22]. A study by Peplies 

et al. uses the advantage of high hybridization temperature to get rid of false 

positive signals obtained at room temperature hybridizations [37]. 

Design parameters include the molecular variations imposed on the 

surface including, but not limited to, spacer length, probe density, probe length, 

and hybridization location of the target sequence on the probe, and probe 

sequence. An increase in the hybridization signal intensities is observed with 

increasing spacer length [71, 72]; while a denser probe layer results in lower 

signal intensities [60, 61, 73]. Longer probes are found to improve the sensitivity 

of the arrays, requiring lower amounts of target for detection [22, 59]. The study 

on the effect of the location of complementary sequence along the probe 

concluded that at higher probe densities, a lower hybridization efficiency is 

observed with probes having complementary sequences in close proximity to the 

surface; however, no difference is seen at lower surface densities [61]. A spike-in 

experiment with various target concentrations of different targets resulted in data 
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suggesting the influence of probe sequences on DNA hybridization on the 

surface [74, 75]. 

The effect of the design parameters is also examined through kinetic 

studies carried out during and after hybridization. Different studies look at the 

kinetics of specific (perfect-match) and non-specific hybridizations by introducing 

mismatch sequences [76-78]. These studies conclude that specific hybridizations 

take longer time to reach equilibrium, and a higher signal intensity is observed for 

the perfect match probes. Increasing probe lengths is found to give higher target 

adsorptions at the same experimental conditions [59, 79]. However, unexpected 

results are also obtained when a 20mer target is hybridized with 16mer, 18mer 

and 20mer probes on the surface; with 16mer and 18mer probes complementary 

to the mid-sections of the target. While an increase in hybridization signal 

intensity is observed going from 16mer to 18mer probes, a decrease is seen with 

20mers. This result is attributed to the dangling end of the target when 

hybridizing with shorter probes, which could add stability to the duplex, and 

reduce the difference in stability between various probe lengths [32, 33, 80].  

 After the hybridization is completed, the hybridized probes can be washed 

out at increasing temperatures with solutions of different stringencies to obtain 

denaturation curves, which are ‘non-equilibrium’ melting curves. The 

denaturation curves are used to extract washing-time dependent denaturation 

temperatures. These curves are reproduced to look at the effect of mismatches 

in the sequence [39, 81, 82], different probe densities [83], and are utilized in the 

discrimination experiments using the same washing conditions [82]. 

However, the denaturation temperatures do not correctly represent the 

fraction of duplexes found at each temperature, a necessary value in the design 

of the experiments. The dependency of hybridization efficiency, or the maximum 

extent of hybridization on melting temperature is a better representation of the 

duplex formation at different temperatures, mainly because it represents 

equilibrium conditions, the goal to reach at the end of the hybridization reactions 

[38, 84-86]. While the value of melting temperature is a frequently used criterion 

in optimizing the experimental conditions in solution, there are very few studies in 
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literature that developed an experimental set-up to investigate the effect of 

different parameters on melting temperature [32]. This study includes the 

hybridization of a 20mer target flowing at a constant concentration over the array, 

hybridizing with probes of different lengths, and with one central mismatch. 

Target concentration was also varied. It is observed that probe length and target 

concentration have very little effect on the melting temperature. On the other 

hand, a central mismatch in shorter probes results in a higher depression in 

melting temperature, with higher discrimination ratios at higher temperatures. 

However, the low synthesis efficiency in their oligonucleotide synthesis (90%) as 

well as the utilization of the same equilibrium time interval at all temperature 

increments make these results questionable. For example, the percent of full 

length probes at different lengths with the given synthesis yield are 12%, 15% 

and 18%, respectively for 20mer, 18mer and 16mer probes on the surface. A 

monitoring method with low sensitivity (i.e. temperature intervals used by Forman 

et al., with 5°C apart) could not be able to capture the differences these probe 

lengths would bring. Therefore, there is a need for an experimental set-up with 

better real-time capturing capabilities and automation as well as a robust analysis 

method for melting temperature extraction. 

 

Overall goals of our research are to develop a theoretical approach to 

investigate the effect of the presence of the surface on DNA hybridization, use it 

as a foundation for general guidance in the experiments, and devise an 

experimental approach to observe the influence of the surface in terms of its 

contributions on the value of melting temperature with different design variables 

introduced in the system.  
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1.4 Research Scope 

In Chapter 2, the effect of the surface on DNA hybridization is investigated 

theoretically, with the introduction of electrostatic and entropic blocking terms. 

Electrostatic blocking term represents the influence of the surface through 

electrostatic interactions between the charged surface and the hybridizing target 

in solution. The free energy penalty imposed by this term is calculated through 

the utilization of Electrical Double Layer theory, zeta potential experiments and 

Surface Partition Model. Entropic blocking term describes the entropic repulsion 

of the hybridizing target by the immobilized probes, hybridized targets, and the 

presence of the surface. Its free energy penalty is modeled using a Polymer 

Physics approach. The influences of spacer length and probe density are 

simulated with respect to different surface coverages, in their electrostatic and 

entropic contributions to the free energy of duplex formation on the surface. 

In Chapter 3, the experimental set-up developed to generate melting 

curves of the duplexes formed on the surface, the analysis of these curves, and 

the quality assessment tools are described. This experimental set-up includes 

three main components: a holder consisting of a microfluidic chip on which the 

probes are synthesized and the labeled target is recirculated through the 

channels, a heater chip and a temperature probe; a temperature controller; and a 

fluorescence scanner to measure the signal intensity changes on the surface in 

real-time. The process is controlled and automated with a computer through a 

user-interface, in which the temperature ranges, increments and equilibrium 

times are input by the user at the beginning of the experiment.  After the initial 

hybridization is completed, the melting curve is generated with the equilibrium 

signal intensities captured on the surface at increasing temperatures. The curves 

are then analyzed through background subtraction, normalization, temperature 

calibration, smoothing and curve fitting. The chip quality is assessed with 

synthesis quality controls, signal intensity distributions on the probes, and signal 

to noise ratios. 

In Chapter 4, the influence of the surface on the dependence of the 

melting temperature on the target concentration is experimentally investigated. 



 
13

Three different sets of experiments were carried out. In each set, the probe 

concentration was kept constant and the target concentration was varied. These 

sets include probe concentrations of 0.82 pmoles, 0.59 pmoles and 0.03 pmoles 

on 1018 Å2 surface area, with a constant probe density of 5*1012 molecules/cm2. 

The target concentrations used range from 0.5 nM to 15 nM; 0.36 nM to 1 nM; 

and 0.0165 nM to 0.027 nM, respectively. It is observed in all of the experiments 

that the melting temperatures on the surface are lower than in-solution values, 

and this discrepancy increases with increasing target concentration. It is also 

seen that the melting temperatures on the surface decrease with increasing 

target concentration, which is an opposite trend with respect to what is expected 

with in-solution predictions. This finding is explained using two approaches: a 

kinetic and thermodynamics model, and the electrostatic and entropic blocking 

terms presented in Chapter 2. 

In Chapter 5, the influences of two surface characteristics, spacer length 

and probe density are experimentally examined. Each variation was 

accompanied with 3 different target concentrations, ranging from 0.36 nM to 1 

nM. The spacer length was varied from 2 to 25 monomeric units (dT), and the 

probe densities tested were 5*1012 molecules/cm2 (0.59 pmoles on 1018 Å2 

surface area) and 5*1013 molecules/cm2 (5.9 pmoles on 1018 Å2 surface area). All 

the on-surface melting temperatures are lower than in-solution predictions, and 

this discrepancy increases with increasing target concentrations. As the spacer 

molecule gets longer, the calculated melting temperatures on the surface 

increase. On the other hand, with a denser probe layer, the on-surface melting 

temperatures decrease. At the experimental conditions tested, probe density 

seems to have more influence in decreasing the duplex stability when compared 

to spacer length. These trends are explained with the utilization of electrostatic 

and entropic blocking terms derived in Chapter 2.  
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2 CHAPTER II 

THEORY OF ELECTROSTATIC AND ENTROPIC BLOCKING 

 

2.1 Introduction 

With the launch of the microarrays, various question marks have started to 

come up in different aspects of the technology, and the answers are being 

sought through extending the investigations made in solution to analyze the 

behavior of DNA, including the helix-coil transition. However, the hurdles along 

the way are more tedious than initially thought. The examination of the 

hybridization and denaturation of DNA on the surface has to take the presence of 

the surface and the subsequent variables into account. These variables are the 

determining characteristics of the system, and can be manipulated to change the 

outcome of the experiment, but the fundamental influences accompanying them 

are harder to capture.  

The major role these surface characteristics play on the surface is a part 

of the bigger picture that is inherent to the processes taking place with duplex 

formation reactions on surfaces. Experiments on arrays indicate a decrease in 

duplex stability on the surface [1], and this trend is explained by the blockage of 

the hybridization reaction on the surface [2], in other words, progressive 

hampering of the duplex formation due to repulsive electrostatic and entropic 

contributions. 

In this part of the thesis, electrostatic and entropic blocking of the duplex 

formation reaction on the surface are investigated through a comprehensive 

theoretical study. 
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Electrostatic blocking is a term used to represent the interactions 

stemming from the charges the ions in the solution, surface and the strands carry. 

A great deal of experimental and theoretical effort has been put forward to 

understand the polyelectrolyte behavior of nucleic acids [3-5]. Poisson-

Boltzmann theory can be extended to represent the electrical double layer 

formation occurring on surfaces, in our case, a flat-surface with 1:1 electrolyte 

present as an infinite liquid layer [6]. The findings through this could assist in 

simulating any possible surface potential and surface density changes with 

respect to the different steps of synthesis that can be modeled as a hard surface 

with no ion penetration, i.e. derivatization. Changes in surface potentials in 

various synthesis steps will demonstrate the effect of the alterations imposed on 

the system. Including the spacer and the probe layers as the last steps in 

synthesis will bring it to a new level where an incorporation of the ion penetration 

may represent the environment better, through a soft-shell model [6, 7]. Direct 

measurement of the surface potential has proven itself as an experimental 

challenge; therefore, alternatively, zeta potentials are measured [8]. These zeta 

potential values are incorporated into the polyelectrolyte theory, and with various 

assumptions, surface charges and potentials can be calculated at each synthesis 

step. 

Various effects that can be imposed on the system, i.e. probe length, 

spacer length, probe density, can affect the surface charge and potential. To be 

able to monitor the influences of these variables on duplex formation and its 

stability, their contributions on the free energy of duplex formation need to be 

calculated. The electrostatic free energy penalty experienced by the hybridizing 

target can be calculated by an approach proposed by Binder [2] through the 

Surface Partition Model, when the initial surface potentials and charges are 

known in the system. The influence of the hybridized duplexes on the surface 

can be simulated through different hybridization efficiencies. The calculations are 

further carried out to observe the free energy contributions of two experimental 

parameters: spacer length and probe density. 
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The other factor that accompanies the electrostatic blocking on the 

surface is the entropic blocking. When compared to in-solution, the 

immobilization of one of the strands on an impermeable surface brings in an 

additional entropic penalty to the duplex formation. Anchoring one of the strands 

would reduce the conformational freedom of the duplex due to the restrictions it 

can impose on the various bonds in the structure. In addition, these structures 

could be in close proximity within each other, and under certain conditions, their 

presence is going to influence the neighboring site. A similar phenomenon may 

also be observed with the presence of an impermeable surface, which would 

cause excluded volume effects with their repulsive interactions with the duplexes. 

These two aspects lend themselves as steric effects in the entropic blocking 

concept. In this chapter, the calculations necessary to simulate the influence of 

the entropic blocking on the duplex formation on the surface are based on the 

models proposed by Halperin et al. [9, 10] focusing on the problem through 

polymer physics, and using second virial coefficients to represent the various 

possible monomer-monomer interactions, without including the effect of 

electrostatics into the picture. The influence of the duplexes hybridized on the 

surface can also be simulated through different hybridization efficiencies. 
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2.2 Materials and Methods  

The development of the theory of electrostatic blocking in the system 

requires the knowledge of the surface potential, 0, to be able to calculate the 

free energy penalty term due to the presence of the surface. Having a better 

representation of the system characteristics requires measurements to be 

performed at similar conditions to the melting experiments. It is widely accepted 

that measuring a value for the surface potential is quite a challenge [8]. An easier 

way to get around the problem is to measure the zeta potential instead, and with 

applicable assumptions, calculate the surface potential using the polyelectrolyte 

theories that can similarly represent our system. 

Glass beads made of borosilicate with average diameter of 10 μm (Cat no: 

07666, Polysciences Inc, PA, USA) were used in the experiments for zeta 

potential measurements, which were carried out in Zetasizer Nano ZS Series 

(Malvern Instruments Ltd, UK) instrument through electrophoretic mobility 

measurements using the concept of Laser Doppler Velocimetry (LDV) [11]. 

These glass beads are similar to the glass type used in the microfludic chips in 

which the melting experiments are carried out. 

Initial measurements focused on the amount of the glass beads to be 

used in the future experiments, within the range from 0.0001 mg to 0.01 mg. 

After the concentration was determined, other zeta potential measurements were 

performed. 

Zeta potential measurements were made at 23°C using 2 ml of SSPE 

(Saline-Sodium phosphate- EDTA) solutions (pH 6.7) of different concentrations 

(0.01X (0.0016 M NaCl), 0.1X (0.016 M NaCl), 1X (0.16 M NaCl), 6X (1 M NaCl)) 

containing 0.0001 mg of glass beads processed at different stages of synthesis 

(no processing; before derivatization (washing with ammonium 

hydroxide:hydrogen peroxide:water (1:1:5 by volume) and after derivatization 

(with the linker, 3-aminopropyltriethoxysilane (SIA0610.0, Gelest Inc, 

Pennsylvania, USA)); after synthesis with 15 dT spacer). Glass beads in solution 

were sonicated in 1.5 ml test tubes, transferred to the appropriate cell for the 

instrument and the zeta potential measurement was made using the Zetasizer 
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software (Malvern Instruments Ltd, UK). The result was recorded. Then, the cell 

was taken out, slowly mixed, and the zeta potential measurement was repeated 

2 more times in a similar manner in the same cell for reproducibility.  

 

2.3 Theory 

2.3.1 Electrostatic Blocking  

2.3.1.1 Calculation of the Surface Potential and Surface Charge Density via 

Electrical Double Layer Theory 

The net charge of a substrate or a colloidal particle in contact with an 

electrolyte solution gives rise to the formation of an electrical double layer. This 

layer plays a major role in interfacial electrical phenomena, i.e. the suspension of 

colloidal particles and their interactions [6]. The net charge density on the surface 

is usually owed to the adsorption of ions, the desorption of dissociable groups 

and ionization of surface groups. The electrical field created by the charge 

density attracts the counterions towards the surface and drives the co-ions away 

from it, forming a shielding layer, which is known as the electrical double layer 

(EDL).  

The models describing this layer are based on the Gouy-Chapman-Stern 

(GCS) model [12], in which the double layer is comprised of two layers: Stern 

layer and a diffuse layer (Figure 2-1). 

In the Stern layer, counterions are specifically adsorbed on the surface. 

They do not move normal to the surface, but rather laterally within the layer [13]. 

In the diffuse layer, the coions and counterions move around the particle freely in 

an ionic cloud.  
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Figure 2-1  Potential distribution around a charged particle in an ionic solution. 
 

 

The characteristic thickness of the double layer is called the Debye length, 

-1. It is defined as  

1
= 0 rkBT

2NAe
2n

            Equation 2-1 

where 0 is the permittivity of free space, r is the dielectric constant, n is the ionic 

strength of the electrolyte, kB is Boltzmann constant, T is the absolute 

temperature, NA is Avogadro’s number and e is the elemental charge.  

In addition, the existing potentials on the interfaces are defined between 

the bulk and the interfacial layer they represent: Surface potential at the surface, 

Stern potential at the Stern layer, and finally, electrokinetic or Zeta potential at 

the slipping plane within the diffuse layer. Slipping or shear plane is defined at 

the hydrodynamic stagnant layer, below the double layer thickness, when there is 

a tangential liquid flow along the surface (i.e. caused by an external electric field). 

The ions within this thin layer of fluid act and move with the colloidal particle, with 

no flow development [14]. 

Measuring the zeta potential donates with tools to calculate the surface 

potential, which cannot be measured experimentally [8]. Calculation of the 
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surface potential could be accomplished via incorporation of the polyelectrolyte 

theories and equations derived therein.  

The theoretical basis of the double layer theory lies mainly on Poisson-

Boltzmann equation, which is a differential equation that explains the electrostatic 

interactions between molecules present in the ionic solutions [15].  

When the calculated Debye length is much smaller (0.76 nm – 7.6 nm 

depending on the electrolyte concentration) than the diameter of the particle used,  

the potential distribution calculation near the surface is approximated with a 

plate-like particle immersion in a 1:1 electrolyte applied to the nonlinear form of 

the Poisson-Boltzmann equation [6] to calculate the potential distribution above 

the surface (assumed infinite flat plate) and the charge density on the surface in 

an infinite fluid: 

d2

dx 2
=
2*e* n

r * 0

*sinh
e* (x)

kB *T

 

 
 

 

 
        Equation 2-2 

Boundary conditions: 

1)  = 0   at x = x0 

2)  = d /dx = 0 at x =  

where 0 is the surface potential, n is the ionic concentration, e is the electron 

charge, r is the relative permittivity of the medium, 0 is the permittivity of the 

vacuum, kB is the Boltzmann constant and T is the temperature. 

According to Ohshima [6], solving Equation 2-2 with the boundary 

conditions yields the potential distribution:   

(x) =
2* kB *T

e
* ln

1+ exp( x)

1 exp( x)

 

 
 

 

 
        Equation 2-3 

with  

= tanh
e* 0

4 * kB *T

 

 
 

 

 
 =
exp(e* 0 /(2* kBT)) 1

exp(e* 0 /(2* kBT)) +1
 

 

 

 

 



 
31

In addition, the surface charge density on the particle can be calculated by: 

=
2* r * vacuum* * kBT

e
*sinh

e* 0

2* kBT

 

 
 

 

 
 = 8* n * r* vacuum * kBT( )

1/ 2
* sinh

e* 0

2* kBT

 

 
 

 

 
  

            Equation 2-4 

Calculation of the surface potential using Equation 2-3 requires the 

knowledge of a potential value at a defined distance. Based on the discussion by 

Hunter [16], the slipping plane is assumed to be present at half of the Debye 

length from the surface. 

2.3.1.2 Calculation of the Surface Potential within the Spacer and Probe 

Layers 

The equations so far are for hard particles with an underlying assumption 

that there is very little or no sodium ion penetration within the surface layers. 

Next steps in the process introduce the spacer (a poly-dT sequence used to 

increase the distance from the surface) and the probe layers in which there is a 

high probability that the sodium ions will penetrate through the polyelectrolyte 

layer (Figure 2-2). This case requires a different approach for the surface 

potential calculation on soft particles with ion penetration. 
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(a) 

 

  (b) 

 

Figure 2-2 (a) The distribution of electrolyte ions (Na+ and Cl-) across a 
negatively charged, ion-penetrable polyelectrolyte layer (i.e. spacer) on a solid 
planar surface (b) The electric potential distribution across a negatively charged, 
ion-penetrable polyelectrolyte layer (i.e. spacer) on a solid planar surface. 

 

A planar surface with a polyelectrolyte layer of thickness d is immersed in 

a symmetrical electrolyte solution with a valence of z and bulk concentration n. It 

is assumed that the layer thickness d is much larger than 1/  and the fully ionized 

groups of valence Z is distributed with a uniform density of N in a surface layer.  

According to Ohshima [6], for this case, the Poisson-Boltzmann equation 

needs to be solved for both above the surface (x>0) and within the surface layer 

(-d<x<0). The Poisson-Boltzmann equations for the electric potential in the 

respective regions are given by 

d2

dx 2
=
2* z *e* n

r * vacuum

*sinh
z *e* (x)

kB *T

 

 
 

 

 
                 Equation 2-5 

at x>0 and 
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d2

dx 2
=
2*e* n

r * vacuum

*sinh
z *e* (x)

kB *T

 

 
 

 

 
 

z *e*N

R * vacuum

              Equation 2-6  

at –d< x< 0. 

The potential inside the charged layer has a constant potential value 

called the ‘Donnan Potential’, DON. Based on the equations above, it can be 

obtained by setting d2 /dx2 = 0 at the region deep inside the surface layer. 

Therefore,  

DON =
kT

z *e
*arcsinh

Z *N

2* z * n

 

 
 

 

 
 =

kT

z *e
* ln

Z *N

2* z * n
+

Z *N

2* z * n
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+1
 

 
 

 

 
 

1/ 2 

 
 

  

 

 
 

  
  Equation 2-7 

Based on the manipulations proposed by Ohshima [6], equations 2-5 

through 2-7 along with the assumption that d>>(1/ ) gives the surface potential: 

 0 = DON

kT

z *e

 

 
 

 

 
 * tanh

z *e* DON

2* kT

 

 
 

 

 
                Equation 2-8 

which is also equal to 

0 =
kT

z *e
ln

Z *N

2* z * n
+

Z *N

2* z * n
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+
2* z * n

Z *N
* 1

Z *N
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           Equation 2-9 

2.3.1.3 Calculation of the Surface Charge Density with the Probes on the 

Surface 

Poisson-Boltzmann equation representing the potential distribution above 

the surface (above the layer at the free end of the spacers) in the case of the ion 

penetrable soft shell is the same equation that is used to simulate the potential 

distribution for the hard impenetrable shell assumption. Therefore, the surface 

charge calculation equation, Equation 2-4, can be used in the same manner to 

calculate the surface charge density at the spacer and/or probe layer with the 

soft shell assumption. Using this approach gives us an initial value of the surface 

charge density ( q0), but there is a need for a more comprehensive model to be 
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able to predict the surface charge density changes as the hybridization takes 

place.  

The simulation of the duplex formation on the surface as it progresses and 

simulation of the effect of different variables, i.e. probe length, spacer length, 

target length, probe density, can be done by the theoretical approach proposed 

by Binder [2], which models the effect of electrostatics near surfaces by the 

Surface Partition Model. This model requires the knowledge of surface potentials 

and charges to calculate the free energy experienced by a target penetrating into 

a charged probe layer. 

Using this model, calculation of the surface charge density is achieved 

through Equation 2-10: 

q = p *L
P *qN * (1+ * rL )                

Equation 2-10 

where p is the probe density, Lp is length of the probes on the surface, qN is the 

effective charge per nucleotide,  is the hybridization efficiency, and rL is the 

relative length of the target with respect to probes.  

This equation is further improved by adding an initial charge density of the 

surface term, q0, that takes into account the effect of the presence of the layers 

(spacer and the linker) below the probe layer. Therefore, the equation becomes: 

q = q 0
+ p *L

P *qN * (1+ * rL )              Equation 2-11  

with q0 representing the initial surface charge density. 

Note that at zero hybridization efficiency, where there is no target on the 

surface, this equation represents the initial surface charge of the probe layer: 

q = q 0
+ p *L

P *qN
               

Equation 2-12 

According to Bloomfield [17], the binding of counterions is not 1:1 

proportional to the phosphate present on the backbone; there is a fraction of 

charge on DNA that is not compensated by the cations: 0.24 for double stranded 

DNA and 0.48 for single stranded DNA (the effective charges per nucleotide, qN). 

This means that if the salt present is NaCl, then 0.76 Na+ will be bound to the 

DNA per phosphate. This is shown to be experimentally accurate: 0.75 Na+ at all 
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ionic strengths up to 1.3 M, independent of ionic concentration [17, 18]. As a 

result, DNA is partially neutralized. 

2.3.1.4 Calculation of the Free Energy Penalty due to Probe Layer 

Using equations 2-4 and 2-11, surface potential with the probe layer can 

be obtained. The electrostatic free energy of a charged target of length LT within 

the surface potential 0 can be calculated with the following approximation [2]: 

Gel =F *L
T *qN * 0                 Equation 2-13 

This effect can be included as an additional penalty that needs to be 

overcome by the target hybridizing with the probe on the surface; in other words, 

the contribution of electrostatic blocking on hybridization. 

Among the various parameters that can be simulated, the effects of 

spacer length and probe density on the electrostatic penalty are shown in this 

chapter. 

 

2.3.2 Entropic Blocking 

Entropic blocking demonstrates the reduction in the conformational 

freedom of a duplex formed on the surface. The contributions of the surface 

result from two main factors: Firstly, the presence of the impermeable solid on 

which one of the strands is fixed, and secondly, the crowding with the 

neighborhood probe sites or the targets previously hybridized.  Both of these 

factors bring in additional steric effects that are not present during the duplex 

formation in solution. This phenomenon is investigated using a polymer physics 

approach.  

The oligonucleotide chips comprise grafted charged polymers, 

polyelectrolytes, immobilized on one end to a planar surface. A high density of 

these grafts lead to the formation of a dense turf of chains, in which the anchored 

strands start to overlap, resulting in a polymer brush [9]. The brush concept 

brings in three main interactions: hard core repulsion between the monomers 

supplemented by van der Waals attractions, and electrostatic repulsion. These 

three interactions are used in the representation of the probe layer on the surface 
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collectively in the second virial coefficient of monomer-monomer interactions,   

[10]:  

=
2

3
a3 1

T

 

 
 

 

 
 + 2 lbrD

2                Equation 2-14 

where a symbolizes the spherical monomer radius, lb is the Bjerrum length 

(defined as the distance at which the Coulomb interactions between the 

monomers are equal to the thermal energy kT, represented by lb = e
2 kT   7 Å 

with e as the charge of an electron,  as the dielectric constant of the medium, k 

is the Boltzmann constant, and T is the temperature), rD is the Debye length 

(defined as the distance after which the long-range electrostatic interactions are 

screened, represented by rD =1 8 lbCs  3 Å with Cs as the ionic concentration, 

typically 1 M NaCl in hybridization experiments).  

The first term in the second virial coefficient equation represents the hard 

core repulsion between the monomers as modulated by the van der Waals 

attraction giving rise to the 1 T( ) factor,  is the theta temperature at which 

the interactions between the neutral monomers disappear. The value of this 

temperature for a single stranded DNA is not established [9]. The second term in 

Equation 2-14 indicates the screened electrostatic interactions between the 

monomers. It is important to note that the second virial coefficient does not carry 

the effects of hydrogen bonding, base-stacking, and structure of the water [9]. 

With these reservations in mind, one can utilize the second virial coefficients to 

obtain the interaction free energies of spacer – spacer, probe – probe, probe – 

spacer contacts and their changes as the target is hybridized with the probes on 

the surface. The focus on the spacers mainly comes from the interest in the 

theoretical investigation of the experiments performed with different spacer 

lengths in Chapter 5 of this thesis. 

The dimensions of the double-stranded DNA and single-stranded DNA are 

significant in these derivations. Double-stranded DNA behaves as a rod-like 

cylindrical molecule with a helical rise of 3.4 Å per base (assumed to be equal to 

the spherical monomer diameter), a diameter of ~20 Å, and a cross-sectional 

area of 284 Å2 [19]. However, the properties of single-stranded DNA are less 
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clear, with its preferable behavior as a semi-flexible chain, and its swelling 

capability in a helical rise of 6 Å per base (assumed to be equal to the spherical 

monomer diameter) [20]. Being in a semiflexible structure, the Flory radius of a 

single stranded DNA can be expressed as RF Na / lp( )
3 / 5
lp   where N equal to the 

length of the chain, a is the spherical monomer radius, and lp shows the 

persistence length, defined as the length at which the correlations in the direction 

of the tangent are lost [21], or the structure does not demonstrate a stiff elastic 

rod behavior any more [9]. The persistence length of a single stranded chain is 

not an established parameter; the reported values range in an interval of 7.5 Å to 

35 Å [22]. On the other hand, the persistence length of a double-stranded DNA is 

~ 500 Å at moderate to high salt concentrations [21].  

To investigate the extent of the brush layer on the surface, one can use 

the Flory radius of the single stranded chains on the surface, RF, as a lower limit 

[23]. For probes (single stranded chains on the surface) and targets (single 

stranded chains in solution) at equal lengths, the criterion for brush regime is 

when the surface area per probe,   RF
2 [9]. Here, the Flory radius includes the 

total length of the spacer and the probe in its calculation to be more reflective of 

our system, which is in the brush regime. In this regime, the anchored chains on 

the surface stretch out normally to the surface [24], to decrease the monomer 

concentration and the number of repulsive monomer-monomer contacts [23]. 

Following the approach set by Halperin et al. [9], the concentration profile of the 

monomers is treated in a step-like manner with free ends at the boundary height 

of H on the surface. This method is a reflection of the Alexander-Flory model with 

the free energy per site represented as [10, 23]: 

  

site

kT

H

(Ns + np ) * as
2 +

1

H sNs
2 + pnp

2 (1+ x)2 + spNsnp (1+ x)[ ] +…

 

        

+ x ln x + (1 x)ln(1 x)[ ] + x
μspt
0

kT
+ (1 x)

μsp
0

kT

 

 
 

 

 
 ln

H

(Ns + nP ) * as

 

 
 

 

 
 

 

                         

Equation 2-15 

where the numerical prefactors of order unity are omitted for simplicity; and H is 

the height of the brush layer; Ns is the length of the spacer; np is the length of the 
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probe; as is the size of the monomer;  is the probe density; s, p, and sp are 

the virial coefficients of spacer-spacer, probe-probe and spacer-probe 

interactions, respectively; x is the hybridization efficiency; μ0
spt and μ0

sp are the 

chemical potentials of spacer-probe hybridized with target and spacer-probe, 

respectively. 

The first term in this equation represents the entropic loss due to the 

stretching of the probe and spacer chain along the normal of the surface in the 

presence of the neighborhood probes in the brush regime. In other words, it 

shows the extension of the coil from the ideal unswollen coil dimension 

R0 Ns + np( )* as * lp  to H, with the elastic free energy, Fel kT *H 2 R0
2
.  

The second term in this equation allows for different types of interactions 

in the system: spacer-spacer, probe-spacer, probe-probe and the changes 

incurred by the introduction of the target of the same length as the probe into the 

system as presented by the increase in the hybridization efficiency, x. Following 

the description by Halperin et al [23], the second virial coefficient equation is 

modified to include the behavior of a neutral chain only, and the term 

demonstrating the electrostatic interactions are taken out. In addition, based on 

the discussion by Rubinstein et al. [25]  and Halperin et al [10], the comparable 

interactions between the monomer-monomers and monomer-solvent lead to the 

assumption of a ‘good’ solvent, in which case, the second virial coefficient or the 

excluded volume interactions are independent of temperature (T >> ). As a 

result, the second virial coefficient can be re-expressed as: 

2

3
a3                  Equation 2-16 

for all the interactions, and the interaction free energies are formulated as: 

Fint
kT

= H * * *c 2                         Equation 2-17 

where c = n(1+ x) (H * ), the number concentration of monomers within the layer 

with x being the fraction of duplexes on the surface (if the chain is involved in the 

hybridization process), and n being the length of the chain under question. 

Equations 2-16 and 2-17 are used to represent the individual interactions: spacer 



 
39

- spacer, spacer - probe and probe - probe, and their summations are included in 

the site free energy equation in Equation 2-15.  

 The third term in the site free energy equation demonstrates the mixing 

entropy associated with the different possible placements of the spacer - probe 

and spacer - probe - target chains.  

The fourth term in the site free energy equation shows the free energy 

gain during the hybridization process without including the effect of the surface 

into the picture. The chemical potentials μspt
0 and μsp

0 are the standard values of 

the hybridized and unhybridized chains, respectively.  

The effect of the impenetrable wall is included in Equation 2-15 as the final 

term to account for the possible steric effects of its presence. 

The next step in the analysis is to find the equilibrium height of the brush 

at a given hybridization efficiency. This can be done by proposing site H = 0  at 

the equilibrium condition. This yields the equilibrium height of the brush, Heq: 

Heq

Ns + np( )* as
* sNs

2 + pnp
2 (1+ x)2 + spNsnp (1+ x)[ ]
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          Equation 2-18 

In this equation, the contribution of the impenetrable surface is neglected 

because it is proposed that it has a negligible effect on the equilibrium 

dimensions of the chains [23]. The equilibrium free energy per site can then be 

calculated by substituting this equilibrium height into Equation 2-15: 
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                  Equation 2-19 

Furthermore, a hybridization isotherm equation can be determined by the 

equilibrium condition of site x = μt
0 + kT lnct , ct being the target concentration. 

When this criterion is applied on Equation 2-19, the following equations are 

obtained: 
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site

x x= xeq

= (xeq ) + ln
xeq

1 xeq

 

 
  

 

 
  +
μspt
0 μsp
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kT
=
μt
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kT
+ lnct            Equation 2-20 

and 

xeq
1 xeq

= ct *Kbulk *exp( (xeq ))              Equation 2-21 

where  

Kbulk = exp
μspt
0 μsp

0 μt
0

kT

 

 
 

 

 
                Equation 2-22 

and  
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            Equation 2-23 

 

Using equations 2-21 through 2-23, the effective equilibrium constant 

dominated by entropic blocking can be expressed as: 

Kspt
surface

= Kbulk *exp( (xeq ))                   Equation 2-24 

and the contribution of the entropic blocking on the free energy of transitions as: 

Gentropic blocking
0

+ R*T * (xeq )               Equation 2-25 

Equation 2-25 enables the calculation of the effect of entropic blocking 

with respect to different parameters on the standard free energy change of coil-

to-helix transition. In this chapter, the effects of spacer length and probe density 

are simulated.  
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2.4 Results and Discussion 

2.4.1 Zeta Potential Experiments 

Initial zeta potential measurements were focused on the determination of 

the amount of glass beads to be used in the experiments. This is essential since 

each type of sample material has a unique range of sample concentration for 

optimal results; a low concentration may result in insufficient light scattering, and 

too high of a concentration may cause light scattered by one particle being 

scattered by the other: multiple scattering [11]. Therefore, using the 

concentration criterion set forth in the technical manual (for particles with 

diameters >1 μm, the recommended minimum concentration is %0.01 mass and 

the recommended maximum concentration is %1 mass), the optimum 

concentration range for our glass beads with 2.5 g/cm3 density corresponds to 

0.0005 mg – 0.05 mg in 2 ml SSPE solution. In these experiments, glass bead 

concentrations of 0.0001 mg, 0.001 mg and 0.01 mg in 2 ml of 1X SSPE (pH 6.7) 

were examined. Figure 2-3 shows the change in the zeta potential with respect to 

these three different glass bead concentrations.  

The average zeta potential values for the concentrations 0.0001 mg and 

0.001 mg in 2 ml are quite similar. However, the average zeta potential value at 

0.01 mg in 2 ml is much lower in absolute value. As the concentration of the 

beads increases in solution, the attenuator reduces the amount of light that 

passes through the sample to decrease the amount of scattered light that could 

overload the detector [11]. It seems that this reduction also affected our 

measurements at the highest concentration tested, and resulted in a low zeta 

potential value. The concentration to be selected should be minimally influencing 

the zeta potential measurement in order to avoid any concentration dependent 

effect. As a result, there are only two values left for concentration based on these 

measurements: 0.0001 mg and 0.001 mg in 2ml SSPE. 0.001 mg glass beads in 

2ml SSPE was chosen for further experimentation; since it falls within the 

recommended range of concentrations. 
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Figure 2-3 Zeta potential measurements with different bead concentrations in 2 
ml of 1X SSPE, pH = 6.7 at 23°C. 

 

Figure 2-4 Average measured Zeta potential values with 0.001 mg glass beads 
at different steps during synthesis measured in 2ml of 0.01X (0.0016 M NaCl), 
0.1X (0.016 M NaCl), 1X (0.16 M NaCl) SSPE, pH = 6.7 at 23°C. 
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The next step in the analysis is to look at the variation in zeta potential at 

different steps of the synthesis: before any processing, before and after 

derivatization. Figure 2-4 reflects the variations in measured zeta potentials 

during different steps of synthesis at different salt concentrations.  

Among the salt concentrations, 6X SSPE (1 M NaCl) solution did not give 

reproducible zeta potential measurements. This could be due to the fact that the 

Debye length is compressed at this ionic concentration (0.76 nm), and any 

potential measurement at half of this length would be within the detection, or 

error limits of the instrument.  At all other concentrations, 1X SSPE, 0.1X SSPE, 

0.01X SSPE, zeta potential values were reproducibly obtained and used in 

further analysis.  

 In Figure 2-4, we see that cleaning the glass silica surface from the 

residual organics with ammonium hydroxide, hydrogen peroxide, water exposes 

the available sites to the solution. According to the literature [26], it is known that 

for silica above pH 2, the protonated sites (Si-OH) will be in minority compared to 

deprotonated ones (Si-O-). At pH 6.7, the value the experiments were carried out, 

the density of deprotonated sites will influence the surface charge accordingly, 

making it more negative. This may lead to preferential concentration of H+ (H3O
+) 

and Na+ ions near the negatively charged surface. Consequently, the average 

zeta potential values before derivatization are expected to have more negative 

zeta potentials when compared to the ones before any processing, as observed 

in our experiments. The next step, derivatization, would yield –NH2 or amine 

groups on the surface due to the nature of our linker (3-

aminopropyltriethoxysilane). Previous studies showed that the pKa of the surface 

amine groups is 6.0 [26]. At pH 6.7, some deprotonation of the amine groups 

would occur, and the presence of negative silanol groups underneath would also 

contribute to the surface charge density. Thus, the average zeta potential value 

after derivatization would indicate this change as a decrease in negativity, which 

is in agreement with our experimental observations. 
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2.4.2 Electrostatic Blocking 

The next step in the analysis is to calculate the surface potentials using 

the average zeta potentials measured at different stages for synthesis via the 

theory described previously for hard sphere, with no ion penetration assumption. 

Figure 2-5  shows the values of surface potentials at different salt concentrations 

calculated through Poisson-Boltzmann theory. 

It is observed that the trends in predicted surface potentials at different 

steps of synthesis are similar to the trends in measured zeta potentials. As the 

ionic concentration increases, the work required to bring a charged particle from 

infinity to the surface would decrease, and this will lead to the conclusion that the 

surface potential would be also lower at higher ionic concentrations [13].  

Next step in the analysis is calculating the surface potentials in the 

presence of the poly dT spacer using the theory based on the polyelectrolytes on 

a soft particle with ion penetration assumption. 

This theory requires the knowledge of the volumetric charge density of the 

polyelectrolyte, N. It can be calculated using the probe density value published 

for our system [27] and later modified according to our experimental conditions (1 

molecule/2000Å), and the pitch height of single helix assumed to be equal to that 

of double helix (3.4 Å): 163 mol/m3.  
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Figure 2-5 Calculated surface potentials for 0.001 mg glass beads at different 
steps during synthesis measured in 2ml of 0.01X (0.0016 M NaCl), 0.1X (0.016 
M NaCl), 1X (0.16M NaCl) SSPE, pH = 6.7 at 23°C, using Poisson-Boltzmann 

theory for hard spheres without ion penetration. 
 

Table 2-1 shows the predicted surface potential values using the theory of 

charged soft particle with polyelectrolyte layer at the salt concentrations of 

0.0016 M, 0.016 M and 0.16 M after a spacer of length 15 dT was synthesized on 

the surface. 

 

Table 2-1 Predicted surface potential at salt concentrations of 0.0016 M, 0.016 M, 
and 0.16 M after the 15 dT spacer synthesis. 
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The predicted surface potential change is expected to decrease as the 

ionic concentrations increases, since the work that is going to bring a unit charge 

from infinity to the surface is going to be less due to the increasing shielding 

effect of the ions in the solution.  

After the calculation of the surface potential at the spacer layer, 

predictions of zeta potentials have been made at a distance of half of the Debye 

length using the Poisson Boltzmann theory with ion penetrable soft shell. These 

values are compared to the zeta potentials measured after 15 dT spacer 

synthesis. Figure 2-6 shows the comparison of the predicted potentials at half of 

the Debye length and zeta potentials for 0.001 mg glass beads after 15 dT 

spacer synthesis in 2 ml of 0.01X (0.0016 M NaCl), 0.1X (0.016 M NaCl), and 1X 

(0.16 M NaCl) at pH 6.7 at 23°C. 

 

 

Figure 2-6 The comparison of the calculated potential at the half of the Debye 
length on a surface with a 15 dT spacer using the Poisson Boltzmann approach 
with ion penetration, and measured zeta potentials for 0.001 mg glass beads at 
the end of 15 dT spacer synthesis in 2 ml of 0.01X (0.0016 M NaCl), 0.1X (0.016 
M NaCl), 1X (0.16 M NaCl) SSPE, pH 6.7 at 23°C. 
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Figure 2-6 shows that the predicted potentials at the half of the Debye 

length are in agreement with the measured potentials at all ionic concentrations; 

decreasing in negativity with increasing ionic concentration, as expected. This 

demonstrates that the utilization of the soft-shell ion penetrable theory gives 

reliable predictions. Even though zeta potential measurements could not be 

obtained at 1 M ionic concentration, we can conclude that the model can be used 

to predict the surface potential at this concentration, which is used in all 

hybridization and melting experiments.   

After confirming the reliability of the model, next step in the analysis 

involves the calculation of the surface potential and surface charge as well as the 

free energy penalty experienced by a target hybridizing with a probe on the 

surface. This is accomplished by the Surface Partition Model modified for 

hybridization between a target and a probe on the array surface, previously 

introduced in the theory section.  It is necessary to use this model at this point, 

mainly because it gives the flexibility to monitor the change in the surface charge 

and density with respect to hybridization efficiency, target length, probe density 

and temperature. 

The influences of spacer length and probe density on the electrostatic 

blocking were simulated. The trends seen with respect to different hybridization 

efficiencies are presented in the Appendix. For clarity in analysis, the comparison 

of these effects made at a constant hybridization efficiency of 0.5 is shown in 

Figure 2-7. Figure 2-7(a) shows that as the spacer length increases, the 

electrostatic free energy penalty experienced by the incoming target also 

increases at all probe densities. This would be due to the increased charge 

density in the probe layer with longer spacer lengths. In Figure 2-7(b), as the 

probe density increases, the electrostatic blocking term also increases, with a 

higher surface charge density [28, 29]. However, this increase is more 

pronounced than the effect of the simulated spacer lengths. This could be 

because the surface charge density increases more in denser probe layers when 

compared to layers with longer spacers.  
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(a) 

 

(b) 

 

Figure 2-7 Electrostatic free energy penalty experienced by a target hybridizing in 
a probe layer with a hybridization efficiency of 0.5, at 23°C and 1 M NaCl 

concentration (a) with respect to spacer lengths of 2 dT, 15 dT, 25 dT at different 
probe densities, (b) with respect to probe densities of 5*1012 molecules/cm2, 
5*1013 molecules/cm2 and 5*1014 molecules/cm2 at different spacer lengths.  
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These electrostatic blocking terms are accompanied with entropic 

penalties imposed by the surface on the structure during duplex formation or 

melting. 

2.4.3 Entropic Blocking 

In this section, we looked at the effects of spacer length and probe density 

on the entropic blocking term. The influences of spacer length and probe density 

on the entropic blocking with respect to different hybridization efficiencies are 

presented in the Appendix. For clarity in analysis, the comparison of these effects 

made at a constant hybridization efficiency of 0.5 is shown in Figure 2-8.  

In Figure 2-8(a), it can be observed that as spacer length increases, the 

effect of the surface on the entropic blocking term decreases at all probe 

densities. This is expected since as the reaction gets far away from the surface, it 

will start to resemble the solution more [30], and the effect of the surface starts to 

diminish. We can deduce from Figure 2-8(b) that as the probe density increases, 

the penalty experienced by the hybridizing target also increases, because of the 

increased crowding of the probe layer leading to more steric effects on the target. 

In addition, with increasing probe density, the effect of the spacer length seems 

to gain more importance. In other words, at denser brush regimes, the farther 

one gets away from the surface, the less the target will experience the crowding 

effect of the probe layer as well as the impenetrable surface. This is observed 

clearly at the higher probe densities, mostly because these phenomena are more 

pronounced. A comparison between the relative effects of the spacer length and 

probe density on the entropic blocking concludes that probe density introduces 

more entropic penalty than short spacer lengths, at the conditions simulated. This 

suggests that the contribution of crowding probe layer on the entropic penalty 

seems to be more important.  

 

 

 

 



 
50

(a) 

 

(b) 

 

Figure 2-8 Entropic free energy penalty experienced by a target hybridizing in a 
probe layer with a hybridization efficiency of 0.5, at 23°C and 1 M NaCl 

concentration (a) with respect to spacer lengths of 2 dT, 15 dT, 25 dT at different 
probe densities, (b) with respect to probe densities of 5*1012 molecules/cm2, 
5*1013 molecules/cm2 and 5*1014 molecules/cm2 at different spacer lengths.  
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2.5 Conclusion 

In this chapter, the theory of electrostatic and entropic blocking was 

examined. Electrostatic contributions mostly come from the inherent surface 

charges that are present due to the surface, spacer and probe layers into which 

the target penetrates to form a duplex. It is calculated via the Electrostatic Double 

Layer theory and through the adaptation of Surface Partition Model. Electrostatic 

Double Layer theory provides the means to calculate the initial surface charge 

before duplex formation by modeling the surface with a penetrable polyelectrolyte 

layer in the presence of spacer and probes. Using the initial surface charge 

values and the incremental surface charge changes brought by the targets 

hybridizing with the probes, it is possible to calculate the surface potential 

changes as well as the free energy contributions of these changes to reflect on 

various parameters imposed on the system, i.e. spacer length and probe density. 

A longer spacer and a denser probe layer lead to an increase in the surface 

charge and potential. Thus, the free energy penalty experienced by a hybridizing 

target also increases. The effect of the probe density seems to be more than the 

spacer lengths examined; which could be mostly due to the higher surface 

charge introduced into the system with the presence of denser probe layer than 

the increase in the spacer length by itself. 

Entropic blocking takes into account the excluded volume effect due to the 

presence of the impermeable solid surface and the crowding effect due to the 

probe layer. This term is calculated theoretically through polymer physics and 

second virial coefficients to represent the interactions between the spacer, probe 

and target monomers. Equipped with this model, the effects of the spacer length 

and the probe density are further screened through their free energy 

contributions on the duplex formation. An increase in the spacer length results in 

a decrease in the contribution of the entropic blocking on the surface. As a result, 

hybridizations with probes on top of longer spacers resemble the in-solution 

duplex formations more. On the other hand, an increase in the probe density 

leads to a considerable increase in the entropic penalty contribution to the free 

energy of duplex formation on the surface; a result of increased crowding and 
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steric effects within the denser layer. A comparison between the relative effects 

of the spacer length and probe density on the entropic blocking yields that the 

influence of the probe density in terms of hindering the duplex formation on the 

surface is much more pronounced than the effect caused by short spacer lengths 

at the conditions simulated. In addition, the spacer length effect is observed to be 

much more apparent when the probe density is higher. The farther the duplex 

formation is from the surface, the less the target will experience the crowding 

effect of the probe layer as well as the impenetrable surface. It seems this 

phenomenon is more pronounced at higher probe densities. 
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2.6 Appendix 

2.6.1 Electrostatic Blocking  

Figure 2-9 involves the initial electrostatic blocking of the targets before 

hybridizing on the surface and an incremental electrostatic blocking due to the 

targets hybridizing on the surface, which is, in turn, indicated by the hybridization 

efficiency, and also reflected in the calculation of the surface charge density to 

estimate the electrostatic free energy contribution. 

 Increasing hybridization efficiency results in increasing electrostatic 

penalty since the surface charge increases with duplex formation. 

 

 

 

Figure 2-9 Electrostatic free energy penalty felt by a target (25mer) coming into 
the probe (25mer) layer at different hybridization efficiencies with probe densities 
of 5*1012 molecules/cm2, 5*1013 molecules/cm2, 5*1014 molecules/cm2 at spacer 
lengths (Ns) of 2 dT, 15 dT, 25 dT, at 23°C and 1 M ionic (NaCl) concentration 
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2.6.2 Entropic Blocking 

Figure 2-10 demonstrates the free energy contributions of spacer length 

and probe density with respect to hybridization efficiency. Increasing 

hybridization efficiencies lead to more entropic penalty with respect to both 

spacer length and probe density, due to crowding of the probe layer and 

increasing steric hindrance. 

 

 

 

Figure 2-10 Entropic free energy penalty felt by a target (25mer) coming into the 
probe (25mer) layer at different hybridization efficiencies with probe densities of 
5*1012 molecules/cm2, 5*1013 molecules/cm2, 5*1014 molecules/cm2 at spacer 
lengths (Ns) of 2 dT, 15 dT, 25 dT, at 23°C and 1 M ionic (NaCl) concentration 
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3 CHAPTER III 

DEVELOPMENT OF AN EXPERIMENTAL APPROACH 

TO GENERATE DNA MELTING CURVES ON THE SURFACE 

3.1 Introduction 

Microarray technology has gained a lot of interest in recent years, and it has 

been the platform of choice for applications varying from gene expression 

analysis to biological detection [1, 2].  It is based on the fundamental process of 

solid-phase hybridization, in which nucleic acid strands tethered to a solid 

support bind DNA or RNA molecules in the solution. This reaction takes place in 

a solid-liquid interface, which offers a different environment than a homogeneous 

solution [3]. The thermodynamics and kinetics of duplex formation have been 

studied quite extensively for duplex formation taking place in solution [4-7]. 

Microarray applications use these information in design and experimentation [8, 

9].  

There has been a recent increase in the number of scientific publications on 

the physical modeling and experimental investigation of DNA hybridization on the 

surface [10-13]. Theoretical investigations model the process through various 

statistical mechanics, molecular physics, kinetic and transport equations [10, 13]. 

Experimental studies differ in their approaches. Following the procedures set-

forth by the array manufacturers (Affymetrix Inc (California, USA), Agilent Inc 

(California, USA)), some of the studies focus on hybridization techniques in 

which passive hybridization (with constant amount of target) is improved by the 

introduction of convection through rotation [14, 15], and investigate the effect of 

different system variables (i.e. probe density [16], probe length [17]) on the extent 

of hybridization. Due to the possible limitations of passive hybridization (slow 
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reaction rates, long hybridization durations [18]), researchers have focused their 

attention to incorporating microfluidics into the system. Flowing the target 

solution over the probe layer has shown to improve the reaction kinetics and time 

considerably [19, 20]. 

Using this advantage of dynamic hybridization, several studies have been 

published, looking at the effect of different system variables on the kinetics of 

duplex formation or the generation of ‘non-equilibrium’ denaturation curves to aid 

in the design of experiments [9, 21].  

Although ‘melting temperature’ is commonly regarded as an important 

experimental design parameter [8, 22], generation of melting curves at 

equilibrium to determine the melting temperature of the duplex formed on the 

surface has not been extensively studied.  

In this part of the thesis, we introduce an experimental set-up that is 

capable of real-time monitoring of the hybridization and melting of DNA duplexes 

formed between labeled targets recirculating through a microfluidic chip and the 

probes synthesized on its surface using light-directed, in situ oligonucleotide 

synthesis. The introduction of various quality control steps, and a robust analysis 

method provide us with additional advantages. 

3.2 Experimental System Development 

3.2.1 Experimental Set-up 

The experiments were carried out in a custom designed system that 

combines microfluidics, microfabrication, in situ oligonucleotide synthesis, and 

real-time image capturing with a fluorescence scanner. The elements included in 

this system are depicted in Figure 3-1. 
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Figure 3-1 The experimental set-up comprising of a custom-designed holder 
housing a microfluidic chip, heater chip, temperature probe and the necessary 
fluidic and electrical connections; a temperature controller to check the 
temperature, a pump to circulate the hybridization solution, and a fluorescence 
scanner for detection.  

 

 

Figure 3-2 The holder housing the microfluidic chip with the probes synthesized; 
a microfabricated heater chip for heating; a temperature probe for temperature 
measurement; fluidic connections through which the target constantly 
recirculates; electrical connections with the temperature controller. 
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There are five main components in this experimental set-up:  

i. A custom-design holder 

This holder is specifically designed to capture the real-time hybridization 

process on the oligonucleotide arrays synthesized in our laboratory. It houses the 

following units: a microfluidic chip, a temperature probe (CO1-K, Omega Inc, 

Connecticut, USA) and a heater chip, along with the necessary electrical and 

fluidics connections. (Figure 3-2) 

ii. A temperature controller 

The temperature of the microfluidics chip is controlled via a proportional-

integral-derivative (PID) temperature controller with autotuning capability 

(CN9600 Series, Omega Inc, Cincinnati, USA). This controller acts as an 

intermediary between the computer (the user) and the holder system. It receives 

the temperature value set by the user on the computer interface; then, reads the 

current temperature on the system, and acts accordingly to change the 

temperature by sending the necessary voltage across the heater chip in the 

holder, and this cycle continues as new temperature values are input by the user 

in the interface.  

iii. A peristaltic pump 

An in-house peristaltic pump was used to circulate the target solution through 

the system during the experiment. A 1,000 μl target solution was prepared in a 

1.5 ml eppendorf tube. The pump was connected to the fluidic connection on the 

holder to draw this solution through the microfluidic chip and pump it back to the 

same tube for recirculation. A flow rate of  500 μl/min was used in all experiments. 

iv. A fluorescence scanner 

The housing along with the electrical connections and the fluidic connections 

is placed into the holder of the fluorescence scanner, GenePix Axon 4000B 

(Molecular Devices Inc, California, USA) to detect the fluorescence off the 

labeled target hybridized with the probes on the glass surface as the experiment 

progresses. These signal intensities are extracted with GenePix 5.0 software, 
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providing arbitrary units (a.u.) of measurement between 0 and 65,535, with 5 μm 

resolution. Both of the lasers present in the scanner are used in the experiments: 

laser exciting at 532 nm, the green laser, and the laser exciting at 635 nm, the 

red laser, are accompanied with proper emission filters (~557 - 592 nm for green 

and ~650 - 690 nm for red) to capture the signals from the duplexes formed on 

the surface as well as the single stranded targets flowing in solution. 

The principle behind the detection scheme is similar to the Total Internal 

Reflection Fluorescence (TIRF) microscopy. To be able to obtain such high 

resolution (as low as 5 μm), the penetration depth of the signal has to be close to 

the surface and needs to carry the least interference from the targets flowing free 

in solution [23]. This can only be achieved by sending in the laser beam at an 

angle larger than the critical angle of reflection between the glass and the 

hybridizing solution. Figure 3-3(a) demonstrates the optical set-up within the 

scanner and Figure 3-3(b) represents this phenomenon on the surface of the 

glass on which the immobilized probes are hybridizing with the targets flowing 

freely in the microfluidic channels. 

Calculations have been made using the evanescent wave theory to 

determine the relative contributions of the signal from the surface and the 

solution on the overall signal intensity. The intensity of the signal detected is 

represented using: 

Signal Intensity(SI) = SurfaceIntensity *C1 + Intensity *C2
DNALayer

PenDepth

0

DNALayer

   Equation 3-1 

where DNA Layer is the height of the DNA layer on the surface assuming the 

strands are standing straight; Pen Depth is the penetration depth of the exiting 

beam; Surface Intensity is the intensity off the surface, changing exponentially 

with the depth; C1 is the concentration of the probes on the surface; Intensity is 

the signal intensity from the solution immediate to the surface, changing 

exponentially with depth; C2 is the concentration of the targets in solution close to 

the surface. Surface Intensity and Intensity are expressed as Io *exp( x / )  with 

respect to depth (x), where  is the penetration depth, and Io is the intensity of the  
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(a) 

 

(b)  

 

Figure 3-3 (a) Optical set-up within the fluorescence scanner (b) Representation 
of the TIRF mechanism and evanescent waves on the glass surface during the 
detection of the fluorescence signal off the targets hybridized with the probes on 
the glass surface and flowing free in solution. 
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evanescent wave at the interface between the glass and the solution [24]. DNA 

Layer is 14 nm (with 15 dT spacer and 25mer probe and assuming 3.4 Å height 

per monomer) and the penetration depth is calculated using [24]: 

Penetration depth, = 0

4 n2 sin( 1) /sin( g )[ ]
2
1

     Equation 3-2 

with o : wavelength (635 nm), 1: angle of incidence = 70° (based on TIRF 

microscopy), g : critical angle of total reflection = 60°, n2: refractive index of less 

dense medium (assumed to be water at 20°C) : 1.333 [25]. These values result in 

a penetration depth of 100 nm. 

C1 is calculated to be the concentration achieved when all of the probes on 

the surface are completely hybridized. Considering the surface density of the 

probes to be 1 probe in 2000 Å2 (10 times diluted linker ratio in [9]), and the 

height of the DNA layer to be 14 nm based on the previous calculations, and 

assuming that there is only one target hybridizing with one probe, C1 turns out to 

be 5.933 * 10-3 M. C2 is calculated to be 0.26 * 10-9 M using the observed empty 

spot intensity in one of the experiments and the fluorescence calibration equation 

presented later in Equation 3-4. When these values are plugged in Equation 3-1, 

following equation is obtained: 

SignalIntensity(SI)

Io
= C1 *13.06 + C2 *25.53       Equation 3-3 

Concentration terms based on the C1 and C2 values are changed 

simultaneously to simulate different surface coverages (%100 and %10) and 

solution concentrations (0.26 * 10-9 M and 0.26 * 10-8 M). Table 3-1 shows the 

effects of these changes on the SI/Io value. 
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Table 3-1 Effect of the changes in the concentration of the signal on the surface 
(C1) and in solution (C2) on the SI/Io value. 

 

 

It can be inferred from this table that a 10% decrease in the concentration of 

the hybridized probes on the surface (the concentration in the solution being 

constant) results in a 10% decrease in the SI/Io ratio. However, a 10% increase 

in the concentration of the solution (the concentration on the surface being 

constant) increases the SI/Io ratio by only 0.0001%. This demonstrates that the 

dominant contribution to the overall signal intensity is from the surface rather 

than the targets in solution.  

v. A computer 

The temperature ranges and intervals as well as the required equilibrium 

time(s) are manually entered into an interface designed to integrate and 

synchronize the scanner and the temperature controller. The interface was 

written in JavaScript and VBScript, and the communication with the temperature 

controller is established via a code written in Java programming language. 

The temperature input by the user into the interface is sent to the 

temperature controller, which in turn sends the appropriate signal to the heater 

chip, and wait for the chip temperature to stabilize within +/- 0.5°C of the set 

temperature. The system rests till the equilibrium time input by the user expires, 

during which it periodically checks and records the temperature into a log file. 

After the set equilibrium time is reached, the scanner scans the chip, and the 

computer records the image file. At the end of the experiment, all of the images 

are manually analyzed and the fluorescence intensities are extracted. 
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 The oligonucleotide microfluidic chip used in the experiments constitutes 

one of the most crucial parts of this study. Therefore, a detailed look at its 

fabrication, synthesis and design has to be completed before going on further.  

3.2.1.1 Microfluidic Chip Fabrication  

For a seven-chamber microfluidic chip, a layer of photoresist (PR 1813) is 

applied by spin-coating at 2000 rpm for 30 s on a silicon wafer. The wafer is soft-

baked at 90ºC in an oven for 30 min, and then exposed to UV radiation (404.7 

nm, 10 mJ/cm2, 30 s) to define the chamber pattern. After removal of the 

activated photoresist by developer solution (MF 319) for 60 s, the wafer is hard-

baked at 110ºC for 30 min. The pattern is transferred to the silicon wafer by deep 

reactive ion etching to obtain 160 μm deep chambers. The photoresist is then 

removed by a resist stripper (PRS 2000). The new layer of photoresist (AZ9260) 

is applied at the backside of the wafer by spin-coating at 2000 rpm for 30 s. The 

wafer is soft-baked at 90ºC in an oven for 30 min and exposed to UV radiation 

(404.7 nm, 10 mJ/cm2, 100 s) to define the inlet/outlet holes. The activated 

photoresist is then removed by a resist developer (AZ400K/H2O, 1:3). Next, the 

wafer is loaded into the deep reactive ion etcher to create the through inlet/outlet 

holes. 

The silicon wafers containing etched structures are cleaned, and a 0.2 μm 

thick thermal oxide is grown on the wafers to provide the necessary surface for in 

situ DNA synthesis. Finally, the silicon wafer is anodically bonded with glass 

wafer, which is 400 μm in thickness. 

3.2.1.2 Heater Chip Fabrication 

The fabrication procedure begins with a 4” (100) Si wafer with thermal 

oxide thickness of 0.6μm.  The Cr and Au thin films are then deposited by 

electron beam deposition (Enerjet Inc, New Hampshire, USA). After the 

deposition of thin films is completed, the wafers are first primed with 

hexamethyldisilazane (HMDS). A layer of photoresist (PR 1813, Hoechst 

Celanese Inc, New Jersey, USA) was then applied by spin-coating at 4000 rpm 

for 30 s, and the wafers are soft-baked at 90ºC in an oven for 30 min. Later, the 
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microheater pattern is transferred to the layers of photoresist by photolithography 

(20 mJ/cm2, 7 s).  The activated photoresist (PR) is removed by developer 

solution (MF 319, Hoechst Celanese) for 60 s, and the Au and Cr films are then 

wet-etched using a gold etchant solution (TFA, Transene Company Inc, 

Massachusetts, USA) for 120 s, and a chromium etchant solution (CR-14, 

Cyantek Inc, California, USA) for 120 s.  To electrically insulate the microheater 

from the environment, the silicon oxide is deposited by plasma chemical vapor 

deposition everywhere except the electrical pad. 

3.2.1.3 Oligonucleotide Array Synthesis 

Oligonucleotide synthesis on the fabricated chips is carried out in three main 

steps: derivatization, synthesis and deprotection. 

i. Derivatization 

The surface of the microfabricated chips needs to be further processed to 

make it clean and ready for synthesis. This requires the introduction of amine 

sites on the surface, which is accomplished by derivatization. First, the surface is 

cleaned with an ammonium hydroxide, hydrogen peroxide, water solution 

(NH4OH:H2O2:H2O, 1:1:5 in volume) to remove the residual organic materials 

from the previous fabrication process. Next, the amine groups are introduced on 

the surface by derivatization using 3-aminopropyltriethoxysilane solution 

(SIA0610.0, Gelest Inc, Pennsylvania, USA), which is prepared in different 

proportions (1 to 0 ratio: 0.4 mM; 1 to 9 ratio: 0.04 mM) in anhydrous toluene 

(99.8% purity, Sigma-Aldrich Inc, Missouri, USA) under nitrogen, to change the 

density of the available groups on the surface; thus, changing the probe density 

on the chip. The dilution of this linker is achieved by adding another linker which 

provides a non-reactive propyl group on the surface: n-propyltriethoxysilane 

(SIP6917.0, Gelest Inc, Pennsylvania, USA). 

ii. Synthesis 

ß-cyanoethyl phosphoramidite chemistry (Figure 3-4) constitutes the 

fundamental chemistry behind the synthesis reactions [26]. It is one of the widely 
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used methods in oligonucleotide synthesis on solid support, due to its high 

coupling efficiency, speed, lack of side reactions and the stability of the 

chemicals used. The basic idea is that the reactive 3’ phosphorus group of one 

nucleoside, which is delivered in a solution, is coupled to the 5’ hydroxyl of 

another nucleoside, which is already immobilized on the solid support. 

Afterwards, 3 more important steps are performed to prepare the growing chain 

for the next coupling reaction. In this way, a synthesis cycle is completed, adding 

one monomer at a time, and making the synthesis from 3’ (surface) to 5’.  

The first step of the synthesis cycle is deblocking; the removal of the 

(Dimethoxytrityl) DMT group. This detritylation process is achieved with a 

dichloroacetic acid solution (DCA), or a trichloroacetic acid solution (TCA) when 

there is no site addressable synthesis, or i.e. a photogenerated acid, when there 

is. The cleavage of the DMT cation frees the 5’-hydroxyl for the coupling reaction 

and produces an orange color that can be used to estimate the synthesis yield 

and step-wise coupling efficiency spectrophotometrically. Since the DNA bases 

are acid-labile, this step must only be as long as it is necessary to ensure 

complete detritylation. 

Next step is the coupling of the protected nucleotides or phosphoramidites. 

While phosphoramidite monomers are protected at the 5’-hydroxyl position with a 

DMT group, their 3’-phosphite is modified by ß-cyanoethyl and diisopropylamine 

groups. An activated intermediate is created by simultaneously adding the 

phosphoramidite nucleoside monomer and tetrazole, a weak acid. The tetrazole 

protonates the nitrogen of the diisopropylamine group on 3’phosphorous, making 

it susceptible to nucleophilic attack. 

Then, the capping step terminates any chains that did not undergo 

addition. Since the unreacted chains have a free 5’-hydroxyl group, they can be 

terminated or capped by acetylation. Capping is done with acetic anhydride and 

1-methylimidazole. Since the chains that reacted with phosphoramidite in the 

previous step are still blocked with DMT, they are not affected by this step. 

Although capping is not ultimately required for DNA synthesis, it is recommended 

because it minimizes the length of the impurities.  



69

 

Figure 3-4  A phosphoramidite DNA synthesis cycle. 
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Finally, the internucleotide linkage is converted from the phosphite to the 

more stable phosphotriester in the oxidation step. Iodine is used as the oxidizing 

agent and water as the oxygen donor. This reaction is completed in less than 30 

seconds. 

After oxidation, cycle restarts from deblocking step for the next nucleotide.  

In our laboratory, we have developed a new approach providing a 

significant improvement over the conventional oligonucleotide synthesis using 

phosphoramidite chemistry. Addressable site-specificity for the sequence desired 

combined with coupling yields reaching over 98% was achieved using 

photogenerated acids (Figure 3-5) [27]. 

The selective synthesis is accomplished by the utilization of 

photogenerated acid in the deprotection step. A predetermined light pattern is 

projected onto the substrate surface to selectively activate the photo-acid 

precursor (PGA-P), to generate photogenerated acid (PGA) and cleave the DMT 

protected acid-labile group from the nucleotides on the growing chain on the 

surface. The terminal 5’ hydroxyl groups are now free to react with incoming 

monomers. At the dark regions, no acid is produced and, therefore, the acid 

labile protecting groups of the nucleotides remain intact. The substrate surface is 

then washed, and the monomer is introduced, which adds only to the 

deprotected molecules under conventional coupling reaction conditions. 

The substrate that has the growing sequence is then supplied with 

consecutive batches of reagents to propagate the chain till the desired lengths 

and sequences are formed at the selected surfaces, as previously described.  

iii. Deprotection 

Phosphoramidite chemistry for oligonucleotide synthesis utilizes nucleotides 

(dA, dC and dG) with extra groups for protection. The exocyclic amines of 2’-

deoxyadenosine (dA), 2’-deoxycytidine (dC) and 2’ deoxyguanosine (dG) have to 

be protected during the synthesis process to prevent any side reactions involving 

these sites. The dA and dC monomers are protected by a benzoyl group at the 

N6 and N4 positions, respectively, and the dG is protected at the N2 position by 

an isobutyryl group; whereas dT does not require any extra protection since it  
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Figure 3-5 Parallel synthesis using acid-labile protecting groups. The DNA chain 
is deprotected in a spatially controlled manner using photogenerated acid (PGA) 
(b and d), followed by coupling and oxidation reactions (c and e). This cycle is 
repeated until the desired lengths and sequences are obtained (f).  
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does not include any reactive sites that will lead to a side reaction. These groups 

are removed after synthesis of the oligonucleotide is complete, during the 

deprotection step. 

The protecting groups need to be removed before any hybridization 

experiment for the best interaction of the oligonucleotide strands on the surface 

and the oligonucleotide strands in solution. The deprotection is done by treating 

the oligonucleotides attached to the surface with ethylenediamine – ethanol (50% 

v/v) solution. If the oligonucleotides are to be removed with ammonium hydroxide,

no extra step of deprotection is necessary. Ammonium hydroxide also deprotects 

the phophorus by ß-elimination of the cyanoethyl group. 

3.2.1.4 Probe and Target Design 

The length of the probe and target is determined to be 25 nucleotides. 

Their sequences are complementary to each other. 

The sequence design criteria are selected based on the experimental 

approaches used by Owczarzy et al. [28] and SantaLucia, Jr et al. [7]: 

1. The sequences are to be non-self-complementary, which is valid for both the 

probe and target sequences. 

2. The GC mole fractions of the sequences are to be between 0.2 and 0.8. 

3. No  hairpins are present in both the target and probe sequences. 

4. The target-target dimer formation in solution, and probe-probe dimer 

formation on the surface are to be negligible compared with the perfect match 

formation on the surface at the hybridization conditions. 

5. There are no long regions of GC and AT base pairs, no more than 2 triplet 

stretches, 2 doublet stretches and 3 single stretches to reduce any non-two-

state melting behavior. 

6. The calculated free energies and the melting temperatures are based on in-

solution Nearest-Neighbor parameters [6]. The free energies are to be as 

minimum as possible to create a stable structure at the hybridization 

temperature and salt concentration, keeping in mind that the presence of the 
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surface creates a depression in the melting temperature and the free energies 

of the duplexes, and the magnitude of this depression is unknown. 

The probe designed using this criteria is: 

5’ – CGCGAGCACTGGACCGGTGTTGGGT – 3’  

and the target is: 

   5’ – ACCCAACACCGGTCCAGTGCTCGCG – 3’ 

 The free flowing target in solution is labeled at 3’ end with Cy5 

fluorescence dye (excitation wavelength: 635 nm; emission wavelength range: 

650 nm - 700 nm [31]) for detection purposes. The destability imposed with the 

presence of this dye moiety is assumed to be negligible for sequence design 

purposes [29]. The labeled target was purchased from IDT Technologies Inc 

(Iowa, USA) in PAGE purified form. The ozone susceptibility of Cy5 leading to 

degradation problems observed in hybridization experiments [35] was minimized 

within the closed system with minimum exposure to ozone. 

The perfect match probes are synthesized on the microfluidic chips. These  

chips comprise of 7 channels continuously connected. In each channel, a set of 

1,000 sites is available for synthesis. These 1,000 sites are designed to have 

perfect match probes, empty spots for background analysis and synthesis 

controls for intra-normalization. In each channel, the 1,000 spot design is 

randomly distributed to account for any possible concerns during synthesis and 

hybridization. Also for the same purpose, first and the last channels are left 

empty.  

Synthesis controls are designed to monitor the unavoidable discrepancies 

in the system, and the presence of any synthesis and hybridization defects. An 

intra-normalization step is put in the analysis to screen and take care of these 

concerns. The synthesis control probes designed for this purpose includes a core 

15mer sequence. The corresponding control target is a complementary 15mer, 

labeled with Cy3 (excitation wavelength: 532 nm; emission wavelength range: 

550 nm – 600 nm [31]) on its 3’ end to prevent any interference problems with 

the main target present in the system. It is designed to have negligible duplex 

formation with the main probe and target, and self-self duplex formations at the 
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hybridization conditions. In addition, all different sequential combinations of 1 – 

4mers, and random combinations of 5 – 10mers are added at the 3’ end of the 

15mer core sequence. This creates synthesis control probes of lengths 15-25 nt 

on the surface, and assists in the analysis of any problems that may occur during 

the synthesis at different lengths. This designed target control sequence is: 

5’ – CTCCATACTAGTCAT -3’ 

This labeled target was purchased from IDT Technologies Inc (Iowa, USA) 

in PAGE purified form. 

3.2.2 Experimental Design  

It is important to investigate various experimental variables on the 

hybridization process to understand their respective influences in the designed 

set-up. The variables that were examined in this thesis are: target concentration, 

spacer length and probe density.  

The investigation of these variables relies upon the reproduction of melting 

curves on the surface and extraction of melting temperatures from these graphs, 

following the examples in in-solution studies [7, 30]. To be able to create melting 

curves on the surface requires acquiring signal intensity data over a determined 

temperature range; a heating rate; and time required to reach equilibrium at each 

temperature step. 

The temperature range of 23°C to 85°C was determined based on the 

restrictions of the experimental set-up. In other words, with the existing 

experimental system and the cooling capacity, the lowest achievable temperature 

was 23°C. Therefore, this temperature was set to be the priming (washing with 

hybridization buffer to establish electrolyte saturation before hybridization) and 

initial hybridization temperature for all of the experiments. On the other hand, the 

highest temperature of the experiment was determined from the observed signal 

intensities of the probe-target duplexes on the surface, and their relative 

comparison with respect to the background signal. At 85°C, the signal intensities 

obtained from the spots were at the background level for all of the experiments, 
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therefore, making it the temperature of choice for the upper end of the 

temperature range. 

The next parameter in the design of the melting curves is the heating rate 

of the chip. It is a significant parameter because it can contribute to the under-

estimation of the reported melting temperature [31]. A lower heating rate is going 

to result in detection at non-equilibrium conditions at each temperature step, 

leading to respective shifts in the melting curve. Therefore, in our experiments, 

keeping the importance of equilibrium in mind [32], the hybridization process at 

the initial temperature was allowed to reach equilibrium with the recirculating 

target solution. Then, the temperature was increased one degree, and the 

process was observed for the time to reach the new equilibrium state. This time 

period was used as the equilibrium time at temperatures below 65°C, at which 

the equilibrium was re-observed for the time period and this time period was 

used all throughout the rest of the experiment. Based on these experimental 

approaches, the heating rates below 65°C were 3-5°C/h, and above 65°C, they 

were 5-10°C/h.  

Fluorescence signal intensities of a perfect-match duplex formed on the 

surface with respect to three different temperatures (25°C, 40°C, 55°C), and the 

resulting melting curve on the surface using this experimental approach are 

presented in Figure 3-6(a) and (b). The median signal intensities on the surface 

are captured by creating circular features with a diameter of 35 μm using the 

Axon GenePixPro software (Molecular Devices Inc, California, USA), and the 

acquired median intensity values are transferred to Excel (Microsoft Inc, 

Washington, USA) for further analysis. 

One of the main parameters in image acquiring is the value of the 

photomultiplier tube (PMT) voltage. It determines to which extent the photons 

sent to the photocathode while scanning the image is going to be proportionally 

energized and increased in number when they hit the anode [33]. It is necessary 

to know which value to use; because it determines not only the dynamic range 

for the signals captured during the experiment, but also the noise level of the 

measurement, which can exceed the signal intensity at high PMT voltage values.  
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(a) 

 

 

 

(b) 

 

Figure 3-6 (a) Observed changes in the signal intensities on the surface at 
temperatures of 25°C, 40°C and 55°C at constant PMT voltage, brightness and 

contrast settings. (b) A melting curve of a perfect match duplex reproduced from 
the net signal intensities of the duplex at increasing temperatures. 
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This value was determined at the beginning of each experiment as the value 

resulting in intensities very close to saturation at the initial hybridization 

temperature. This value was used all throughout the experiment for consistency. 

3.3 Data Analysis and Quality Assessment 

3.3.1 Synthesis Quality Assessment 

The quality of the synthesized chip needs to be verified to be able to 

obtain reliable, reproducible data that is representative of the reaction on the 

surface. Therefore, all of the experiments need to pass these criteria to be used 

in further analysis.  

The first step in the quality assessment of synthesis is looking at the size 

of the spots at the end of the hybridization at the initial hybridization temperature. 

It was previously established in studies in our laboratory that a spot size of 50 μm 

diameter indicated a good quality in synthesis. Not only the spot size but also the 

signal distribution in the spots is important. The distribution in the spots is 

expected to be uniform with a flat top when a cross section on the spot is 

analyzed (in Figure 3-7(a), each pixel corresponds to 5 μm). Secondly, one can 

also determine the quality of the signal by looking at the signal to noise ratio. 

Signal is the median intensity measured on the perfect match probes, while the 

noise is the median intensity obtained at the empty spots. It is an important value 

because it shows how well one can resolve the true signal from the noise in the 

system. Higher signal to noise ratios are preferable for the least interference from 

the background in the experiments. 

The final part of the quality control process is carried out after the 

experiment is finished. It is based on the analysis of the synthesis control signals 

obtained at the initial hybridization temperature. The signal intensities of the 

control probes in each channel were analyzed separately with respect to their 

lengths from 15 nt to 25 nt. All of the distributions are tabulated together, and the 

ratios are taken with respect to a given channel at each length. The averages of 

these ratios are taken, and finally, a normalization process is performed based  
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(a) 

 

(b) 

 

Figure 3-7 (a) The signal distribution within a cross-section of a 50 m spot with 
Cy3 labeled targets hybridized with the probes on the surface. (b) The overall 
signal intensity change on the chip with respect to the length of the Cy3 labeled 
synthesis controls on the surface. 
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on the highest of the averaged ratios. Figure 3-7(b) shows an overall signal 

intensity distribution of synthesis controls with respect to length. The expected 

observation is that the signal intensity would increase as the probe length 

increases; in other words, as the probe is further away from the surface. 

Normalization of the main probe signals (net values) in each channel is 

performed using the tabulated averaged signal ratios of the synthesis controls. 

This allows taking into account any deficits that may occur due to synthesis or 

hybridization in different channels. 

3.3.2 Melting Curve Analysis 

Initial step in the analysis of the melting curves includes the normalization 

of the signal intensities in red channel (main probe signals) at all temperatures 

via the analysis of the synthesis controls in the green channel, as previously 

described. 

The normalized signals are further analyzed in Matlab (The Mathworks Inc, 

Massachusetts, USA) for faster processing. The analysis steps in Matlab are: 

background correction of the main probes, and temperature calibration of these 

fluorescence signals; smoothing and fitting of the experimental melting curve of 

each probe; extracting the melting temperatures and analyzing them for outliers 

and standard deviations. 

3.3.2.1 Background Correction and Temperature Calibration 

Background corrections to the probe signals are required to account for 

the effects due to autofluorescence of the surface and non-specific binding of 

labeled targets to the surface. In this case, the background signals are extracted 

from the signals obtained at the sites which do not have any probe synthesis on 

them, also called empty spots. The average of all the empty spot intensities in 

red channel is taken at each temperature, and subtracted from the signal 

intensities of the probes in the red channel at the same temperature to obtain net 

signal intensities for the probes. 

Another use for the empty spot averages at each temperature is the 

production of a curve that will represent and approximate the temperature 
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dependence of fluorescence for the chip under examination. It has been 

theoretically shown that the intensity of fluorescence is dependent on many 

factors, including temperature and concentration [34]. The expected trend for the 

concentration increase would be an increase in the fluorescence intensity, and 

for the temperature increases, the fluorescence intensity would decrease. The 

influence of the change in the concentration of the targets in solution and the 

temperature of the reaction on fluorescence can be simultaneously observed on 

this reproduced curve (Figure 3-8(a)). The effect of the increasing concentration 

of the targets as the melting progresses does not seem to be dominant when 

compared with the effect of increasing temperature.  

To prove the usability of the empty spot signal vs. temperature curve in 

the calibration, an equation that relates the effect of PMT voltage, temperature 

and concentration to the fluorescence in red channel was reproduced 

experimentally (Appendix). The designed set of experiments to derive this 

calibration equation included the free flowing Cy5 labeled target in the 

microfluidic chip in the absence of any synthesis on the surface. The 

concentrations used were 0.05 nM, 0.5 nM and 1 nM; the PMT voltages used 

ranged from 350-1,000 and the temperatures used were 23°C, 50°C and 80°C. 

The inter-related dependence of fluorescence on PMT voltages, temperature and 

concentration were expressed as a collective term in the regression equation 

with their individual dependencies stated using exponential terms [34]. Multiple 

non-linear regression was carried out using SPSS software (SPSS Inc, Illinois, 

USA), and the constants were initialized to get the highest R-squared value for 

the fit at the end of the 999 iterations set by the software. 

The reproduced equation is: 

Fluorescence = 0.008 * exp(2426.639 * 1/T) * exp(0.007 * PMT) * Conc – 1.064 

           Equation 3-4 

where T is the temperature, PMT is the PMT voltage used and Conc is the 

concentration of the free target in solution in units of nanomolar. The R-squared 

fit of this equation to the experimental data is 0.968. Figure 3-8(b) shows the 

comparison of the experimental background intensity change in Figure 3-8(a)  
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(a) 

 

(b) 

 

Figure 3-8 (a) An example of the change in the fluorescence signal of the empty 
spots with respect to temperature. (b) Comparison of the experimental empty 
spot intensity change with the signal intensities derived from the Equation 3-4 at 
different temperatures. 
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with the calculated background intensity change from the calibration equation in 

Equation 3-4, using the experimental PMT voltage, and assuming a constant 

target concentration, the concentration obtained at the end of the initial 

hybridization. This figure shows the negligible effect of the increasing target 

concentration when the targets were released into the solution as the melting 

continues at increasing temperatures; therefore, demonstrating that the change 

in the fluorescence with respect to temperature can be used to show the 

influence of temperature on the fluorescence and therefore in the calibration. 

3.3.2.2 Smoothing and Fitting of the Melting Curve 

Due to the presence of unavoidable experimental errors, a smoothing 

procedure needs to be applied to the original data  [30]. For this purpose, a 2nd 

degree Savitzky-Golay method is used. This method utilizes a polynomial 

function fit to the signal in a moving window on the curve [35]. The main 

advantage of this method is that it tends to preserve features of distribution in the 

data, which are usually flattened by other adjacent averaging approaches [35]. 

To preserve the relative curvatures at the low temperature and high temperature 

regions of the melting curve as well as the inflection point in the mid region, this 

method seems to be a good choice for this purpose. A similar approach is used 

in the smoothing of the melting curves created in in-solution experiments [36]. 

Next step in the analysis involves the fitting of the temperature calibrated 

and smoothed melting curves directly with a function. In this case, the typical S-

shape of the melting curve seems to be represented nicely with a Stephen-

Boltzmann curve: 

y = a2 +
(a1 a2)

1+ exp
(x x0)
dx

 

 
 

 

 
 

        Equation 3-5 

where a1 is the highest signal intensity, a2 is the lowest signal intensity, x0 is the 

estimated inflection point, and dx is the width of the curve.  

This curve carries parameters that reflect the individual characteristics of 

the melting process: the highest and lowest signal intensities help us investigate 
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the dynamic range we operate in, the inflection point shows the melting 

temperature, and dx represents the extent of broadening due to the effects of the 

presence of the surface. 

The melting temperatures recorded from the inflection points of each of 

these curves are tabulated along with the R-squared fit of the equation to the 

experimental data for each probe analyzed. Next, R-squared values lower than 

0.95 are considered bad fits and the remaining melting temperature values are 

analyzed for outliers within each probe. The criterion for outliers come from the 

statistical approach of average +/- 1.5 * standard deviation. At the end of the 

analysis, the average and standard deviations of the melting temperatures are 

reported. 

3.3.3 Performance of the Analysis Method 

The performance of this method is tested on error-introduced melting 

curves with parameters representing different signal to noise ratios, which can be 

considered as one of the sensitivity and quality indicators of the system. The 

original curve parameters are set at: a1 = 55,000,  a2 = 150, x0 = 57, dx = 5, and 

errors, which are randomly introduced on this curve to test the performance of 

the method, fall within five percent of ten percent of the signal intensity at the 

temperature point in question. Among these parameters, x0 was modified to 

simulate the effect of the change in the signal to noise ratio of perfect match 

intensity (signal) to the background intensity (noise) (Figure 3-9). At each signal 

to noise ratio modification, 100 melting curves with random errors were 

reproduced. The quantitative effect of changing x0 on the signal to noise ratio, as 

extracted from Figure 3-9 at the initial temperature of 23ºC as signal, and at the 

final temperature of 85ºC as background, can be observed in Table 3-2.  
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Figure 3-9 Addressing the method performance with simulated data. The 
originally created curve has the following parameters: a1 = 55,000,  a2 = 150, x0 = 
57, dx = 5. Various signal to noise ratio values are obtained via assigning the 
parameter x0 different values ranging from 46 to 70. 
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Table 3-2 Signal to noise ratio variation at different simulated x0 parameters. 

 

 

The melting temperatures calculated at each x0 using the method were 

statistically analyzed, and their averages and standard deviations were 

calculated. Table 3-3 shows these values along with their correlation coefficient 

ranges.  

 

Table 3-3 Average, standard deviation and regression coefficients of the melting 
temperatures calculated from the simulated data using the analysis method. 

 

 

In Table 3-3, the average of the melting temperatures calculated and their 

standard deviations and regression coefficients indicate that the analysis method 

proves to be a robust method for any kind of background noise that can interfere 

with the measured signal intensity. 
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3.4 Conclusions 

Melting curves represent the change in the signal intensity of the duplexes 

as they melt, reaching equilibrium at each increasing temperature. Its generation 

is a necessary step to obtain melting temperature values of these duplexes 

formed on the surface. In this chapter, a reliable and automated experimental 

set-up, and a robust analysis method have been developed to create and 

analyze these melting curves. This experimental set-up integrates 

microfabrication and microfluidic technology, light-directed in-situ oligonucleotide 

synthesis and a real-time capturing system. The probe and the labeled target 

sequences are designed with respect to specific thermodynamical parameters 

set forth for in-solution experiments. The layout for the probe synthesis on the 

chip surface includes the perfect match sequences, empty spots as well as 

synthesis controls in each channel. Synthesis and quality controls are in place to 

monitor and correct the possible synthesis and hybridization discrepancies on the 

chip. Experimental analysis of the created melting curves includes background 

subtraction to get rid of interference from any possible autofluorescence of the 

surface, or dye adhesion on the surface; temperature calibration to take the 

temperature dependency of the fluorescence into account; smoothing to correct 

the possible experimental errors; fitting to extract the melting temperature along 

with the regression coefficient; and finally, the statistical analysis of the melting 

temperatures of the perfect match probes to determine their averages and 

standard deviations. This analysis approach has shown great robustness against 

randomly generated and error introduced melting curves with different signal to 

noise ratios. 
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3.5 Appendix 

The calibrations with Cy5 labeled target was done at different temperatures 

(20°C, 50°C, 80°C), different concentrations (0.05 nM, 0.5 nM, 1 nM) and PMT 

voltages (300 PMT to 1000 PMT). Figures 3-10, 3-11 and 3-12 show the 

changes in the average median signal intensities at different PMT voltages and 

temperatures at 0.05 nM, 0.5 nM and 1 nM, respectively. 

 

 

 

Figure 3-10 The effect of PMT voltage and temperature on the average signal 
intensity at a target solution concentration of 0.05 nM. 
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Figure 3-11 The effect of PMT voltage and temperature on the average signal 
intensity at a target solution concentration of 0.5 nM. 

 

 

Figure 3-12 The effect of PMT voltage and temperature on the average signal 
intensity at a target solution concentration of 1 nM. 
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4 CHAPTER IV 

THE EFFECT OF INITIAL TARGET CONCENTRATION 

 

4.1 Introduction 

The design of probes on microarrays is currently based on DNA melting 

temperature predictions, which are made through the utilization of in-solution 

thermodynamic parameters and correlations [1, 2].  

In solution, melting temperature is affected by ionic concentrations, 

denaturant concentrations, and lengths, sequences and concentrations of the 

strands involved [3]. An increase in the ionic concentration is expected to 

increase the melting temperature of the duplex due to less repulsion between 

more screened negative charges on the strands. A GC rich sequence would give 

a higher stability in the structure with its 3 hydrogen bonding capability. A longer 

strand would also be forming more hydrogen bonds with more available 

nucleotides, therefore increasing the melting temperature.  

As the reaction takes place on a solid interface in microarrays, the presence 

of the surface imposes additional considerations in the design of the experiment: 

one of the strands is immobilized and highly-packed on a surface, which 

inherently carries an electrostatic charge. Therefore, the nature and 

characteristics of the surface gain importance in their individual contributions on 

duplex formation, and dependence of the melting temperature on its parameters 

[4-6]. 

Vainrub and Pettitt theoretically investigate the effect of surface 

electrostatics on binding thermodynamics and melting temperature of an 8mer 

duplex [7-9].  In this study, they examine how the salt concentration dependency 
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duplex [7-9].  In this study, they examine how the salt concentration dependency 

of the melting temperature is affected by the surface charge. They report that at 

positive surface charges and 1 M NaCl concentration, the duplex melting 

temperature is higher than in-solution value. As the salt concentration decreases 

to 0.01 M, on-surface melting temperature drops to a value much lower than in-

solution. On the other hand, at negative surface charges and 1 M NaCl 

concentration, the melting temperature of the duplex on the surface is lower than 

in-solution prediction. Decreasing the salt concentration to 0.01 M causes a 

further decrease in the melting temperature on the surface. When the 

discrepancies between on-surface and in-solution melting temperatures are 

compared qualitatively at 0.01 M NaCl for the positively and negatively charged 

surfaces, it is observed that the effect of the ionic concentration on the melting 

temperature is pronounced less when the reaction takes place on a positively 

charged surface. These predictions are supported in an experimental study by 

Heaton et al. using surface plasmon resonance (SPR) spectroscopy [10]. 

In a study using the same approach, Vainrub et al. looks at the effect of 

probe density on the melting temperature electrostatically [7]. They conclude that 

as the target-probe layer repulsion increases with the coulomb blockage of 

hybridization at denser probe layers, melting temperature of the duplex on the 

surface would decrease. Similar observations were also seen with experiments, 

where increasing probe densities are accompanied with lower extents of 

hybridization [11, 12].  

In a modeling study, Jayaraman et al. investigates the effect of target 

concentration and probe density on the melting temperature using Monte Carlo 

simulations [13]. It is observed that when a higher target concentration or probe 

density is used in the experiment (in other words, higher strand concentrations), 

the probability of the target binding to more than one probe also increases. This 

would lead to additional configurational entropy restraints on the duplexes formed, 

making the structure less stable, and lowering the melting temperature. A similar 

conclusion is reached in another modeling study by Binder [14], who looks at the 

effect of target concentration on the surface adsorption of the target to 
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oligonucleotide probes attached on the surface as a part of the investigation. This 

different approach models the affinity between the target strand in solution and 

the probe on the surface by taking into account the changes in the surface 

charge as more and more duplexes form on the surface. It is suggested that any 

condition increasing the surface charge would be inversely influencing the duplex 

formation on the surface, and an increase in target concentration is one of these 

conditions.  

The trends seen in these studies are opposite to what is expected with in-

solution melting temperatures. In solution, more strand concentration would lead 

to higher melting temperatures, because the temperature at which the half of the 

duplex is denaturated, is going to be higher when more strands are present in 

solution [3].  

These interesting observations in modeling studies have drawn our 

attention to the examination of the target concentration as one of the factors 

affecting the duplex formation on the surface. A literature survey yields one study 

that experimentally looks at its effect on on-surface DNA melting temperature. In 

their work on the melting of a perfect match duplex on oligonucleotide array, 

Forman et al. concludes that target concentration does not seem to have an 

influence on DNA melting temperature on the surface [15].  

In this chapter, we present an experimental study that examines the 

influence of surface on the melting temperature dependency on target 

concentration, and compare our findings with the modeling studies. The results 

obtained are also alternatively explained with the predictions made using the 

electrostatic and entropic blocking models developed in Chapter 2.  
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4.2 Materials and Methods 

Following target and probe sequences are designed according to the 

criteria utilized by SantaLucia, Jr [16] and Owczarzy et al [17]: 

Target: 5’- ACCCAACACCGGTCCAGTGCTCGCG- 3’ -Cy5 

Probe: 5’- CGCGAGCACTGGACCGGTGTTGGGT- 3’  

The probe sequence has a GC content of 67% and a molecular weight of 

7,755.1.  

 The probe sequence was synthesized on the surface from 3’ to 5’, and the 

corresponding PAGE purified target is labeled on 3’ end with Cy5 fluorescent dye 

(Integrated DNA Technologies, Iowa, USA) for detection purposes. The volume 

of the hybridization solution was 1,000 μl. The target was initially hybridized with 

the probe on the surface at 23°C till the equilibrium was observed. Then, the 

melting of this duplex on the surface was monitored at each increasing 

temperature by using a fluorescence scanner (Axon 4000B, Molecular Devices, 

California, USA).   

 In this part of the study, the effect of target concentration on DNA melting 

temperature is examined in three separate experimental sets, each having a 

different probe concentration on the surface, with a constant probe density of 

5*1012 molecules/cm2. These experiments are summarized in Table 4-1. 

Each experimental set was designed to have different number of probe 

spots on the surface, which gives the difference in probe concentrations with the 

same probe density on the surface. 

There are seven channels in each of the microfluidic chips. First and the 

last channels were left empty to avoid any flow problems within the entrance and 

exit channels. The probes were synthesized in the remaining five channels, 

having 1,000 spots in each channel. This 1,000 spot set consists of perfect 

match probes, synthesis quality controls and empty spots. They were 

randomized in each channel for redundancy.  
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Table 4-1 Summary of the Experiments Performed to Address the Effect of 
Target and Probe Concentrations on the Duplex Formation on the Surface 

 

  

Synthesis quality control probes have a different design from the main 

probe. There is a 15mer core probe sequence with which the Cy3 (Integrated 

DNA Technologies, Iowa, USA) labeled 15mer target hybridizes:  

Target: 5’ – ATGACTAGTATGGAG – 3’ – Cy3 

Probe: 5’ – CTCCATACTAGTCAT – 3’ 

Conserving this sequence, sequential combinations of different lengths 

varying between 1 – 10mers were added at the end of the 3’ of the probe 

sequence to monitor the synthesis at different steps. These quality control probes 

were also used in the normalization step in the chip to take into account possible 

discrepancies within synthesis and hybridization. There are 211 designed probe 

sequences included in each 1,000 spot set for quality analysis. 

The number of empty spots in each channel varies based on the number 

of perfect matches. Empty spots were used in the background calculations. 
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All of the experiments in this chapter passed the quality assessment 

guidelines mentioned in Chapter 3. 

The first set of experiments was carried out on a layout with 780 perfect 

match probes, 211 synthesis control probes and 9 empty spots in each channel. 

There are 3,900 probes in total on the chip.  The target concentration was varied 

from 15 nM to 0.5 nM, which corresponds to a target to probe ratio range of 

18.39:1 to 0.61:1. 

The second set of experiments has 720 perfect match probes, 211 

synthesis control probes and 69 empty spots in each channel, totaling 3,600 

probes on the chip. The target concentration was varied from 1 nM to 0.36 nM, 

which corresponds to a target to probe ratio range of 1.7:1 to 0.61:1. 

The third set of experiments was designed to look at the hybridization 

process at low probe and target concentrations. There are a total number of 165 

perfect match probes on the chip, and the target to probe ratios of 1:1 and 0.61:1 

were used. 

 

4.3 Results and Discussion 

Figure 4-1 shows the melting temperature trends observed on the surface 

in comparison with the predicted in solution melting temperatures (using Nearest-

Neighbor method, [18]) for each experimental set with different total probe 

amounts on the surface. 

4.3.1 The Effect of Target Concentration on the Melting Temperature on 

the Surface 

There are three main observations one can deduct from the plots: 

Firstly, all of the observed melting temperatures on the surface are much 

lower than in-solution melting temperatures predicted using Nearest-Neighbor 

method, confirming the conclusion that a lower stability is imposed on the DNA 

duplex by the surface [4, 5]. 
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(a) 

 

 

 

(b) 
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(c) 

 

Figure 4-1 The melting temperature trends observed on the surface and 
predicted in solution (using Nearest Neighbor method) with respect to different 
target concentrations at perfect match probe amounts of (a) 0.82 pmoles (b) 0.59 
pmoles and (c) 0.03 pmoles on 1018 Å2 surface. 
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Secondly, the discrepancy between the predicted in-solution and observed 

on-surface melting temperatures seems to increase with increasing target 

concentration. This could be explained by increasing entropic and electrostatic 

blocking penalties with increasing hybridization efficiencies [14] as well as the 

higher probability of binding targets to more than one probe as the target 

concentration increases [13]. 

Finally, in all of the probe concentrations, an increase in the target 

concentration is accompanied with a decrease in the melting temperature on the 

surface. However, in solution, denaturation of the 50% of the duplexes will be 

observed at a later temperature when, initially, there are more strands present. 

Our observations on the surface are in an opposite trend with these in solution 

expectations; but, in agreement with the conclusions presented in the simulations 

and models by Jayaraman et al. [13] and Binder [14]. In their experimental 

observations, Forman et al. [15] arrived at the conclusion that the target 

concentration does not seem to have an effect on DNA melting temperature. This 

could be a result of various reasons: low sensitivity in melting curve generation 

(5°C temperature intervals); the range of target concentrations used could be 

already saturating the surface at experimental conditions, or the melting curves 

could be representing the melting of duplexes with the high population of 

truncated probes as a result of low synthesis efficiency. 

 Complementary to the findings in modeling studies, it can also be 

suggested that the influence of the surface and immobilization of one of the 

strands on DNA hybridization can be a result of the entropic and electrostatic 

blocking penalties encountered by the target hybridizing with its complementary 

strand on the surface. Therefore, here, two different alternative approaches will 

be considered to explain the observed melting temperature trend with respect to 

target concentration. First one involves an investigation through the kinetics of 

the reaction on the surface, and the second one involves the application of the 

entropic and electrostatic blocking models introduced in Chapter 2. 

As previously described in Chapter 1, melting temperature is defined as 

the temperature at which the 50% of the population is single-stranded and 50% is  
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double stranded [19]. In most of the cases, this definition applies to in-solution 

bimolecular duplex formation processes in which both of the strands are initially 

at the same concentration: 

S1 + S2 D

initial S1,0 S1,0
reacting S1,0 S1,0 + S1,0

final S1,0(1 ) S1,0(1 ) S1,0  

 

where S1, S2 are the single stranded non-self-complementary molecules forming 

a duplex, D. S1,0 is the initial concentration of the each of the targets, which is 

also equal to the half of the initial total concentration, Ct/2; and  represents the 

equilibrium  conversion reached at any temperature. The association equilibrium 

constant, Ka, at the initial hybridization temperature (T0
hyb) can be expressed as: 

Ka (Thyb
0 ) =

[D]

[S1]*[S2]
=

S1,0
S1,0

2(1 )2
=
S1,0(1 )

=
2

Ct (1 )
            Equation 4-1 

which is equal to  

Ka (Tm ) =
2*0.5

Ct (1 0.5)
=
4

Ct

 

at the melting temperature, where  = 0.5. 

However, when one of the strands is initially present in excess 

concentration of the other, which resembles the on-surface reaction more with 

target being in excess of the probes on the surface [20, 21], the definition of the 

melting temperature becomes the temperature at which the strand with the lower 

concentration is in 50% single-stranded and 50% double-stranded form. Then, 

the duplex formation process is represented as:   

S1 + S2 D

initial S1,0 S2,0
reacting S2,0 S2,0 + S2,0

final S1,01 S2,0 S2,0(1 ) S2,0  

 

when S1 is in excess concentration initially. In this case, the other strand, S2, 

becomes the limiting reactant in the reaction. The association equilibrium 
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constant of this reaction at the initial hybridization temperature can then be 

formulated as: 

Ka (Thyb
0 ) =

[D]

[S1]*[S2]
=

S2,0
(S1,0 S2,0 ) * S2,0(1 )

=
(S1,0 S2,0 ) * (1 )

  Equation 4-2 

which is equal to  

Ka (Tm ) =
1

(S1,0 0.5* S2,0)
        Equation 4-3 

at the melting temperature, where  = 0.5. 

 On the other hand, on-surface applications require further modification in 

the definition of melting temperature; because the presence of the surface 

influences the duplex formation and thus, the hybridization efficiency. There are 

certain cases in which the maximum hybridization efficiency, which is a direct 

indication of the equilibrium conversion, can be lower than 0.1 [11]. This 

observation indicates that in-solution melting temperature definition may not be 

applicable for on-surface applications. Therefore, a new parameter is introduced 

into the equation: m. It is described as the maximum hybridization efficiency 

achieved at the initial hybridization temperature at equilibrium [22]. Utilizing m, 

the melting temperature definition is adapted to on-surface applications: the 

temperature at which half of the duplexes formed at the initial hybridization 

temperature is denatured from the surface, and thus, the fraction this is achieved 

is 0.5 * m. According to the redefinition, the process can then be represented as: 

T + P TP

initial T0 P0
reacting mP0 mP0 + mP0

final T0 mP0 P0(1 m ) mP0  

 

where the initial probe concentration, P0, is the limiting reactant, as in the most 

cases with target concentration T0 in large excess. The hybridization efficiency at 

the end of the process is  * m, and is equal to 1 when all of the probes are 

available for the duplex formation, as in the case of in-solution reactions. 
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The association equilibrium constant of this reaction can be formulated as: 

Ka (T) =
[TP]

[T]*[P]
=

P0m

(T0 P0m ) *P0(1 m )
               Equation 4-4 

at the initial hybridization temperature. It is also equal to  

Ka (Tm ) =
m *0.5

(T0 P0m *0.5)* (1 m *0.5)
      Equation 4-5 

at the melting temperature, where  = 0.5. 

 Equation 4-4 requires the knowledge of the maximum extent of 

hybridization, m, and the initial target-to-probe concentration ratio, T0/P0, to 

calculate the association equilibrium constant at the duplex fraction desired. 

Obtaining this value at the initial hybridization temperature will allow us to 

compare the stability of a duplex formed on the surface with the one formed in 

solution, through the relationship between the association equilibrium constant 

and the free energy change of duplex formation at the standard temperature: 

G0
= R*T * ln(Ka )         Equation 4-6 

Even though the values of m and the real initial target-to-probe 

concentration ratio on the surface are unknown, we attempted to relate the 

equilibrium constants at initial and melting temperatures through thermodynamic 

relationships, and observe how different values of m and initial target-to-probe 

concentration ratio will affect the melting temperature, with the initial hybridization 

temperature set constant and same as the experiments, 23°C.  

For systems at constant pressure and temperature, change in the Gibbs 

free energy of reaction can be expressed as [23]: 

G0
= H 0 T * S0         Equation 4-7 

where H0 is the standard enthalpy change of reaction and S0 is the standard 

entropy change of reaction at the reference temperature (T0). Recent studies 

have shown that for in-solution duplex formation reactions, the enthalpy and 

entropy changes are temperature dependent [24]. This temperature dependency 

can be incorporated into the equation by including the specific heat capacity 

change, Cp
0: 
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H 0(T) = H 0(T0 ) + Cp
0

T0

T

dT        Equation 4-8 

S0(T) = S0(T0 ) + Cp
0

T0

T dT

T
       Equation 4-9 

 Equations 4-7 through 4-9 can be combined to obtain the temperature-

dependent van’t Hoff equation [23]: 

G0(T)

RT
=

G0(T0 ) H 0(T0 )

RT0
+

H 0(T0 )

RT
+
1

T

Cp
0

R
T0

T

dT
Cp

0

R
T0

T dT

T
     Equation 4-10  

The specific heat capacity change can be assumed independent of 

temperature [25]. After the integrations are carried out, the relationship between 

the association equilibrium constant and the free energy change (Equation 4-6) 

can be incorporated into the van’t Hoff equation at any temperature:  

G0(T0 ) = RT0 * lnK(T) +
H 0(T0 )

R

1

T0

1

T

 

 
 

 

 
 

Cp
0

RT
T T0( )

Cp
0

R
ln

T

T0

 

 
 

 

 
 

 

 
 
 

 

 
 
 
 

                  Equation 4-11 

The standard Gibbs free energy change at the standard temperature (T0) 

is going to be the same at the initial hybridization temperature (T0
hyb) and the 

melting temperature (Tm). Expressions derived from Equation 4-11 at these two 

temperatures can be equilibrated with respect to the standard Gibbs free energy 

change at the standard temperature. This yields an equation which demonstrates 

the relationship between the association equilibrium constants at the initial 

hybridization temperature and the melting temperature: 

ln
K(Tm )

K(Thyb
0 )

 

 
  

 

 
  =

Ho
0

R

1

Thyb
0

1

Tm

 

 
  

 

 
  +

Cp
0

R
ln

Tm
Thyb
0

 

 
  

 

 
              Equation 4-12 

 

Inserting in the association equilibrium constant expressions at the initial 

hybridization and melting temperatures including the maximum extent of 

hybridization, m, and the initial target-to-probe concentration ratio (T0/P0) 

(Equation 4-4 (at  = 1) and Equation 4-5), and rearranging, results in the final 

equation: 
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R * ln
(1 m) * (T0 P0

m)

(1 0.5m) * (T0 P0
0.5m)

*0.5

 

 

 
 
 

 

 

 
 
 

1

R

Ho
0

Thyb
0 Cp

0 ln(Thyb
0 )

 

 
  

 

 
  

 

 

 
 
 

 

 

 
 
 

= Cp
0 ln(Tm )

Ho
0

Tm
 

        Equation 4-13 

The conditions imposed by Equation 4-13 are: 

1) m  1 

2) T0/P0  m 

3) T0/P0 > m 

4) 0 < m < 1 

To be able to use Equation 4-13, one needs to know the standard 

enthalpy change of coil-to-helix transition on the surface, H0, at the reference 

state; and the standard specific heat capacity change on the surface, Cp
0, in 

addition to the maximum extent of hybridization, m, and initial target to probe 

ratio values, T0/P0. Our main goal in this derivation is to observe the melting 

temperature behavior with respect to different m and T0/P0 values. Therefore, the 

following discussion focuses on the standard enthalpy change of coil-to-helix 

transition and specific heat capacity change on the surface. 

In solution, the standard enthalpy change of coil-to-helix transition of our 

duplex at 23°C is - 209.4 kcal/mol, which is calculated using Nearest-Neighbor 

method and the improved parameters of SantaLucia, Jr [16] and the range of 

published values for specific heat capacity change is 7 – 332 cal/mol.bp.K in 

solution [25].  

The enthalpy change of transition represents how well the molecules 

interact in the two conformations. Each hydrogen bond between the base pairs 

(which are almost inaccessible to water) contributes to the enthalpy by 2-3 

kcal/mol; other interactions such as chain rigidity, dipole/induced-dipole stacking 

forces contribute 2 to 4 kcal/mol [26]. The strength of the individual hydrogen-

bonds will depend on their accessibility to water, i.e. the middle hydrogen bond in 

the GC base pair might be stronger because it is inaccessible to water [26].  

When one of the strands is immobilized on the surface, there is a 

considerable configurational entropy penalty imposed on the duplex formation in 



 107 

addition to the double-stranded structure with a stiff backbone allowing a few 

conformations. As a result, the amount of water molecules displaced with the 

duplex formation [3] will be much less on the surface, which, in turn, will lower the 

contribution of the hydrophobic forces stabilizing the structure, and decrease the 

freedom of water caused by stacking. Furthermore, the strength of the hydrogen 

bonds holding the base pairs together will be lowered due to their increased 

accessibility to water. A collection of these factors would play a role in reducing 

the solution enthalpy change of transition value on the surface. According to a 

study by Watterson, the standard enthalpy change of coil-to-helix transition on 

surface is decreased to a half or one-thirds of its value in solution [27]. 

The specific heat capacity change represents the combinatorial effect of 

solvent interactions (both solute-solvent and solvent-solvent), conformational 

entropy, electrostatics and others; solvent effect being more dominant [25].  With 

the relative changes in the solvent accessible surface areas during folding, the 

exposure of the structure to water and subsequent hydration play differently on 

the polar and non-polar surfaces in the two conformations. The presence of the 

surface and the decreased displacement of water during transition can be 

accompanied by a less reduction in the contact of the non-polar surfaces with 

water or more increase in the contact of the polar surfaces with water; both of 

which results in a smaller increase in the specific heat capacity compared to what 

might be happening in solution [25]. However, there is no study that specifically 

looks at the effect of the surface on the specific heat capacity change.  

 Consequently, following values of standard enthalpy change of coil-to-

helix transition and specific heat capacity change are used to simulate the trend 

in melting temperature with respect to extent of hybridization, m, and initial target 

to probe concentration ratio (T0/P0): H0(23°C) = - 104.7 kcal/mol (half of the 

solution value), Cp
0 = 12.5 cal/mol.bp.K (a value closer to the lower end of the 

range). 

 With all the necessary parameters, Equation 4-13, the equation describing 

the relationship between the association equilibrium constants at the initial 

hybridization temperature and the melting temperatures, can be plotted with 
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respect to different initial target-to-probe concentration ratios and maximum 

extend of hybridization values to observe the behavior of melting temperature 

(Figure 4-2). The values of the initial hybridization temperature (23°C), the 

standard enthalpy change of transition and specific heat capacity change are 

fixed at the indicated values.  

A more specific investigation of Figure 4-2 can be made by extracting the 

melting temperature trends at two initial target-to-probe concentration ratios from 

Figure 4-2, and plotting them with respect to different possible maximum extents 

of hybridization. To be able to see the differences in melting temperature trends 

more clearly, two extreme values of initial target-to-probe ratios are selected from 

Figure 4-2 : 0.5 and 5, and these trends are plotted in Figure 4-3. The analysis 

will be carried out based on the assumption that the probe concentration is the 

same in both. 

For a constant probe density and probe concentration, an increase in the 

target concentration is expected to result in a higher maximum extent of 

hybridization at the initial hybridization temperature with all other parameters 

being the same [28]. This is what we observed in our experiments as well. For 

the experimental set 1, in which we varied the target concentration from 0.5 nM 

to 15 nM and kept the probe concentration constant at 0.82 pmoles on 1018 Å2 

chip, the PMT voltage values we used to obtain the maximum dynamic range in 

detection were accordingly increasing with decreasing target concentration 

(Table 4-2). The increase in PMT voltages, while keeping the average mean 

intensity of the perfect match signals at the initial hybridization temperature 

constant, proposes that there are less targets hybridizing with decreasing target 

concentration, and therefore, more PMT voltage is necessary to capture the 

highest intensity for the perfect match probes without saturation, for a higher 

dynamic range. 
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Figure 4-2  3-dimensional representation of the variation in melting temperature 
of a duplex formed on surface as a function of the maximum extent of 
hybridization and initial target-to-probe concentration ratio at fixed initial 
hybridization temperature (23°C), standard enthalpy change of transition 

( H0(23°C) = - 104.7 kcal/mole) and specific heat capacity change ( Cp
0 = 12.5 

cal/mole.bp.K). 
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Figure 4-3 Trends in melting temperature with respect to maximum extents of 
hybridization at two different initial target-to-probe ratios, as extracted from the 
plot in Figure 4-2.  
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Table 4-2  PMT Voltages Used in Experimental Set 1. 

 

 

This means that, in Figure 4-3, the low initial target-to-probe ratio (0.5) 

would have a low maximum hybridization efficiency. In this case, looking at the 

melting temperature trends for both target-to-probe ratios in the same figure, we 

can conclude that the melting temperature of a duplex formed in the presence of 

lower target concentration could be higher than that with higher target 

concentration. This inference from Figure 4-3, and in turn, Figure 4-2, supports 

our experimental finding that decreasing target concentration could lead to 

increasing melting temperature for a duplex formed on the surface. 

Another explanation for the melting temperature trend seen here could be 

deducted by looking at the relative free energy contributions of the electrostatic 

and entropic blocking terms encountered by the hybridizing target at different 

target concentrations. Figure 4-4 shows the electrostatic and entropic blocking 

terms reproduced from the theoretical study previously presented in Chapter 2, 

with the system parameters applied (spacer length = 15 dT, probe length = target 

length = 25 nt, probe density = 5*1012 molecules/cm2). At higher target 

concentrations, with the probe concentration constant, a higher maximum extent 

of hybridization would be expected on the surface, leading to higher free energy 

penalties, and thus, less duplex stability on the surface. This could result in 

observable duplex denaturations occurring at lower temperatures than more 

stable duplexes on the surface as the melting progresses with increasing 

temperatures. Figure 4-5 demonstrates this phenomenon by two experimentally  
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Figure 4-4 Free energy contribution of electrostatic and entropic blocking 
encountered by a hybridizing target, as reproduced from the theoretical model 
presented in Chapter 2; simulated with Experimental Set 1 system parameters 
(spacer length = 15 dT, probe length = target length = 25 nt, probe density = 
5*1012 molecules/cm2, at melting temperature of Initial Target to Probe Ratio = 1). 

 

Figure 4-5 Experimentally observed melting curves of two duplexes formed on 
the surface with target concentrations of 15 nM and 5 nM with a constant probe 
concentration of 0.82 pmoles in 1018 Å2 (from Experimental set 1). 
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observed melting curves of duplexes formed with two different target 

concentrations (15 nM and 0.5 nM) and a constant probe concentration (0.82 

pmoles on 1018 Å2) (from Experimental set 1). Duplexes start to melt at a lower 

temperature when the hybridization is performed with 15 nM of target 

concentration, indicating their lower stability. On the other hand, the duplexes 

formed in the presence of a lower target concentration, 0.5 nM, prove to be more 

stable, and start to show observable denaturation at a higher temperature.  

4.3.2 Assessing the Synthesis Imperfections using Melting Curves  

Experiments in Set 3 were designed to investigate the melting 

temperatures at very low initial target and probe concentrations on the surface. 

The target concentrations were 0.027 nM and 0.0165 nM, and the probe 

concentration was kept constant at 0.0165 pmoles on the chip area of 1018 Å2.  

We made an interesting observation with the melting curves reproduced at 

these concentrations. The experiments with 0.027 nM and 0.0165 nM initial 

target concentration showed melting curves different from what was observed in 

the experimental sets 1 (Figure 4-5) and 2. Figure 4-6 demonstrates a 

representative melting curve of a perfect-match probe-target pair (without any 

high temperature pre-hybridization) on the surface at this target and probe 

concentration. 

It is a distinctive melting curve, because it does not show the typical S-

shaped curve observed in the melting experiments with higher target and probe 

concentrations. A careful look at the low temperature domain in the melting curve 

suggests that there could be multiple melting processes taking place before the 

perfect match pair melts at a higher temperature. A similar observation was 

made in studies on single nucleotide polymorphism genotyping experiments by 

generating high resolution melting curves in solution [29, 30]. A mixture of 

heteroduplex (with single nucleotide polymorphism) and perfect match (wild-type) 

samples is shown to reproduce melting curves with distinctive shapes in low 

temperature domains. With the presence of single base mismatch, the duplex 

with lower stability melts at a lower temperature than the perfect match; yielding 

a melting curve similar to our observations.  
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Figure 4-6 A representative perfect-match duplex melting curve and the effect of 
pre-hybridization at 50°C for 5 h observed in Experimental Set 3 with target 

concentration of 0.0165 nM and probe concentration of 0.0165 pmoles in 1018 Å2. 
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In our case, multiple melting processes in the low temperature domain of 

the melting curve would indicate the presence of sequences which form less 

stable duplexes than the perfect match itself, truncated probe sequences which 

are an inherent result of in situ oligonucleotide synthesis [15, 31]. A possible 

reason of observing them in this target concentration but not in the higher ones 

can be explained by looking at the expected value for the maximum hybridization 

efficiency term. At this low target concentration, the anticipated extent of 

hybridization would be low. However, the presence of the truncated sequences 

can create a competitive environment for the full length probes at the initial 

hybridization temperature [14, 15]. Under these circumstances, with the initial low 

amount of target available to react and an assumed even distribution among the 

probe population on the surface, the maximum extent of hybridization would 

reach lower coverages than initially predicted. Therefore, any melting curve 

reproduced in these conditions would represent melting of truncated, less stable 

sequences in lower temperatures (in the low melting temperature domain) and 

the perfect match, full length probe itself at a higher temperature. 

These sequences with lower stabilities would be inherent results of in-situ 

light-directed combinatorial oligonucleotide synthesis [15, 31], namely 5’-

truncated probes. These sequences are shorter in length and irreversibly blocked 

in the capping step during synthesis. The population of these truncated probes 

can be calculated using the step-wise synthesis yield, which is predicted to be 

99.5% in our system [32]. With this value, our 25mer probes are expected to be 

88% of the population in each spot; the rest having a dispersion of shorter 

lengths with a distribution of smaller Gibbs free energies in absolute value [15].  

To test our hypothesis of polydispersity in synthesized probe lengths and 

their melting; we tried to reduce the observed multi-melting process at the low 

temperature domain by initially carrying out the hybridization at a higher 

temperature, 50°C, for a certain period of time (5 h), and then bringing it down to 

the regular hybridization temperature of 23°C, and continue hybridization till the 

equilibrium was reached. Figure 4-6 shows the effect of high temperature pre-

hybridization for 5 h on the melting curve.  
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At high temperatures, the hybridization reaction would be favorable 

towards the more stable duplex, due to comparably lower association equilibrium 

constants of low stability duplexes [22]. After pre-hybridization at 50°C, as the 

temperature was decreased and hybridization was carried out at 23°C, there 

would be fewer targets in solution available for hybridization with the truncated 

probes, since perfect match sequences are more stable and would retain more of 

the targets. This results in less number of duplexes formed with lower stabilities 

on the surface. As the melting experiment is carried out with increasing 

temperatures, the imperfect duplexes, which are now less in number, will melt in 

the low temperature domain of the melting curve; but the slope of the curve in 

this region would indicate a smoother transition than the case without any high 

temperature pre-hybridization. 
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4.4 Conclusion 

This chapter describes the effect of target concentration on the duplex 

formation and melting on the surface, and more indicatively, melting temperature. 

It is experimentally observed that the melting temperature decreases on the 

surface with respect to in-solution, with more restrictions imposed on the 

structure by the presence of the surface. This discrepancy is found to increase 

with increasing target concentration, which could be due to increasing probability 

of targets binding to more than one probe as well as more electrostatic and 

entropic penalties experienced by the hybridizing targets with increasing 

hybridization efficiencies.  

It is also interestingly seen in the experiments that at constant probe 

concentrations, a decreasing target concentration trend can be accompanied 

with increasing melting temperature. This is an opposite trend to what is 

expected in solution, but in agreement with the models and simulations published 

in the literature. As a result of more possibility of target binding to more than one 

probe with increasing target concentration as well as the additional electrostatic 

and entropic penalties imposed on the structure, melting duplexes can exhibit 

lower melting temperatures. With the introduction of the maximum extent of 

hybridization term, m; modification of the equilibrium constant expressions at the 

initial hybridization and melting temperatures; and temperature dependent van’t 

Hoff equation, we were able to demonstrate graphically that it is possible to 

observe increasing melting temperature trends with decreasing target 

concentrations, at surface-adapted standard enthalpy change and specific heat 

capacity change values for duplex formation. 

 Experiments performed with low target and probe concentrations yielded 

melting curves different than what was seen with high target and probe 

concentrations. A possible multiple melting process is observed in the low 

temperature domain of the curve. This could be attributed to the polydispersity of 

the probe length on the surface due to the truncated sequences, which is an 

inherent characteristic of in situ combinatorial oligonucleotide synthesis on the 

surface. These sequences exhibit stabilities lower than the perfect match probes, 
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resulting in their melting at lower temperatures than the perfect match. This 

hypothesis is confirmed with pre-hybridization experiments at higher temperature. 

This finding can play its role as an important tool to further assess the quality of 

the probes synthesized on the surface. 
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5 CHAPTER V 

THE EFFECT OF SPACER LENGTH AND PROBE DENSITY 

 

5.1 Introduction 

Oligonucleotide microarrays utilize terminally anchored, chemically grafted 

probe sequences on the surface. These probe sequences are designed to 

capture the targets in solution in a competitive hybridization environment on a 

microarray. In an application such as gene expression profiling, the identification 

of differentially expressed genes is influenced by the measured signal intensities 

[1, 2]. These intensities depend on the efficiency of the hybridization reaction on 

the surface, which is influenced by the microarray design parameters and 

experimental conditions. Among these specifications, spacer length and probe 

density are widely studied in their contributions on DNA duplex formation.  

The study by Schepinov et al. suggests that that an optimal spacer length of 

at least 40 atoms in length can be built from a variety of monomeric units that can 

give an increase in the hybridization yield 150-fold [3]. Concurrent studies by Guo 

et al. and Southern et al. observe the signal intensity increase with longer dT 

spacers (0 to 15 nucleotides) between the probes and the surface [4, 5]. These 

results propose that accessibility to the probes improves with increased distance 

from the surface, mitigating the effect of its presence on duplex formation. 

However, in addition to the length of the spacers, longer probes can provide 

higher surface coverage and intensities. It has been demonstrated by Hughes et 

al. [6] and Kane et al. [7] that the length of the probes for optimum sensitivity lies 

between 50 – 60 nt. But, this approach can provide a disadvantage. Further 

studies by Guo et al. [4] and Peterson et al. [8] have found that the 10 – 18 nt at 
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disadvantage. Further studies by Guo et al. [4] and Peterson et al. [8] have found 

that the 10 – 18 nt at the tethered end of the probe sequence can be relatively 

inaccessible to the hybridizing targets due to steric hindrances by the surface [3]. 

Therefore, utilization of a spacer could render the probe accessible for 

hybridization and increase the sensitivity level of detection [9].  

The effect of probe density on DNA hybridization has been also 

investigated in terms of hybridization efficiency. Several researchers have 

concluded in their studies that increasing probe densities results in lower extents 

of hybridization (Peterson et al. [10], Watterson [11], Steel et al. [12]). Using 

Surface Plasmon Resonance, Peterson et al. observed that the efficiency 

dropped from 70% to 5% when the probe density was increased from 2*1012 

molecules/cm2 to 12*1012 molecules/cm2 [10]. This reduction is attributed to the 

increasing electrostatic and steric effects within a denser probe layer.  

In their following study, Peterson et al. monitor the hybridization of perfectly 

matched, and partially matched DNA at different probe densities [8]. A 25mer 

probe is designed to hybridize with different targets, which include a perfect 

match; 18mer target hybridizing with the first 18 nucleotides at the tethered end 

of the probe (18-low), and an 18mer target hybridizing with the last 18 

nucleotides at the free end of the probe (18-high). It is observed that at low 

surface densities (1.5*1012 molecules/cm2), the hybridization efficiencies with 

both 18mer targets are quite similar. However, a different conclusion is reached 

in the presence of a denser probe layer (3*1012 molecules/cm2). Partial 

hybridizations with the 18mer targets are found to be affected by the increasing 

probe density with 18-low giving a lower hybridization efficiency than 18-high 

target. Both of these findings are attributed to the increased steric crowding 

within a denser probe layer. 

These studies look at how spacer length and probe density influence the 

hybridization efficiency on the surface. The duplex signal intensity can be 

improved with longer spacers or lower probe densities on a surface; but, it would 

be difficult to control their effects specifically in a microarray environment. They 

could alter the specific and non-specific hybridization reactions with a particular 
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probe similarly [13], and the signal intensity measured would be representing 

both of these competitive reactions, leading to imprecise conclusions [14, 15]. 

However, knowledge of how the spacer length and probe density influences the 

stability of the DNA duplex and its melting temperature accordingly could 

facilitate the design and optimization of the experimental conditions in 

microarrays for reliable and accurate outcomes of the experiments. 

In this part of the thesis, we investigate the impact of the surface on the 

stability of a DNA duplex formed on the surface by focusing on the effects of 

spacer length and probe density. Their individual influences are monitored 

experimentally by generating DNA melting curves and extracting the duplex 

melting temperatures, and these observations are interpreted in combination with 

the theoretical predictions made using electrostatic and entropic models 

presented in Chapter 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
126 

5.2 Materials and Methods 

The sequences used in these experiments were also used in the study on 

the effect of different target-to-probe ratios on the melting temperature in Chapter 

4: 

Target: 5’- ACCCAACACCGGTCCAGTGCTCGCG- 3’ -Cy5 

Probe: 5’- CGCGAGCACTGGACCGGTGTTGGGT- 3’  

 The GC content of the probe sequence is 67% and its molecular weight is 

7,755.1. 

 The probes were synthesized on the surface in 3’ to 5’ direction using the 

combinatorial in-situ synthesis on the oligonucleotide microfluidic arrays. The 

PAGE purified complementary target was labeled with a Cy5 fluorescence dye 

on 3’ end (Integrated DNA Technologies Inc, Iowa, USA) for detection purposes. 

The detection on the surface was carried out by monitoring the signal intensity 

change on the probe sites as the targets were denatured when the temperature 

is increased, and equilibrium is reached, with the use of a fluorescence laser 

scanner (Axon 4000B, Molecular Devices Inc., California, USA).  

The initial hybridization of the target with the probes was carried out at a 

low temperature of 23°C to derive the exothermic reaction to the maximum extent 

achievable at equilibrium. The 1,000 μl hybridization solution was constantly 

recirculated in the microfluidic chambers till the equilibrium was reached, as 

designated by negligible signal intensity change with respect to time. Next step 

was to determine the equilibration time at 24°C by observing the signal intensity 

change over time. When the new equilibration time was determined, the 

generation of the melting curves was started using a computer controlled 

capturing system, which is composed of a temperature controller, a fluorescence 

laser scanner and a holder, which houses the microfluidic chip, a heater chip and 

a thermocouple. 

All of the experiments in this chapter passed the quality assessment 

guidelines mentioned in Chapter 3. Created melting curves were analyzed 

through a series of steps including temperature calibration, smoothing, curve 

fitting and statistical analysis. 
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The experimental design in this chapter involves the examination of the  

influences of spacer length and probe density. The summary of the experiments 

carried out to address these variables are presented in Table 5-1. 

 

Table 5-1 Summary of the Experiments on Spacer Length and Probe Density. 

 

 

The spacer chains are synthesized after the derivatization of the silicon 

dioxide surface with the 3-aminopropyltriethoxysilane (Gelest Inc, California, USA) 

linker. The synthesis of these spacers is carried out with trichloroacetic acid as 

the deprotection agent, giving the advantage of covering all the surfaces with the 

same sequence. The spacer we used in our experiments is composed of 

deoxythymidine (dT) monomer. The respective length of the spacer is therefore 

determined by the number of these monomers synthesized on the surface. In the 

experimental set looking at this effect, the spacer lengths selected were 2 dT, 15 

dT and 25 dT. The values of these lengths signify how far the probes are away 

from the surface.  

The spacer length effect experiments were carried out on the chips 

derivatized with a linker concentration of 0.04 mM in anhydrous toluene (Sigma-

Aldrich Inc, Missouri, USA). This corresponds to an approximate probe density of 

5*1012 molecules/cm2, based on the previous measurements on surface density 
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[16]. The probe concentration was kept constant at 0.59 pmoles on a chip area of 

1018 Å2. The target concentrations used were varied from 1 nM to 0.36 nM, which 

correspond to target-to-probe ratios of 1.7:1 to 0.61:1. 

The examination of the probe density was carried out by changing the 

linker concentration with which the microfluidic chips were derivatized. In this part 

of the study, we increased the concentration of the linker ten times, and assumed 

ten times concentrated probe spots on the surface, with an approximate probe 

density of 5*1013 molecules/cm2. The probe concentration accordingly increased 

to 5.9 pmoles on a surface area of 1018 Å2. The target concentrations used were 

varied from 1 nM to 0.36 nM, which correspond to target-to-probe ratios of 1.7:1 

to 0.61:1. The spacer length was kept at 15 dT. 

The layouts of the chips, the probe map on the surface, include 720 perfect 

match probes and 211 synthesis quality control sequences out of 1,000 possible 

spots in each microfluidic channel. The rest of the spots is left empty to be later 

used in background calculations. The layout is designed to have synthesis only in 

the 5 mid-channels out of 7 channels on the chip, to decrease the previously 

observed effect of inlet and outlet flows on the synthesis and hybridization.  

5.3 Results and Discussion 

5.3.1 Effect of Spacer Length on Melting Temperature  

The effect of the spacer length on the melting temperature of the duplex 

on the surface and its comparison with the predicted in-solution melting 

temperatures at different initial target-to-probe concentration ratios are presented 

in Figure 5-1. 

 Firstly, the observed melting temperatures on the surface are lower than 

the melting temperatures predicted by Nearest-Neighbor method in solution [17]. 

Due to the electrostatic and entropic penalties imposed on the duplex by the 

presence of the surface, the stability of the duplex, and thus its melting 

temperature, would be lower [13, 18].  
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Figure 5-1 The comparison of the effect of spacer length on the melting 
temperature of the duplex on surface with predicted melting temperatures in 
solution at the same target-to-probe ratios. 
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Secondly, as the initial target-to-probe concentration ratio decreases, the 

melting temperature increases at all spacer lengths; a similar trend observed with 

our target concentration experiments in Chapter 4, but opposite to what is seen 

in in-solution studies [19]. This observation was explained theoretically using two 

strategies: a kinetic and thermodynamic approach that takes into account the 

effects of the surface, and a modeling approach that incorporates the free energy 

penalties as a result of entropic and electrostatic blocking proposed in Chapter 2.  

To examine if a similar situation is observed with different target 

concentrations applied in the presence of different spacer lengths, we used our 

electrostatic and entropic blocking models to simulate the effect of spacer length 

with respect to hybridization efficiency ( see Chapter 2 – Appendix), and 

demonstrate their relative contributions to the free energy of duplex formation on 

the surface (Figure 5-2). Figure 5-2 (a) shows the influence of the spacer lengths 

used in the experiments (2 dT, 15dT, 25 dT) on the hybridization process in 

terms of the electrostatic free energy penalties they impose on the system, at 

different hybridization efficiencies, at a fixed probe density of 5*1012 

molecules/cm2 with probe length equal to the target length, 25; at melting 

temperatures corresponding to initial target to probe ratios of 1 at each spacer 

length (as an example) and salt (NaCl) concentration of 1 M. Figure 5-2 (b) 

demonstrates the effect of spacer length on the free energy of duplex formation 

through the entropic blocking term with the same system parameters. 

 To be able to interpret the effect of target concentration on the 

electrostatic and entropic blocking terms in Figure 5-2, one requires to see the 

trends in hybridization efficiencies with respect to different target concentrations. 

Table 5-2 includes the PMT voltages used in 635 nm wavelength to excite the 

labeled target molecules hybridized on the surface at different target 

concentrations and spacer lengths. It can be concluded that to keep the dynamic 

range as wide as possible for detection over the experimental temperature range, 

PMT voltage values were increased with decreasing target concentration. This 

may indirectly indicate that there are less target-probe duplexes on the surface 

with less initial target concentration, designating a lower hybridization efficiency. 
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(a) 

 

(b)  

 

Figure 5-2 Contributions of (a) Electrostatic blocking and (b) Entropic blocking on 
the free energy of duplex formation on the surface, with  spacer lengths (2 dT, 15 
dT, 25 dT) used in the experiments with respect to different hybridization 
efficiencies, a fixed probe density of 5*1012 molecules/cm2, a salt concentration 
of 1M NaCl, at melting temperatures obtained at target to probe ratio = 1. 
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Table 5-2 PMT voltages used in 635 nm wavelength to detect the probe-target 
duplex formed on the surface at equilibrium, at the end of initial hybridization, 
with different spacer lengths and target concentrations (at a probe density of 
5*1012 molecules/cm2). 

 

 

It can be inferred from Figure 5-2 that with increasing target concentration 

and thus, hybridization efficiency, both the electrostatic and entropic penalty 

terms are expected to contribute to the free energy of duplex formation more 

positively. As a result, the duplex formed on the surface would be less stable with 

increasing target concentration, and therefore, the melting temperature would be 

lower.  

The final observation from Figure 5-1 is that the melting temperatures 

show an increasing trend with increasing spacer length. It has been 

demonstrated in the studies by Schepinov et al. [3] and Guo et al. [4] that with 

increasing spacer lengths, the duplex yield increases on the surface, with all 

other parameters kept constant. Placing the probes away from the surface would 

reduce the influence of the surface on duplex formation [9, 18]. 

Table 5-2 illustrates that effect of the spacer length on the extent of 

hybridization at all target concentrations. As the spacer length increases, the 

PMT voltages used in 635 nm wavelength to excite the labeled target molecules 
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hybridized on the surface decrease to be able to keep the dynamic range as wide 

as possible for detection over the experimental temperature range. This indirectly 

indicates that the hybridization efficiency increases with increasing spacer 

lengths, in agreement with the published studies [3, 4, 9]. 

Figure 5-2 can also be used to interpret the stability trend seen with 

different spacer lengths. It is observed in Figure 5-2(a) that the electrostatic 

penalty increases with increasing spacer length and hybridization efficiency. 

Since the surface charge increases with the presence of longer spacers and 

more duplexes on the surface, both of these trends are expected. On the other 

hand, these are opposite to the stability or melting temperature trends seen with 

the experiments: the melting temperature increases with increasing spacer length. 

Therefore, to be able to reach a conclusion on the effect of the spacer length on 

the free energy of the duplex formation on the surface, we also need to look at 

the contribution of the entropic blocking term. 

Figure 5-2(b) demonstrates that increasing spacer length, which is 

accompanied with increasing hybridization efficiency, leads to a decreasing 

entropic blocking penalty on the free energy of duplex formation. Getting far 

away from the surface would give the immobilized strands more freedom to move, 

and reduce the conformational restrictions imposed on the structure by the 

surface [18, 20]. This will facilitate the duplex formation reaction between free 

targets in solution and immobilized probes on the surface, and would lead to 

duplexes with higher stabilites. As a result, the trends seen with the entropic 

blocking term reflect the results we observed experimentally. 

The conclusions reached by the analyses of the electrostatic and entropic 

blocking terms can be combined to propose that at the spacer lengths and 

experimental conditions tested, the entropic blocking seems to show more 

dominant effect than the electrostatic blocking term. The stability of the duplex 

formed on the surface increases with increasing spacer length. 
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5.3.2 Effect of Probe Density on Melting Temperature 

The effect of the probe density on the melting temperature of the duplex 

on the surface in comparison with the melting temperature prediction in solution 

using Nearest Neighbor method [17] at different initial target-to-probe 

concentration ratios is presented in Figure 5-3.  

Firstly, the observed melting temperatures on the surface are lower than 

the melting temperatures predicted in solution. A similar discussion following the 

experiments with different spacer lengths would conclude that the electrostatic 

and entropic blocking effects introduced by the presence of the surface leads to a 

reduction in the stability of the duplex formed on the surface. A lower stability 

would be accompanied with a lower melting temperature compared with in-

solution. 

Secondly, as the initial target-to-probe concentration ratio decreases, the 

melting temperature of the duplexes increases at all probe densities. This 

observation shows the same trend seen in the previous experiments with target 

concentration. Therefore, a similar approach can be taken to interpret this finding: 

examination of the contributions of electrostatic and entropic blocking on the free 

energy of duplex formation on the surface with respect to the probe density 

changes. Figure 5-4 demonstrates the behavior of electrostatic and entropic 

blocking terms modeled through the theory presented in Chapter 2. These plots 

carry the effects of the applied system parameters, with probe densities of 5*1012 

molecules/cm2 and 5*1013 molecules/cm2, and a constant 15 dT spacer length, a 

probe length equal to the target length of 25 nt, an ionic concentration of 1 M 

NaCl, and at melting temperatures corresponding to initial target to probe ratio of 

1 at all spacer lengths, as an example. 
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Figure 5-3 The comparison of the effect of probe density on the melting 
temperature of the duplex on surface with predicted melting temperatures in 
solution at the same target-to-probe ratios. 
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(a) 

 

(b) 

 

Figure 5-4  The contribution of (a) electrostatic blocking and (b) entropic blocking 
on the free energy of duplex formation at different, used probe densities (5*1012 
molecules/cm2, 5*1013 molecules/cm2) with respect to different hybridization 
efficiencies, a fixed spacer length of 15 dT, a salt concentration of 1M NaCl, at 
melting temperatures obtained at target to probe ratio = 1. 
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To be able to see the effect of different target concentrations requires the 

knowledge of how it is incorporated in the analysis. Table 5-3 is tabulated to 

show how the hybridization efficiencies change with respect to different target 

concentrations. This table includes the PMT voltages used in 635 nm wavelength 

to excite the labeled target molecules hybridized on the surface at different target 

concentrations and probe densities, and the average net median probe 

intensities observed in 635 nm channel. 

 

Table 5-3 PMT voltages used in 635 nm wavelength to detect the probe-target 
duplex formed on the surface at equilibrium, at the end of initial hybridization, 
with different probe densities and target concentrations. 

 

 

It can be concluded from Table 5-3 that PMT voltages used in the 

experiments with lower target concentrations were needed to be increased to 

provide a wider dynamic range to capture the signal intensity change of the 

duplexes on the surface during the melting experiment. This indirectly indicates 

that at all probe densities, a decrease in the target concentration leads to a 

decrease in the hybridization efficiency. This corresponds to lower electrostatic 

and entropic penalties imposed on the free energy of duplex formation on the 

surface in Figure 5-4, leading to DNA duplexes with higher stability and melting 

temperatures on the surface.  

Lastly, it can be observed from Figure 5-3 that an increase in the probe 

density leads to a decrease in the melting temperature of the duplex on the 
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surface. In this case, the relative effects of the blocking terms in Figure 5-4 are 

investigated with respect to probe density. Electrostatically, in Figure 5-4(a), it is 

observed that an increase in the surface density increases the penalty that is 

going to be experienced by a target coming into the probe layer. This is mostly 

due to the denser layer of polyelectrolytes, with increased charge density and the 

negatively increased surface potential. In addition, as it is seen in Figure 5-4(b), 

the entropic penalty experienced by the target hybridizing would be higher due to 

denser layer of probes grafted on the surface and the steric effects it experiences 

while going into this layer. Therefore, both electrostatic and entropic contributions 

of the increasing probe density will be in the direction to reduce the duplex 

stability on the surface and the observed melting temperature. In addition, as it 

can be seen in Table 5-3, the maximum extent of reaction at the initial 

hybridization temperature also decreases with increasing probe density, which is 

in agreement with various studies published in literature [10, 21, 22]. The PMT 

voltages used in the experiments were increased with decreasing probe density 

to provide a wider dynamic range for the melting temperature experiments.  

This trend is observed for the probe densities higher than 5*1012 

molecules/cm2 mostly due to the entropic crowding effect. However, it is shown in 

some of the studies that increasing probe density can also result in increasing 

signal intensities [11]. This contradiction can be investigated further by observing 

the hybridization signal intensity change on the surface obtained with respect to 

different probe densities in Figure 5-5 (unpublished data).  

This figure demonstrates that there is an optimum probe density in which 

the observed crowding effect is minimum and therefore the sensitivity, or the 

detection level of the system becomes maximum. This probe density 

corresponds to 2.5 * 1012 molecules/cm2. When the probe density is increased 

beyond this value, the entropic crowding effect dominates the reaction, and the 

expected hybridization efficiency drops. On the other hand, as the probe density 

is lowered, the number of probes that can hybridized with the targets without the 

interference from the crowding effect also decreases. This results in a decrease 
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Figure 5-5 Hybridization signal intensity change on the surface with respect to 
different probe densities. Hybridization conditions were 1 M NaCl, at 23°C and 

100 nM target concentration. 
 

 

 

 

 

 

 

 



 
140 

in the hybridization signal intensity as it can be observed at the probe density of 

1.25*1012 molecules/cm2. 

Formation of a less stable duplex in denser probe layers has also been 

predicted in previous Monte Carlo simulation studies [23]. It is pointed out that at 

high probe densities, or in high brush regime, the targets can bind to more than 

one probe in the same neighborhood. This would lead to a less stable duplex 

structure compared to a fully hybridized one, because there would be unbound 

bases along the sequence, which could be energetically less stable for the 

structure [24, 25], and additional configurational restrictions would be imposed on 

it due to stretching [26]. 

 

5.3.3 The Comparison of the Effects of Spacer Length and Probe Density 

on Melting Temperature 

The comparison of the effects of spacer length and probe density on the 

melting temperature of the duplex on the surface and in solution at different initial 

target-to-probe concentration ratios is presented in Figure 5-6. It can be 

observed that the effect of probe density is more pronounced in the 

destabilization of the duplex structure than the spacer length. This could be 

expected since the entropic and electrostatic blockings seem to create more 

penalty with increasing probe density than the decreasing spacer length, when 

the experimental conditions are imposed on the system (Figures 5-2 and 5-4). 

Electrostatically, a probe density change from 5*1012 molecules/cm2 to 5*1013 

molecules/cm2 would lead to a surface charge and surface potential increase. 

Since the surface potentials are directly proportional to the free energy penalty 

experienced by a hybridizing target, this change would increase the electrostatic 

blocking penalty, i.e. from + 1 kcal/mol to + 5 kcal/mol at no hybridization 

efficiency (Figure 5-4(a)). However, a similar change in the spacer length from 2 

dT to 25 dT would result in a smaller penalty variation, i.e. from + 1.4 kcal/mol to 

+ 1.5 kcal/mol at no hybridization efficiency (Figure 5-2(a)). Comparatively, we 

can deduce that the electrostatic blocking imposed by creating a denser probe 

layer is more effective in reducing the stability of the duplex formed than lifting 
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the duplex higher on the surface. Furthermore, entropically, it can be observed 

from Figure 5-4(b) that a probe density change imposing a denser grafting layer 

on the surface would lead to an increase in the penalty from + 0.5 kcal/mol to + 

2.25 kcal/mol at no hybridization and same spacer length of 15 dT. However, 

varying the spacer length from 25 dT to 2 dT at a probe density of 5*1012 

molecules/cm2 would only increase the penalty from + 0.45 kcal/mol to + 0.55 

kcal/mol at no hybridization (Figure 5-2(b)). These arguments would lead us to 

the conclusion that at the conditions tested, bringing the neighborhood probes 

closer and creating a crowded environment seems to be more effective in 

reducing the stability of the duplex formed on the surface than getting far away 

from the impermeable surface. 
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Figure 5-6  The comparison of the effect of spacer length and probe density on 
the melting temperature of the duplex on surface with predicted melting 
temperatures in solution at the same target-to-probe ratios. 
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5.4 Conclusions 

This chapter describes the effects of spacer length and probe density on 

the free energy of duplex formation on the surface, and more specifically, the 

melting temperature of the duplex, using a combined experimental and 

theoretical approach. It is experimentally observed that the melting temperature 

on the surface is lower than in solution. The surface seems to impact the 

hybridization through its charge as well as the immobilization of one of the 

strands of the duplex and its impermeability.  

Each change imposed on spacer length and probe density was carried out 

at different target concentrations. In this manner, we were able to confirm our 

previous finding that an increasing target concentration leads to a decrease in 

the melting temperature, which was also demonstrated theoretically through the 

electrostatic and entropic blocking models presented in Chapter 2.   

Spacer length experiments focused on varying the distance between the 

duplex and the surface by changing the number of synthesized dT monomers as 

spacers. We were able to experimentally demonstrate that, in addition to 

increasing the extent of hybridization, a longer spacer leads to the formation of a 

more stable structure with a higher melting temperature. It is also possible to 

theoretically support this result with the application of the models on contributions 

of the electrostatic and entropic blocking penalties on the duplex formation. 

Although an increasing spacer length is found to increase the electrostatic 

penalty, the reduction of the entropic penalty by moving the duplex away from the 

surface seems to dominate the hybridization with these system parameters. On 

the other hand, the experiments with different probe densities showed that a 

denser surface leads to a lower hybridization efficiency, a decrease in the extent 

of hybridization on the surface, and also to a structure with a lower stability and a 

lower melting temperature. The experimental results were supported by the 

trends seen in the models simulating the electrostatic and entropic blocking 

penalties; both of which increase with the presence of more grafted probes on 

the surface. An overall theoretical and experimental comparison of these different 

design parameters (spacer length and probe density) yields that an increase in 
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the probe density could have more impact on decreasing the free energy of the 

duplex formation on the surface than decreasing spacer length. These findings 

can be used as a guide in the design of experiments and optimization of the 

hybridization conditions to create a microarray environment that could lead to 

more accurate outcomes, when spacer length and probe density are considered 

as design parameters. 
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4 CHAPTER VI 

CONCLUSIONS AND RECOMMENDATIONS 

 

6.1 Conclusions 

In this dissertation, the main objective is to study the impact of surfaces on 

DNA hybridization between an immobilized probe and a free target, through the 

investigation of changes imposed on its melting temperature by different system 

parameters, namely, target concentration, spacer length and probe density. 

Attachment of one of the strands on the surface introduces a new dimension in 

which the interactions taking place in a homogeneous solution are further 

constrained by the surface effects. Here, we looked at these restrictions both 

theoretically and experimentally. 

Chapter 2 theoretically investigates the presence of the surface in terms of 

the electrostatic and entropic blockage it imposes on the hybridization reaction. 

Electrostatic blocking stems from the charge of the surface and the probe layer. 

In this chapter, it is modeled through Electrical Double Layer theory and Surface 

Partition Model, which take into account the change in the surface potential as 

the reaction continues, and thus, the free energy penalty on the surface. We 

were able to verify the application of Electrical Double Layer theory 

experimentally, and by using the predicted surface potentials, we simulated the 

effect of spacer length and probe density. A longer spacer and a denser probe 

layer were found to increase the electrostatic free energy penalty experienced by 

the hybridizing target. Entropic blocking is a result of the volume exclusion by the 

impermeable surface, the configurational restrictions due to the attachment of the 

probes, and the crowding by these probes. This term is modeled through the 
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polymer physics theory, including the monomer-monomer interactions, entropy of 

mixing, the stretching of the probes and the influence of the impenetrable wall. 

These terms are collectively represented to calculate the free energy penalty of 

entropic blocking. We simulated the effect of spacer length and probe density, 

and found that as the hybridization moves farther away from the surface, the 

entropic penalty decreases. However, a highly grafted surface increases the 

penalty encountered by a hybridizing target.  

Chapter 3 reveals the experimental approach we developed to examine the 

influences of different system parameters (target concentration, spacer length 

and probe density) on DNA duplex formation through generation of melting 

curves. This system comprises of a microfluidic chip on which the probes are 

synthesized using light-directed synthesis, a real-time fluorescence detection 

system using a scanner, and integration with a computer for control and 

automation. Duplex formation takes place between the probes on the surface 

and labeled targets, which are constantly recirculated through the microfluidic 

channels. The synthesis quality is determined with on-chip controls, and the 

analysis of the reproduced melting curves and melting temperature extraction are 

carried out through various steps of background correction, normalization, 

temperature calibration, smoothing, curve fitting and statistical analysis 

implemented in Matlab (Mathworks Inc, Massachusetts, USA).  

 Chapter 4 demonstrates the effect of different target concentrations on the 

hybridization reaction at different probe concentrations. In all experimental 

conditions, the melting temperature of the DNA duplex was found to be lower on 

the surface as compared to in-solution values due to the penalties encountered 

by the hybridizing target. This discrepancy is found to increase with increasing 

target concentrations, indicating the increased probability of target binding to 

more than one probe as well as the steric effects due to the presence of more 

duplexes formed on the surface at these target concentrations. Through the 

introduction of different target concentrations at different probe concentrations on 

the surface, we observed experimentally that a decreasing target concentration 

leads to increasing melting temperatures at all probe concentrations, a finding 
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contrary to in solution predictions. Two approaches were devised to investigate 

this result. First one includes the derivation of association equilibrium constant 

involving the maximum extent of hybridization term at two temperatures, initial 

hybridization and melting temperatures. These expressions were then utilized in 

the temperature dependent van’t Hoff equation, and the variation of the melting 

temperature with respect to maximum extent of hybridization and initial target-to-

probe ratios were plotted. It was observed in this graph that with increasing target 

concentrations corresponding to higher extent of hybridizations, it is possible to 

observe decreasing melting temperatures. Our second approach includes the 

utilization of the theoretical models developed in Chapter 2. Simulation of 

electrostatic and entropic blocking terms with the system parameters used 

showed separately that with increasing target concentrations and surface 

coverages, the penalties imposed by the presence of the surface also increase. 

These would make the duplex formed on the surface less stable, and therefore 

lead to lower melting temperatures. This decrease in the melting temperature 

with increasing target concentration is also in accordance with the Monte Carlo 

simulations by Jayaraman et al. [1]. Furthermore, in the experiments with very 

low target and probe concentrations, we observed melting curves indicative of 

multiple melting processes at low temperature domains, before the perfect match 

duplexes melt at a higher temperature. This was interpreted as the melting of low 

stability duplexes formed between truncated probes, an inherent characteristic of 

in situ synthesis, and the targets. This hypothesis was confirmed with high 

temperature pre-hybridization study, and it was proposed that the quality of the 

synthesis can be monitored through the generation of melting curves at very low 

target and probe concentrations. 

  Chapter 5 experimentally investigates the effects of spacer length and 

probe density on DNA melting temperature on the surface. Previously observed 

low surface melting temperatures, and the influence of target concentration on 

the melting temperature were verified under different system variables. With 

increasing spacer lengths, it was found that the melting temperature of the 

duplex formed on the surface increases. Longer spacer molecules mitigate the 



 
151 

effect of the surface, reducing the entropic penalty encountered by the 

hybridizing target. On the other hand, increasing lengths of strands bring in more 

surface charges, therefore, increasing the electrostatic blocking. Based on these 

two model simulations and the experimental results, it was concluded that the 

entropic blocking seems to have a more dominant influence on the stability of 

DNA under these experimental conditions. However, an increasing probe density 

was found to decrease the stability of the duplex. Due to the increase in the 

surface charge and potential, and the crowding of the probes, the contributions of 

both electrostatic and entropic blocking terms increase; leading to much lower 

stability and melting temperatures. This finding is in accordance with the Monte 

Carlo simulation studies published in the literature [1]. Examining the relative 

effects of these terms reveals the comparative influences of spacer length and 

probe density, and leads us to the conclusion that under the experimental 

conditions tested, the probe density change seems to be more effective in terms 

of reducing the duplex stability and melting temperature. 

The results of this study form a basis for further investigations of the 

influences of various system characteristics on duplex stability, and on the   

dependency of melting temperature on different variables. The knowledge of 

melting temperature can be used as a guide to design systems and experiments 

with accurate and reproducible outcomes. Presence of false positives due to 

non-specific or cross-hybridizations [2-4] can be avoided by carefully selecting 

the hybridization temperature;  a higher hybridization temperature may result in 

more accurate results; however, this selection needs to be tuned carefully to 

avoid loss of the intended signal from the perfect matches. In addition, false 

negative results (i.e. genes with low expression levels [5, 6]) can also be 

improved by selecting hybridization temperatures depending on the value of the 

melting temperature of the perfect match duplex on the surface. Another 

application would be mutation scanning, or single nucleotide polymorphism 

detection in a parallel fashion by creating and monitoring melting curves on the 

surface, and comparing them against several reference curves for determination. 
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This technique has been successfully applied in solution [7-9] using an approach 

pioneered by Idaho Technologies Inc (Utah, USA). 

6.2 Recommendations for Future Work 

In this dissertation, the impact of the surface on DNA melting temperature 

was theoretically and experimentally investigated through three different system 

parameters: target concentration, spacer length and probe density. However, 

with the DNA duplex formation taking place on a solid interface, there are various 

variables that need to be thoroughly studied for the optimum design of the 

reaction and the system. The dependence of the DNA melting temperature on 

probe and target length; their sequences, and solution conditions (pH, salt 

concentrations) could be influenced differently when one of the strands is 

attached to the surface. Furthermore, this attachment brings an asymmetry to the 

structure of the probe layer. This suggests that the location of a particular base 

and mismatch along a probe strand as well as its sequential context might 

influence their impact on hybridization. Therefore, the design of the system 

needs to take these into account for the desired level of specificity and sensitivity 

to be achieved for the objective of the experiment.  

For a study that investigates the effect of a mismatch, the stability of the 

perfect match and mismatch duplexes observed need to be discriminating 

enough for a plausible distinction. Initially, this requires the determination of the 

appropriate system parameters such as probe density and spacer length. The 

selection of the probe density is especially important since an increasing level of 

detection with higher probe densities does not always result in an observable 

difference in the perfect match and mismatch signal intensities [10]. This can be 

determined through experimentation with various system parameters for 

observable melting temperature differences between the two duplexes. Secondly, 

the probe sequences play an important role in this distinction. The knowledge of 

how system parameters affect the melting temperature would yield a melting 

temperature range to operate in. Within this range, the probes can be designed 

to specifically demonstrate the effect of a mismatch under the hybridization 
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conditions (salt concentration, pH) and hybridization temperature (depending on 

the melting temperature range). This process requires a thorough and vigorous 

experimentation and melting curve generation for all possible contextual and 

positional mismatches along the probe sequence. Then, the corresponding 

melting temperature differences between perfect match and mismatch sequence 

can be monitored within the study, and it could be possible to comment on the 

location and type of mismatch on the target sequence based on the designed 

probe sequence and the observed temperature difference. This study would also 

allow one to extract dinucleotide thermodynamic base-stacking terms ( G°, H°, 

S°) for a position-dependent nearest neighbor approach, and can be further 

utilized in the prediction of the stability of the duplex on the surface as well as its 

melting temperature.  

The electrostatic and entropic contributions of the surface can also be 

monitored individually for their corresponding effects. An experimental approach 

would be to create an array with the same characteristics, and use peptide 

nucleic acids (PNA) as the main structure of the spacers, probes and targets. 

PNA molecules carry no charge [11], and therefore, the electrostatic effect during 

the hybridization reaction would be quite negligible. As a result, the observed 

melting temperature on the surface, the stability of the duplexes, will directly 

indicate the effect of entropic blocking on the duplex formation on the surface, 

and help us relate the theoretical predictions with the experimental observations 

more directly. 

The real-time capturing capability of our experimental set-up can be further 

enhanced by monitoring the concentration of the target strands in the bulk 

solution. This would enable us to calculate hybridization efficiency at different 

experimental conditions, and extract the kinetic parameters of duplex formation 

on the surface (i.e. equilibrium association constant). With this approach, we can 

observe the relative effects of different experimental conditions on the kinetics of 

duplex formation reaction on the surface as well. This proposed modification 

could be made by introducing a laser coupled-fiber directed into solution above 

the hybridization surface to measure the fluorescence of the target in the bulk.  
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