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CHAPTER I

Introduction

1.1 Statistical Challenges in Integrative Analysis

This thesis addresses the application of Bayesian hierarchical models to integrative data analysis in computational biology, where consistent biological signals need to be identified from multiple subjects and distinguished from experimental noise featuring multiple levels of molecular biology. Differentiating biological signals from experimental noise is challenging in the presence of heterogeneity across subjects and varying experimental protocols. The data analysis methods developed here illustrate that hierarchical models with Bayesian inference are useful in the presence of limited sample size and mounting computational complexity commonly observed in the integrative analysis of large-scale experimental datasets.

Every chapter in the thesis addresses distinct challenges unique to the analysis of high-throughput genomic and proteomic experiments. These experiments allow us to monitor thousands of molecules simultaneously, and thus facilitate the study of structural and functional characterization of the cell. With the spread of these technologies applicable in a common lab setting, an increasing number of large-scale datasets have been generated from genomic assays [1, 2], mass spectrometry-based shotgun proteomics experiments [3, 4, 5, 6], and a number of other “omics”
experiments [7, 8] that fortify a systems view of the biological investigation.

While the new technologies may offer unprecedented opportunities, analyzing numerical data and interpreting the results in an appropriate biological context is difficult because data are observed without knowledge of the relationship between individual genes and proteins. It should be remembered that measurement of abundance in individual molecules reflects not only their own activities, but also the influence of other related molecules.

In practice, many data analysis methods were developed under the assumption that individual molecules are statistically independent and the multivariate models were not explored explicitly. However, the functional mechanism in a given biological problem can be properly described only when individual pieces of information specific to genes and proteins are assembled into a reasonable context, and it is therefore desirable to develop inferential methods that reflect the connection between molecules.

This task is extraordinarily challenging due to the limitation of existing experimental protocols and perhaps the absence of appropriate computational tools. Previous studies addressing the multivariate modeling have noted this difficulty as well, including co-expression networks [9], regulatory modules [10, 11, 12, 13], or protein-protein interactions [14, 15, 16, 17, 18]. It is in this context that hierarchical models with Bayesian inference appear to be an attractive alternative [19].

1.2 Bayesian Hierarchical Models in Computational Biology

Hierarchical modeling is a useful approach for constructing statistical models of high complexity [20]. From a theoretical perspective, the classical use of exchangeability [21, 22] and partial exchangeability [23] along with de Finetti’s theorem [24] and its generalization by Hewitt and Savage [25] altogether provide a solid theoret-
ical basis for hierarchical modeling. From a practical standpoint, the availability of the standard posterior sampling-based inference via Markov chain Monte Carlo (MCMC) has boosted the popularity of hierarchical models in a variety of settings such as spatial statistics [26] and longitudinal analysis [27].

For the problems in computational biology, these theoretical assumptions imply that genes and proteins are exchangeable, i.e. the joint distribution of their measurements is invariant under random ordering of genes and proteins. Such an assumption that genes are interchangeable can be regarded arguably strong with respect to biological interpretation. Despite this problem, hierarchical models can still be a good inferential framework for addressing the statistical challenges mentioned above. Borrowing statistical strength across all the molecules profiled in a dataset is a particularly important feature of Bayesian hierarchical models.

Most high-throughput experiments are rarely replicated in sample sizes sufficient to infer individual parameters. Given $d$ dimensional data $Y_j = \{y_{ij}\}_{i=1}^d$ for $j = 1, \ldots, n$ and parameters $\Theta = \{\theta_i\}_{i=1}^d$, a general form of a hierarchical model is

\begin{align}
(1.1) & \quad y_{ij} \sim \pi(\cdot|\theta_i) \\
(1.2) & \quad \theta_i \sim \pi(\cdot|\gamma) \quad i = 1, \ldots, d, \quad j = 1, \ldots, n
\end{align}

In this setting, posterior inference for the parameter of a molecule $i$ is based on the marginal predictive posterior distribution

\begin{align}
(1.3) & \quad \pi(\theta_i|Y) \propto \int \int \prod_{k=1}^d \left\{ \left( \prod_{j=1}^n \pi(y_{kj}|\theta_k) \right) \pi(\theta_k|\gamma) \right\} \pi(\gamma)d\Theta_{-i}d\gamma \\
(1.4) & \quad \propto \int \left( \prod_{j=1}^n \pi(y_{ij}|\theta_i) \right) \pi(\theta_i|\gamma)g(Y_{-i}, \gamma)\pi(\gamma)d\gamma
\end{align}

where $Y_{-i}$ and $\Theta_{-i}$ are the entire data and parameter set excluding the $i$-th compo-
\[ g(Y_{-i}, \gamma) = \int \prod_{k \neq i} \left\{ \prod_{j=1}^{n} \pi(y_{kj} | \theta_k) \right\} \pi(\theta_k | \gamma) d\Theta_{-i} \]

From the expression in (1.4), it must be noted that integrating the integrand including \( g(Y_{-i}, \gamma) \) with respect to \( \gamma \) is the key characteristic of hierarchical Bayes where information across different molecules are pooled together. It follows that the statistical inference on each parameter \( \theta_i \) will be notably more robust than marginal inference based on \( \pi(\theta_i | y_{i1}, \ldots, y_{in}) \) with small \( n \), as long as exchangeability assumption holds between \( \theta_i \) and \( \theta_j \) for \( i \neq j \).

In practice, this modeling framework has been used in a broad spectrum of high-throughput genomic data analysis, including the methods for differential expression analysis [28, 29, 30, 31, 32, 33], gene expression clustering [34, 35, 36, 37], multiple testing correction [38, 39, 40], and Bayesian network analysis [41, 42].

1.3 Relevant Statistical Topics

Each chapter in this thesis utilizes hierarchical models where structure is imposed on the prior distribution (with the exception of Chapter 3) and heavily relies on parameter estimation algorithms via posterior sampling-based MCMC. The development of MCMC constitutes a large majority of the literature of Bayesian computation [43, 44, 45, 46, 47, 48, 49, 50], and interested readers are referred to [51, 52, 53] for further comprehensive review.

In addition to the reliance on MCMC, this thesis makes use of a few existing classes of models. First, mixture modeling forms the basis for the methods developed in Chapters 2, 3, and 5. Mixture model-based posterior probabilities give a natural classification criterion. Bayesian mixture models make use of latent variables, often associated with physical or biological interpretation, and these have been widely used
for distinguishing differential expression from experimental noise in gene expression data analysis [29, 32, 54]. In addition, Chapter 2 features a copy number segmentation algorithm, which is a change-point problem requiring a dimension-switching posterior sampling algorithm called reversible jump MCMC. Copy number data typically shows a considerable degree of local correlation and traditional Bayesian solutions to change-point problems are well suited to this data [52, 55, 56]. Lastly, Chapter 4 employs model selection method using Bayes factors, the computation of which has occupied a long range of statistical literature [57, 58, 59, 60].

1.4 Outline

This thesis consists of four chapters, each addressing independent statistical problems in different molecular biology investigations.

Chapter 2 describes a model-based method for analyzing joint profiles of DNA copy number and mRNA transcript expression datasets from array comparative genomic hybridization (aCGH) and cDNA/oligonucleotide microarrays. In order to address the local correlation in the copy number data, a Bayesian change point estimation procedure is combined with sampling methods for a two-stage mixture model.

Chapter 3 presents a hierarchical hidden Markov model as a tool that can effectively summarize multiple parallel sequential data. Particularly, the model is used to construct a genome-wide map of transcription factor binding sites using chromatin immunoprecipitation data from multiple experimental platforms. It is shown that the hierarchical Bayesian inference for multiple HMMs gives improved performance in terms of classification accuracy compared to competing methods.

Chapters 4 and 5 discuss novel statistical methods for mass spectrometry-based
quantitative proteomics data analysis. A model-based method called \textit{QSpec} is developed to detect differentially expressed proteins using label-free absolute quantification while addressing the limited sample size issue in the typical experimental data with hierarchical Bayes. Moreover, a novel method called \textit{Significance Analysis of Interactome}, or SAInt, is proposed as a model-based filter for protein-protein interactions observed in large-scale affinity purification - mass spectrometry (AP-MS) experiments.
CHAPTER II

A Double-Layered Mixture Model for the Joint Analysis of DNA Copy Number and mRNA Expression Data

2.1 DNA Copy Number and Gene Expression in Cancer Genomics

Gene expression has been considered as a proxy for investigating the source of phenotypic variation in human populations [61]. Lately, genomic alterations [62] including copy number variants (CNV), inversions, and tandem repeats, have been found to be associated with mRNA expression phenotype in a number of studies [61, 63], although questions remain as to the consistency and the strength of the association in comparison to other small genetic variants such as single nucleotide polymorphism (SNP) and large chromosomal events such as aneuploidy, rearrangements, and fragile sites [64].

Most of the large-scale surveys of the paired profiles of DNA copy number and mRNA expression phenotype have been conducted in healthy individuals from well-studied populations, e.g. HapMap samples [63]. Nonetheless, it is in cancer genomics that the correlation between the two datasets has been more extensively investigated using array-based comparative genomic hybridization, or array CGH [65] and mRNA expression microarrays. For example, Pollack et al [66] was one of the earliest to investigate direct association between the two data in breast cancer tissues and cell lines. Hyman et al [67] also showed nearly half the amplification events in breast
cancer cell lines associated with elevated mRNA expression and found that similar results could be replicated in tumor tissue samples. The association between the two data has been reported in other types of cancer as well, such as the lung cancer data in Tonon et al [68]. A large number of genome-wide surveys like these have established that some degree of association is present between the two data, and also that the variability in mRNA expression was not entirely accounted for by the copy number changes alone.

The increasing motivation for joint analysis in cancer genomic datasets results from work that has characterized copy number changes as a hallmark of cancer. A great deal of effort has been devoted to development of statistical methods for determining breakpoints between genomic segments of homogenous copy numbers. Popular algorithms include circular binary segmentation [69], hidden Markov Models [70, 71, 72, 73], hierarchical clustering-based algorithms [74], information criteria-based change point model application [75], and a mixture model-based dynamic programming algorithm [76]. Comparison of some of these algorithms has been provided in recent reviews [77, 78, 79].

In previous examples of joint analysis, the segmentation algorithms were valuable tools for detecting segmental amplification and deletion sites because one can look for copy number-associated expression changes within the segments of aberrant copy number level without the need to interrogate the entire genome once these segments are selected beforehand. Tonon et al [68] and Kim et al [80], for example, performed linear correlation analysis and differential expression hypothesis testing after applying segmentation algorithms to identify focal regions. However, lacking a model-based connection between the decisions made in each dataset, their gene selection methods are inevitably subject to multiple sources of error and it is dif-
difficult to accurately estimate overall error rates due to the stepwise application of hard thresholds (e.g. copy number ratio greater than 0.2, gene expression $t$-statistic greater than 3).

To date, few systematic approaches are available for the joint analysis of copy number and gene expression. Lipson et al [81] developed a regional analysis called genomic continuous submatrix, or GCSM, using an extended definition of standard correlation measures to account for the local similarity in correlation patterns between copy number and mRNA expression. A recent paper by van Wieringen and van de Viel [82] proposes a non-parametric hypothesis testing framework for finding changes in mRNA expression distribution conditional on the probability of calls for gain and loss in copy number data (NPtest hereafter). Although their formulation specifically targets relevant sources of variation, the model is still conditional on the fact that copy number status is known a priori, and therefore fails to completely account for the uncertainty involved in making copy number calls and subsequent regional analysis.

This problem will be addressed with an approach called double-layered mixture model (DLMM), which probabilistically scores the association between the paired copy number and gene expression data. Copy number data are considered as a series of random variables whose mean parameters form a stochastic process along the genome with a finite number of jumps and follow a mixture distribution representing differential copy number status. DLMM not only makes probabilistic calls for amplification and deletion events, but also searches for the best arrangement of copy number boundary points using an advanced sampling algorithm. Meanwhile, mRNA expression levels are considered as observations from mixture models in individual genes. In this process, elevated or reduced expression measurements are
scored only if they are accompanied by corresponding copy number changes. DLMM simultaneously computes the (marginal) probability of copy number changes and the joint probability that the copy number change is coherently matched by gene expression change. The joint modeling feature of DLMM removes the burden of stepwise analysis typically used in the literature.

The organization of this chapter is as follows. In Section 2.2, the statistical model DLMM is described in three parts: model for copy number data, model for mRNA expression data, and scoring algorithm. Section 2.3 explains the posterior distributions for model parameters and Markov chain Monte Carlo sampling scheme for inference. Section 2.4 presents the application of the proposed methodology to a breast cancer dataset by Pollack et al [66] with comparison to two competing methods by Lipson et al [81] and van Wieringen and van de Viel [82]. Section 2.5 concludes the chapter.

2.2 Statistical Model

DLMM is composed of two main parts, one for copy number and the other for mRNA expression data respectively. For the clarity of presentation, a graphical representation is provided to show the conditional independence structure among the model parameters in Figure 2.1.

2.2.1 Model for Copy Number Data

Suppose that the copy number data $X = \{x_{gs}\}$ is observed for genes $g = 1, \ldots, G$ in samples $s = 1, \ldots, N$. For the sake of simplicity, tumor-only analysis is discussed throughout this work, but the methodology can easily be extended to two group comparison such as tumor versus normal tissue comparison. Let $N$ denote the number of tumor specimens.
Figure 2.1: Conditional independence graph of DLMM. $X$ and $Y$ denote the observed copy number and expression respectively. $Z$ and $W$ are the calls of significant copy number and gene expression. $X_{(1)}$ and $X_{(n)}$ denote the minimum and the maximum copy number in each sample respectively. Note that the mixture models in the copy number data are sample-specific, while those in the gene expression data are gene-specific. Given these parameters, the two datasets are independent.

The copy number data, e.g. log-scaled CGH ratio, in sample $s$ is modeled as a series of random observations from Gaussian distribution with mean parameters forming a stochastic process along the chromosome, represented in piecewise constant functions. Each chromosome of sample $s$ is divided into $T_s$ segments, with $T_s$ itself being a random variable from a Poisson distribution with mean $\lambda_s$. The parameter $\lambda_s$ is assumed to follow Gamma distribution $\mathcal{G}(k_1, k_2)$. The Poisson-Gamma mixture leads to negative binomial prior for $\lambda_s$, which can be considered as a flexible prior partially accounting over-dispersion. In this setting, there are $(T_s - 1)$ boundary points between adjacent segments and two fixed points on the start and the end positions of the chromosome, to give $(T_s + 1)$ in total. These breakpoints are denoted by $(p_{s0}, p_{s1}, \ldots, p_{sT_s})$ so that their locations vary by sample. The segment $S_t$ flanked by $(p_{s(t-1)}, p_{st})$ contains at least one gene, and the copy number data in sample $s$ in
a given segment is a series of independent observations from a Gaussian distribution with mean $\mu_{ts}$ and variance $\sigma^2_s$.

To be specific, the model for copy number data can be written as follows. For each sample $s$ with segment configuration $\{S_t\}_{t=1}^{T_s}$,

$$x_{gs} \sim \mathcal{N}(\mu_{t(g)s}, \sigma^2_s), \quad g = 1, \ldots, G$$
$$\mu_{t(g)s} \sim \omega_s \mathcal{U}(X_{s(1)}, X_{s(G)}) + (1 - \omega_s)\mathcal{N}(m_s, \tau^2_s), \quad t = 1, \ldots, T_s$$
$$T_s \sim \mathcal{P}(\lambda_s)$$
$$\lambda_s \sim \mathcal{G}(k_1, k_2)$$

$$(p_{s0}, p_{s1}, \ldots, p_{sT_s}) \equiv (U_{(1)}, U_{(2)}, \ldots, U_{(T_s)})$$

where $t(g)$ indexes the segment containing gene $g$, and $U_{(i)}$ denote $i$-th order statistic of $(T_s + 1)$ Uniform random variables on $(0, L)$. The mean process has a Uniform-Gaussian mixture prior distribution, and $(X_{s(1)}, X_{s(G)})$ are the minimum and the maximum copy number intensity ratios in sample $s$ respectively. In the mixture distribution of $\mu_{ts}$, latent variables are introduced for the sampling procedure. Define the latent variables $Z_{ts}$ as follows:

$$Z_{ts} = 1 \quad \text{if} \quad \mu_{ts} \sim \mathcal{U}(X_{s(1)}, X_{s(G)})$$
$$Z_{ts} = 0 \quad \text{if} \quad \mu_{ts} \sim \mathcal{N}(m_s, \tau^2_s)$$

The genome-wide mean copy number $m_s$ is assumed to follow $\mathcal{N}(\nu, \zeta^2)$ prior distribution. The variance components in the likelihood and the prior are assumed to have standard inverse Gamma distributions $\sigma^2_s \sim \mathcal{IG}(b_1, b_2)$ and $\tau^2_s \sim \mathcal{IG}(a_1, a_2)$, and the mixing proportion parameter $\omega_s$ has Uniform prior distribution $\mathcal{U}(0, 1)$. 
2.2.2 Model for Gene Expression Data

Suppose that mRNA expression is measured for some of the $G$ genes, which is denoted by $Y = \{y_{gs}\}$ with parallel indexing of gene IDs. For example, if gene $g$ has both the copy number and the expression data, $\{(x_{t(g)s}, y_{gs})\}_{s=1}^{N}$ denotes the pair across the $N$ samples. To keep the notations tractable, it will be assumed that every gene in the data has both copy number and mRNA expression measurements, i.e. $t(g) = g$ for all $g$. Extending to the case where the copy number data has higher density of coverage than the expression data is trivial, and so is incorporating multiple chromosomes. $\{y_{gs}\}_{s=1}^{N}$ is modeled as observations from Uniform-Gaussian mixture distribution, where the uniform component corresponds to the distribution of aberrant copy number-associated expression, and the Gaussian component corresponds to either gene expression not associated with aberrant copy number levels or gene expression in samples with normal copy number levels. If the data contains non-tumor samples, all measurements from those samples will belong to the Gaussian component, guiding the estimation of the mixture in a semi-supervised way. In sum, the mixture formulation attempts to quantify the enrichment of copy number-associated expression levels in the tail of the entire expression distribution in each gene.

More specifically, a hierarchical Uniform-Gaussian mixture model is fitted to the mRNA expression data:

$$y_{gs} \sim \pi_g U(l_g - \kappa_g^{-}, u_g + \kappa_g^+) + (1 - \pi_g)N(\delta_g, \eta_g^2), \quad s = 1, \ldots, N$$

The difference is that this time mixture models are fitted in individual genes (unlike in individual samples for copy number data). This particular model specification has been previously used in cancer classification work by Parmigiani et al [54]. A set of
latent variables $W_{gs}$ are defined as follows:

$$W_{gs} = 1 \text{ if } y_{gs} \sim \mathcal{U}(l_g - \kappa_g^-, u_g + \kappa_g^+)$$

$$W_{gs} = 0 \text{ if } y_{gs} \sim \mathcal{N}(\delta_g, \eta_g^2)$$

respectively, where $(l_g, u_g)$ denote the minimum and the maximum expression values of gene $g$ across the samples, and $(\kappa_g^-, \kappa_g^+)$ are the extended tail parameters for the Uniform component for under and over expression of gene $g$. Priors for the Gaussian component representing normal expression levels are given as $\delta_g \sim \mathcal{N}(\theta, \psi^2)$ and $\eta_g^2 \sim \mathcal{IG}(d_1, d_2)$ Those for the Uniform component are the following: $\kappa_g^+ \sim \mathcal{E}(\rho_+)$, $\kappa_g^- \sim \mathcal{E}(\rho_-)$, and $\pi_g \sim \mathcal{U}(0, 1)$.

In the scoring method explained above, note that $Z_{t(g),s} = 0$ implies $W_{gs} = 0$, meaning that the definition of over or under expression is relative to the expression distribution in samples with no aberrant copy numbers. Thus even if a gene is highly expressed in many samples, this gene will not be considered as over-expressed so long as this is not related to the concordant amplification. In terms of model parameters, this implies that $\delta_g$ can be far from zero, requiring appropriate elicitation of prior. This definition of $W$ therefore highlights the gene and the sample with expression changes specifically associated with copy number changes, (partially) removing the influence of other potential confounders that may drive both measures in the same direction.

### 2.2.3 Probabilistic Scoring and Criterion-based Gene Selection

DLMM reports two sets of probability scores: (1) copy number calls summarizing $Z$, and (2) probability score of copy number-associated expression changes. For the latter, the probability that $y_{gs}$ is associated with the Uniform component, i.e. $P(W_{gs} = 1)$ for all $g$ and $s$ such that $Z_{t(g),s} = 1$ is calculated. This enables us to eval-
uate the joint probability \( P_{gs} = P(W_{gs} = 1) \). Since the event \( W_{gs} = 1 \) may represent either over or under expression, it is also checked whether the direction of changes in both types of data is coherent, i.e. copy number gain should be associated with over-expression, and copy number loss should be associated with under-expression. This is equivalent to calculating an over-expression score \( P_{gs}^u \) and an under-expression score \( P_{gs}^d \), where

\[
P_{gs}^u = P(W_{gs} = 1, \mu_{t(g),s} > m_s, y_{gs} > \delta_g)
\]

\[
P_{gs}^d = P(W_{gs} = 1, \mu_{t(g),s} < m_s, y_{gs} < \delta_g)
\]

where the event \( Z_{t(g),s} = 1 \) is omitted in each expression because it is a necessary condition for \( W_{gs} = 1 \). One can summarize the two-dimensional score into a signed score \( P_{gs} = P_{gs}^u - P_{gs}^d \) or follow the two scores separately. This calculation results in signed probability for a gene in a specific sample, and positive and negative scores of large magnitude indicate the strength of evidence for copy number-associated expression change for the given gene in the sample.

Since this probability score is the joint probability of aberrant copy number and gene expression, this number can range from a very small number to a value close to 1, depending on multiple factors such as the sample size, the prevalence of copy number changes, and the separation of copy number-associated expression from expression distribution in samples with normal copy numbers. Thus it is important to establish an objective criterion to select genes based on the estimated model parameters and the model fit. The \( L \)-measure introduced by Ibrahim et al [29] seems well-suited for the purpose. Computation of the \( L \)-measure at probability threshold \( p^* \) is achieved by taking average of the following quantity over the posterior samples used for the
inference:

\[ L(p^*) = \sum_{g=1}^{G} \sum_{s=1}^{N} [U_{gs}(p^*) + N_{gs}(p^*) + D_{gs}(p^*)] \]

where

\[ U_{gs}(p^*) = \{P_{gs} > p^*\} \left[ \frac{1}{12} (u_g + \kappa_g^+ - (l_g - \kappa_g^-))^2 + \nu \left( \frac{u_g + \kappa_g^+ + \delta_g}{2} - y_{gs} \right)^2 \right] \]

\[ N_{gs}(p^*) = \{ -p^* \leq P_{gs} \leq p^* \} \left[ \eta_g^2 + \nu (y_{gs} - \delta_g)^2 \right] \]

\[ D_{gs}(p^*) = \{P_{gs} < -p^*\} \left[ \frac{1}{12} (u_g + \kappa_g^+ - (l_g - \kappa_g^-))^2 + \nu \left( y_{gs} - \frac{l_g - \kappa_g^+ + \delta_g}{2} \right)^2 \right] \]

The weighting constant \( \nu \) of the squared bias with respect to the predictive mean relative to the predictive variance was set at 0.5, following the theoretical justification of Ibrahim et al [83]. Genes are selected using the threshold yielding minimal \( L \)-measure.

### 2.3 Inference

Statistical inference for the model parameters is performed through sampling from the posterior distributions and summarizing the distribution from the output. Due to the segmentation feature in the copy number data, a part of the posterior sampling involves transdimensional moves guided by reversible jump MCMC. Samples are drawn from the appropriate posterior distributions in the following order: [Copy Number Parameters] → [Copy Number Segment Arrangement] → [Gene Expression Parameters].

#### 2.3.1 Gibbs Update for Copy Number Parameters

Given a fixed segmentation arrangement, the segmental mean \( \mu_{ts} \) is drawn from

\[ \mu_{ts} | \propto L(X_s | \mu_{ts}) \cdot (\omega_s U(X_{s(l)}, X_{s(G)}) + (1 - \omega_s) N(m_s, \tau_s^2)) \]
by Metropolis-Hastings sampling, where $L(X|\mu_{ts}) = \prod_{g,t(g)=t} \mathcal{N}(X_i; \mu_{ts}, \sigma^2_s)$. Next, the latent variables $Z_{ts}$ are drawn by sampling from Bernoulli random variable with the success probability

$$
\frac{\omega_s \mathcal{U}(X_{s(1)}, X_{s(G)})}{\omega_s \mathcal{U}(X_{s(1)}, X_{s(G)}) + (1 - \omega_s)\mathcal{N}(m_s, \tau^2_s)}
$$

for every segment. The rest of the parameter updates are done through Gibbs sampling based on closed form distributions. The variance component for segmental means has the following distribution

$$
\tau^2_s \mid \sim \mathcal{IG}\left(a_1 + \sum_{t=1}^{T_s}(1 - Z_{ts}), a_2 + \sum_{t=1}^{T_s}(1 - Z_{ts})(\mu_{ts} - m_s)^2\right)
$$

The variance of observation is drawn from

$$
\sigma^2_s \mid \sim \mathcal{IG}\left(b_1 + G/2, b_2 + \sum_{g=1}^{G}(x_{gs} - \mu_{t(g)s})^2/2\right)
$$

Finally, the mixing proportion parameter is drawn from

$$
\omega_s \mid \sim \prod_{t=1}^{T_s} \left\{ \frac{\omega_s \mathcal{U}(\mu_{ts}; X_{s(1)}, X_{s(G)}) + (1 - \omega_s)\mathcal{N}(\mu_{ts}; m_s, \tau^2_s)}{\omega_s \mathcal{U}(X_{s(1)}, X_{s(G)}) + (1 - \omega_s)\mathcal{N}(m_s, \tau^2_s)} \right\}.
$$

### 2.3.2 Gibbs Update for Expression Parameters

Mean and variance of the Gaussian component are updated from

$$
\delta^g \mid \sim \mathcal{N}\left(\frac{\sum_{s=1}^{N}(1 - W_{gs})Y_{gs}}{\eta^g_s} + \frac{\theta}{\psi^2}, \frac{1}{\psi^2}\right)
$$

$$
\eta^2_s \mid \sim \mathcal{IG}\left(d_1 + \sum_{s=1}^{N}(1 - W_{gs})/2, d_2 + \frac{1}{2} \sum_{s=1}^{N}(1 - W_{gs})(Y_{gs} - \delta^g)^2/2\right)
$$

The extended tail parameters in the Uniform component is updated as follows:

$$
\kappa^+_g \mid \propto \prod_{s=1}^{N_t} \left( \frac{1}{(u_g + \kappa^+_g) - (l_g - \kappa^-_g)} \right)^{W_{gs}} \rho^+ e^{-\rho^+ \kappa^+_g}
$$
Figure 2.2: Copy number boundary updates in reversible jump MCMC. Four types of moves are suggested. Types B, C, D involve trans-dimensional moves.

\[
\kappa_g \mid \cdot \propto \prod_{s=1}^{N_t} \left( \frac{1}{(u_g + \kappa_g^+) - (l_g - \kappa_g^-)} \right) W_{gs} \rho^+ e^{-\rho^- \kappa_g^-}
\]

and the mixing proportion parameter is drawn from

\[
\pi_g \mid \cdot \propto \prod_{s=1}^{N_t} \left\{ \pi_g \mathcal{U}(Y_{gs}; l_g - \kappa_g^-, u_g + \kappa_g^+) + (1 - \pi_g) \mathcal{N}(Y_{gs}; \delta_g, \eta_g^2) \right\}
\]

Finally, the latent variable (for differential expression calls) are updated from Bernoulli distribution with a success probability

\[
\frac{\pi_g}{(u_g + \kappa_g^+) - (l_g - \kappa_g^-)} + \frac{1 - \pi_g}{(\eta_g^2)^{1/2}} \exp \left( - \frac{(Y_{gs} - \delta_g)^2}{2\eta_g^2} \right)
\]

2.3.3 Breakpoint Arrangement Update by Reversible Jump MCMC

More challenging part of the sampling steps is altering the segment arrangement in the copy number data because this involves taking trans-dimensional moves.

Four types of arrangement changes have been used: (A) shuffling of existing breakpoints, (B) merging of two adjacent segments, (C) splitting of an existing segment by single point insertion, and (D) splitting of an existing segment by two point
insertion. These moves will be attempted at randomly chosen locations with corresponding probability of \((0.1, 0.4, 0.1, 0.4)\). The choice of these probabilities was made in a way that will give more chances for transdimensional moves, increasing the acceptance rates in the sampling. In our test runs, it was found that the two point insertion move is able to capture short length segments spanning five or less genes better than the single point insertion. This move resembles the operation of circular binary segmentation algorithm [69] where an arc is chosen from a circular band, i.e. chromosome with both ends tied to one another, for testing of differential copy number changes.

**Shuffle Move**

One can move an existing boundary point left or right, altering membership of the genes on the border line into either side of the two adjacent segments. This move will solely change the likelihood without changing the dimension of the parameter space, since it retains the same number of breakpoints. See Figure 2.2A. For this update, an existing boundary point is randomly selected, and a new location is proposed by randomly shifting the current location. The acceptance criteria is simply the likelihood ratio of the two adjacent segments (Metropolis-Hastings).

**Split and Merge Moves**

The more challenging updates are adding and removing boundary points. These moves are called split and merge moves (Figure 2.2B-Figure 2.2D). Since merge moves work exactly the opposite way split moves operate, only the split moves will be elaborated. There are two types of split moves, one in which a single boundary point is added inside a randomly chosen segment, and another in which two points are added so that resulting range flanked by the two new points form a new segment,
giving three daughter segments for the chosen segment. Single point insertions will add one additional mean parameter and one additional breakpoint, increasing the model parameter dimension by two, while two point insertions will add twice as many parameters, adding the dimension by four.

**Split Move by Single Point Insertation**

The single point insertion is discussed first. Updates are attempted at randomly chosen locations within each example. A new point $p^*$ is proposed so that $p_{\text{st}(t-1)} < p^* < p_{\text{st}}$ for some $t \in \{1, 2, \ldots, T\}$. This additional point divides an existing segment with mean copy number $\mu_{ts}$ into two distinct daughter segment means, requiring the specification of two new mean copy number $\mu_{t1s}$ and $\mu_{t2s}$ in place of $\mu_{ts}$. As there is an increment of dimension by one parameter in each sample, the two new mean values are proposed so as to satisfy

\[
\mu_{t2s} - \mu_{t1s} = \xi \\
(p^* - p_{\text{st}(t-1)})\mu_{t1s} + (p_{\text{st}} - p^*)\mu_{t2s} = (p_{\text{st}} - p_{\text{st}(t-1)})\mu_{ts}
\]

where $\xi$ is a random number generated from a Gaussian proposal $N(0, k\sigma_s^2)$ for dimension matching purposes, where the constant $k$ is selected in a way that will retain a minimal rate of acceptance. This update complies with the detailed balance condition of the reversible jump MCMC [52]. This proposal is equivalent to specifying the mean values for the two daughter segments:

\[
\mu_{t1s} = \mu_{ts} - \frac{p_{\text{st}} - p^*}{p_{\text{st}} - p_{\text{st}(t-1)}}\xi \\
\mu_{t2s} = \mu_{ts} + \frac{p^* - p_{\text{st}(t-1)}}{p_{\text{st}} - p_{\text{st}(t-1)}}\xi
\]

This inverse relationship is used for the opposite move for merging. Notice that this transdimensional move has a unit Jacobian since the transformation $(\mu_{ts}, \xi) \mapsto$
\((\mu_{t_1 s}, \mu_{t_2 s})\) is orthonormal. Then the Metropolis-Hastings ratio for the acceptance of the new proposal becomes

\[
\min \left\{ \left( LR \right) \frac{P(T_s + 1; \lambda_s)}{P(T_s; \lambda_s)} \frac{d_{T_s + 1}(p_{T_s + 1} - p_{s0})}{b_{T_s}(T_s + 1)} \frac{f(\mu_{t_1 s})f(\mu_{t_2 s})}{f(\mu_{t_3 s})}, 1 \right\}
\]

where LR denotes likelihood ratio and \(f(\cdot)\) refers to the Uniform-Gaussian prior distribution for the segmental means.

**Split Move by Double Point Insertion**

The second type of split move proceeds by randomly selecting a segment and proposes two middle points \(p_1^*\) and \(p_2^*\) in a way that every one of the three resulting segments \((p_{st}, p_1^*), (p_1^*, p_2^*),\) and \((p_2^*, p_{s(t+1)})\) contains at least one probe. This split move creates three segments, hence a single mean parameter needs to be divided into three daughter means, namely \(\mu_{t_1 s}, \mu_{t_2 s},\) and \(\mu_{t_3 s}\), such that

\[
\begin{align*}
\mu_{t_1 s} & = \mu_{ts} + \xi_1 \\
\mu_{t_2 s} & = \mu_{ts} + \xi_2 \\
\mu_{t_3 s} & = \mu_{ts} + \xi_3
\end{align*}
\]

subject to

\[
\frac{p_1^* - p_{st}}{p_{s(t+1)} - p_{st}} \xi_1 + \frac{p_2^* - p_1^*}{p_{s(t+1)} - p_{st}} \xi_2 + \frac{p_{s(t+1)} - p_2^*}{p_{s(t+1)} - p_{st}} \xi_3 = 0
\]

As in the previous case, this relationship can be inversely translated into

\[
\mu_{t_3 s} = \mu_{ts} - \frac{p_1^* - p_{st}}{p_{t+1} - p_1^*} \xi_1 - \frac{p_2^* - p_1^*}{p_{t+1} - p_2^*} \xi_2
\]

Unlike in the single point insertion case, this parametrization comes with a non-unit Jacobian \((p_{s(t+1)} - p_{st})/(p_{s(t+1)} - p_2^*)\). With proposal of \((\xi_1, \xi_2)\) from Gaussian kernel, the Metropolis-Hastings ratio for the acceptance of new proposal becomes

\[
\min \left\{ \left( LR \right) \frac{P(T_s + 2; \lambda_s)}{P(T_s; \lambda_s)} \frac{(T_s + 2)T_s L_{s0}}{2L^2} \frac{d_{T_s + 2}(p_{s(T_s + 1)} - p_{s0})}{b_{T_s}} \frac{f(\mu_{t_1 s})f(\mu_{t_2 s})f(\mu_{t_3 s})}{f(\mu_{t_3 s})} |J|, 1 \right\}
\]
where \( f(\cdot) \) again refers to the Uniform-Gaussian prior distribution for the segmental means, and \((L_{s0}, L)\) are the lengths of the chosen segment in sample \( s \) and the whole chromosome respectively, and \(|J|\) is the Jacobian.

### 2.4 Breast Cancer cDNA Microarray Data

The proposed method was applied to the breast cancer data in Pollack et al [66]. A set of 5581 genes meeting 30% missing value criteria in both copy number and gene expression data were selected. This is slightly more stringent filtering compared to the procedure in van Wieringen and van de Viel [82]. Median centering was applied to both copy number and gene expression data. Standard deviation of each sample was adjusted to the median standard deviation across the 37 tumor samples in the gene expression data (sd=0.27). Using Pollack data has several advantages. First, the data was generated using the same cDNA microarray platform of \( \sim 8,000 \) clones (300-500 bp long on average) for both copy number and gene expression profiles. Second, the clones in this array platform represent Unigene clusters and their homologue EST sequences, with average inter-clone distance of 0.5 million bp, providing genome-wide coverage at a modest resolution. More interestingly, nearly half the known oncogenes reported in cancer gene census of Futreal et al [84] are included in this set, and thus one can assess the impact of copy number on expression changes in the context of cancer studies. Third, previously proposed methodologies have been tested on this dataset [81, 82], and therefore it serves as a good benchmark dataset to compare the performance.

#### 2.4.1 Prior Elicitation and Convergence of MCMC

Noninformative priors were used wherever possible. To be precise, priors for the variance parameters in the copy number data were set at \( b_1 = b_2 = a_1 = \ldots \)
\(a_2 = 0.01\). Prior parameters for the genome-wide mean copy number parameter \(m_s\) for all samples were set at \(\nu = 0\) and \(\zeta = 1\). This prior can be considered as noninformative considering the fact that all copy number profiles have been equally scaled with standard deviation 0.27. Priors in the expression data were set at \(\theta = 0\) and \(\psi^2 = 100\) for the mean, \(d_1 = d_2 = 0.01\) for the variance, \(\rho^+\) and \(\rho^-\) were set equal to the standard deviation of each gene for the tail of the Uniform component. All priors can be considered noninformative since the variability of prior has been set wider than the estimates from the raw data.

A very important prior distribution is regarding the mean number of copy number segments \(\lambda_s\). When noninformative prior was given, i.e. \(k_1 = 0.01\) and \(k_2 = 0.01\), segmentation results varied widely across the samples, and the need for elaborate prior elicitation was noted. A relatively large value was preferred for this value in Pollack data because each clone in this cDNA microarray represents large chromosomal segments (resolution of \(\sim 500\)K bp) and thus the variation of each clone may represent a segmental change. For this reason, \(k_1 = G/100\) and \(k_2 = 0.1\) were specified, where \(G\) is the number of genes on a chromosome. However, it is noted that \((k_1, k_2)\) must be adjusted in individual datasets. In a high-resolution dataset such as high-throughput SNP array data, one can adjust the prior moderately high for \(\lambda_s\), which also affects the computation time because the number of parameter updates is proportional to the number of segments.

For inference, samples were drawn from the posterior distribution using Markov chain Monte Carlo. 10,000 iterations were run with 1,000 initial period of burn-in. For Pollack data with 5581 genes, the entire algorithm takes around 30 minutes. One can reduce the computation time even further if some of the nuisance parameters are integrated out or plugged in with embedded MLE estimates using the EM algorithm,
e.g. variance parameters whose posterior distribution has a closed form solution, but this was not further pursued in this work. Visual convergence diagnostic was conducted to monitor the convergence for randomly selected 50 copy number and gene expression parameters, namely \((\mu_{ts}, \sigma_{ts}^2, m_s, \tau_s^2)\) and \((\delta_g, \eta^2_g)\). In five repeated runs, all selected parameters showed quick convergence to reasonable range of values within 200 initial burn-in period (not shown).

### 2.4.2 Regions with Aberrant Copy Number

The probabilistic copy number calls of DLMM were validated by benchmarking its cross-sample average copy number probabilities against the average copy number profile of 1136 breast cancer cases stored in Progenetix CGH database [85]. The latter can be regarded as a well-established copy number profile of breast cancer cases since the data consists of 40 independent studies of varying sample sizes (from 2 to 80). Figure 2.3 shows the graphical comparison between the two profiles. DLMM copy number profile shown in the first panel has at most 937 clones with aberrant copy number probabilities (0.2 in absolute value) concentrated in cytobands 1p32-p34, 1q, 8p21 (deleted), 8q21-24 (amplified), 16p11-12, 17q11 and 17q21-25, and 20q11-13. Copy number aberration in these regions have been reported in more than 20% of the samples across studies in Progenetix.

The copy number probabilities of DLMM have also been compared to those computed by CGHcall [86], which is one of the most recent methods that calculate similar posterior probability of amplification or deletion events using raw measurements and pre-existing segmentation calls. The bottom panel of Figure 2.3 shows the average copy number probabilities computed from CGHcall. Although the average profiles in DLMM and CGHcall overlapped in most chromosomes, some of the calls for deletion events in CGHcalls were not found in DLMM, e.g. chromosomes 4, 5, 10, 15, and 18.
37 Primary Breast Tumors in Pollack et al (DLMM)

1136 Breast Cancer Cases in Progenetix

37 Primary Breast Tumors in Pollack et al (CGH call)

Figure 2.3: Copy number probability calls against breast cancer cases in Progenetix. Average copy number probabilities of DLMM in Pollack et al [66], Progenetix data of 1136 breast cancer cases, and mean copy number calls by CGHcall method of van de Viel et al [86].
Table 2.1: Gene selection criterion of DLMM using $L$-measure. $L$-measure values were calculated with $\nu = 0.5$ for selecting copy number-associated gene expression changes. Decimal points were rounded off.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>0.01</th>
<th>0.02</th>
<th>0.03</th>
<th>0.04</th>
<th>0.05</th>
<th>0.10</th>
<th>0.20</th>
<th>0.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$-measure</td>
<td>121587</td>
<td>119772</td>
<td>119384</td>
<td>119350</td>
<td>119385</td>
<td>119496</td>
<td>119686</td>
<td>119857</td>
</tr>
</tbody>
</table>

However, no pronounced deletion events were found in all five chromosomes in the Progenetix data. By contrast, a Progenetix record of 20% deletion event in chromosome 13 was recovered more clearly by CGHcall than DLMM. Unless the benchmark set fails to represent the general breast cancer population, the overall comparison shows that DLMM and CGHcall make similar copy number calls with a caveat that the latter method can be more prone to false positive calls.

2.4.3 Copy Number-Associated Gene Expression Changes

Using the probabilistic scoring and the criterion-based gene selection, genes were selected if the score was 0.04 and above in absolute value in each sample separately. The threshold score 0.04 was chosen based on the minimal $L$-measure across multiple candidate cutoff points shown in Table 2.1. Following this step, 203 genes with copy number-associated over or under expression in near 10% frequency (3 out of 37 samples) were selected. The set of selected genes will be called DLMM signature from here on.

Congruent with the results reported in Lipson et al [81] and van Wieringen and van de Viel [82], a large proportion of the selected genes were found on the amplified regions on chromosomes 1, 8, and 17. Eight genes from the cancer gene census [84] were included in the list: APC, FGFR1, EXT1, MYC, FANCA, MLLT6, ERBB2, and CLTC. As a clear demonstration of how the probabilistic scoring works, Figure 2.4 shows the case of ERBB2 on the cytoband 17q11, where 8 (22% of 37) samples shows clear amplification events. All these samples were assigned the joint probability
score 0.4 and above as shown in the top right panel of the figure. The other seven genes all show similar patterns (data not shown). Even though the proportion of the actual oncogenes included in the DLMM signature is low, it is interesting to observe that 152 genes (75%) are located within 500K bp distance from at least one oncogene, indicating a high degree of proximity of DLMM signature to the oncogenes. The observation that the expression of oncogenes themselves is not largely influenced by the copy number changes should not be surprising since the oncogenes are targets of more direct regulation controlled by other oncogenes and tumor suppressors than cytogenetic events.

In order to strengthen the biological interpretation of the DLMM signature, DAVID [87] was used to examine the enrichment of Gene Ontology (GO) biological processes in the DLMM signatures. Table 2.2 lists the GO terms with the highest statistical significance. As expected, the genes related to the regulatory activities regarding cell death and cell cycle are deemed to be target of copy number-driven expression changes. Despite its small number of hits, it is interesting to observe the term ‘positive regulation of epithelial cell proliferation,’ as primary breast epithelial cells are the major target for carcinogenesis. It is noted that this interpretation is quite different from the analysis of van Wieringen and van de Viel [82], where a significantly greater number of genes (1225) were selected based on their hypothesis testing framework, or NPtest as is called in short in this work.

In addition to the GO term analysis, the DLMM signature seems to be highly correlated with the clinical indicators of breast cancer provided in Pollack et al [66]. To see this, the frequency of having a score above the threshold was calculated in each sample, i.e. $\sum_{g=1}^{G} 1\{|P_{gs}| \geq 0.04\}$, resulting in an enrichment index of copy number-associated gene expression changes. This index was compared with the tumor grade,
Figure 2.4: Oncogenes ERBB2 and CCNE1. Observed gene expression and DLMM score against copy number probabilities in the two genes. ERBB2 was selected by DLMM, GCMS, and nonparametric tests as top candidate, while CCNE1 was selected only by the non-parametric tests. Other rank-based tests did not pick up CCNE1 either. However, copy number probabilities in CCNE1 is significantly high in only one out of 37 tumor samples.

Table 2.2: Gene Ontology (Biological Process) terms enriched in the DLMM signature

<table>
<thead>
<tr>
<th>Function</th>
<th>Counts</th>
<th>p-value</th>
<th>FDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>apoptosis</td>
<td>22</td>
<td>8.8e-05</td>
<td>0.2%</td>
</tr>
<tr>
<td>cell death</td>
<td>22</td>
<td>2.1e-04</td>
<td>0.4%</td>
</tr>
<tr>
<td>regulation of apoptosis</td>
<td>16</td>
<td>6.4e-04</td>
<td>1.1%</td>
</tr>
<tr>
<td>regulation of progression through cell cycle</td>
<td>14</td>
<td>4.2e-03</td>
<td>7.2%</td>
</tr>
<tr>
<td>negative regulation of progression through cell cycle</td>
<td>8</td>
<td>7.2e-03</td>
<td>12.1%</td>
</tr>
<tr>
<td>integrin-mediated signaling pathway</td>
<td>5</td>
<td>7.4e-03</td>
<td>12.3%</td>
</tr>
<tr>
<td>positive regulation of epithelial cell proliferation</td>
<td>3</td>
<td>2.1e-02</td>
<td>31.3%</td>
</tr>
<tr>
<td>negative regulation of apoptosis</td>
<td>7</td>
<td>3.7e-02</td>
<td>49.0%</td>
</tr>
<tr>
<td>cell morphogenesis</td>
<td>11</td>
<td>4.2e-02</td>
<td>53.1%</td>
</tr>
</tbody>
</table>
Figure 2.5: DLMM score and clinico-pathological information. Sample-specific enrichment index of copy number associated gene expression is correlated with tumor grade and other clinico-pathological information related to breast cancer. The index was compared against lymph node status, estrogen receptor status, and p53 mutation information for the tumors in grade 3 only due to biased sampling of low grade tumors with respect to the distribution of lymph node and estrogen receptor status.

as well as lymph node status, estrogen receptor (ER) status, and p53 gene mutation status. The latter three comparison was conducted only for tumor grade 3 samples because almost all lymph node negative (and thus ER negative) samples were at lower tumor grade. Figure 2.5 shows the result. The top left panel illustrates that the samples in higher tumor grade has increased enrichment of the target genes. The top right panel shows that lymph node (metastasis) positive samples tend to have more copy number-associated gene expression changes, while the bottom left panel shows the similar trend for ER negative samples relative to ER positive ones. Also, the bottom right panel indicates that the somatic mutation in p53 gene is also positively correlated with the number of copy number-associated expression changes.
2.4.4 Comparison

In order to comparatively assess the performance of DLMM and highlight its distinct features, the DLMM signature was compared to the genes selected by using the GCSM method of [81] and the NPtest method proposed in [82].

Comparison with GCSM

GCSM searches for genes whose expression levels are linearly correlated with raw copy number levels in the local neighborhood of the gene itself. [81] reported 174 genes with the GCSM score above 40, and this list includes five oncogenes reported in [84] (PRCC, SET, MLLT6, ERBB2, MYH9). Comparing the signatures, 53 genes (26% of DLMM) overlaps with DLMM signature, implying that there is a significant discrepancy between the two gene selection criteria. This is expected since the analysis in DLMM is one-to-one correspondence between the two data without regional analysis.

It was found that many genes unique to the GCSM signature is from the regions where probabilistic copy number profiles show little aberrant behavior, which means that high linear correlations can still be observed in regions with few significantly aberrant copy number changes. Figure 2.6 clearly shows this result. The top left panel shows the average (signed) copy number probabilities in all 5581 genes, and the top right and the bottom left panels show those in DLMM and GCSM signatures respectively. These figures illustrate that the DLMM signature is enriched in regions with higher prevalence of significant copy number changes than GCSM, enhancing its specificity of copy number-associated expression changes in the former. However, it is also important to note that the regional analysis feature of GCSM can still be valuable since it has recovered three new oncogenes (PRCC, SET, MYH9) that were
Figure 2.6: Comparison of DLMM against GCSM and NPtest. DLMM signature was compared with GCSM signature of [81] and NPtest signature of [82] in terms of average copy number profiles. Many selected genes in the latter two sets are not enriched in regions with aberrant copy numbers.

Comparison with NPtest

van Wieringen and van de Viel [82] propose a modified Cramér-Von Mises test and another test based on weighted Mann-Whitney statistic to test the equality of gene expression distribution between samples with and without copy number gains or losses. Significance of test statistics are computed based on permutations and probability weights computed by CGHcall are used as weighting factors in this process. NPtest method has reported a total of 1225 genes (22% of 5581 genes) meeting FDR 10% criterion. These include 37 genes from cancer gene census, which accounts for 3% of the total. DLMM signature shares 125 (61% of DLMM) genes with this
set, which is more than double the overlap with the GCSM signature. All eight oncogenes in the DLMM signature are in the common signature as well.

Despite the close overlap, the two gene signatures are vastly different in terms of size. Note that the size of the NPtest signature (1225) seems to be surprisingly large to represent the group of genes with copy number-associated expression because the number of clones with average copy number probabilities (0.2 or above in absolute value) was no more than 973 in DLMM analysis. In order to see this, histogram of the mean copy numbers of all 1225 genes were drawn in the bottom right panel of Figure 2.6. The plot shows that the distribution of mean copy number is almost identical to the entire set of 5581 genes, without significant enrichment in aberrant copy number levels (e.g. 0.2 and above in absolute value).

To investigate this observation more closely, the relationship between estimated copy number calls and raw gene expression was examined, and that between estimated copy number calls and DLMM scores was also compared for the ten genes used for the power study in van Wieringen and van de Viel [82]. These genes were included in the NPtest signature and they were selected for the power study because these genes are candidates known to be associated with the development of breast cancer in the literature. Thus the assumption made in their work is that these genes serve as the gold standard where copy number associated expression changes are supposed to be observed. Surprisingly, DLMM selected ERBB2 gene only (a few genes were filtered out in the missing data filter). However, when the copy number profiles were revisited for the remaining nine genes inferred from both CGHcall method and DLMM, it was observed that either the proportion of samples with high copy number probability calls was low, or the expression distribution was not clearly separable between samples with and without aberrant copy number changes in probability.
This also corroborates with the previous observation that the majority of oncogenes reported in cancer gene census [84] were not directly associated with copy number-driven expression changes. See the example of CYCLINE gene (CCNE1) shown in the bottom panels of Figure 2.4. Although the pattern exhibits positive correlation between the two data, only two samples have probability calls above 0.2 (out of 37 samples). It is obvious that such a small proportion cannot robustly represent the group of copy number aberrant samples, and therefore the test may result in a false positive call.

2.5 Discussion

In this work, a model-based method DLMM has been proposed for identifying coherent signals in the paired profiles of copy number and mRNA expression. DLMM consists of probabilistic copy number calling method and mixture model-based differential expression analysis that incorporates the copy number calls in it. The method achieves the goal by computing the joint probability of aberrant copy number and concordant differential gene expression between samples with and without copy number changes, and thus accounts for uncertainty in both data simultaneously. The analysis of breast cancer data from Pollack et al [66] has shown that the copy number probability profile estimated by DLMM is largely congruent with a large-scale repository of breast cancer cases, and the selected signature of genes showing evidence of copy number associated expression are located in the vicinity of known oncogenes while many oncogenes themselves were not directly under the influence. The sample index constructed from the selected genes was also positively correlated with the clinicopathological information, highlighting the potential of this gene signature as a diagnostic or prognostic measure in cancer.
Joint inference of these two datasets is challenging particularly because copy number data should be analyzed within each sample while gene expression data analysis is a comparison across samples. The reason the copy number data analysis is specific to individual samples is that, unlike properly normalized gene expression data, copy number ratios of a gene are not directly comparable across samples for two main reasons. First, every tumor specimen is a mixture of tumor and normal cells and the ratio of this mixture varies by sample. Thus with a common reference sample used in competitive hybridization, the copy number level in each sample is affected by the proportion of tumor cells in the specimen, especially for genes in aberrant copy number. Hence approaches that take the raw copy number data as measurements comparable across the samples, e.g. Lipson et al [81], may be subject to unexpected errors and this was indirectly shown in the analysis of Pollack data. Secondly, relative copy number levels can be inferred more accurately if one considers the segmental patterns present in the copy number data, particularly because the signal-to-noise ratio is not often very high and the level of noise can be learned well from the genome-wide profile of each sample. For example, the median sample standard deviation in local windows of 100 clones was around 0.12, while the copy number ratio in the regions most frequently reported as amplified (1q, 8q) was as small as 0.35 in relevant samples. Thus those methods using sample-specific copy number probability calls such as DLMM and NPtest seem to be more relevant than linear correlation analysis.

Despite the differences of inferential techniques in DLMM and NPtest, the two methods share a common principle of distinguishing gene expression distributions between samples with and without aberrant copy number levels. NPtest adopts a non-parametric hypothesis testing framework for the hypothesis that the expression
distributions are equal in the two groups of samples by incorporating uncertainty of
copy number calls in each sample with a tuning algorithm for unbalanced grouping.
However, it was shown that, through the examples of the oncogenes in the Pollack
data, the method still selects genes whose copy number calls are high in few samples
only even after applying the tuning algorithm proposed in their work. DLMM takes
a different approach, where the scores of copy number associated expression levels
is computed for individual gene in each sample and the frequency that the score is
above a chosen threshold across the samples is used for final gene selection. This
approach seems more relevant than both NPtest and GCSM in the joint analysis
because copy number associated gene expression changes is a relatively rare event
compared to our direct gene regulation activities.

DLMM can easily be extended to tumor-normal comparisons or comparisons be-
tween different types of tumors by changing the way the final joint probability is
calculated from the latent variables $Z$ and $W$. In tumor-normal case, one can per-
form a semi-parametric estimation by making the normal samples contribute to the
estimation of parameters in the mixture component for samples without aberrant
copy number levels, i.e. $(\delta_g, \eta^2_g)$ with 100% chance by fixing $W = 0$ since normal cells
are supposed to have little copy number aberration. In tumor-tumor comparisons,
one should keep track of copy number changes in the two groups separately, and se-
lect genes whose copy number-driven expression changes are unique in either group.
DLMM can also be used for the data where more than a single copy number probe
or clone can be mapped to a gene in the expression data. The segmentation applies
to high-resolution arrays exactly the same way the Pollack data was analyzed in this
work, and one can still score the coherent signal in the two data by defining multiple
$W$ variables for each pair of copy number probe and gene expression probe.
CHAPTER III

Hierarchical Hidden Markov Model with Application to Joint Analysis of ChIP-seq and ChIP-chip data

3.1 Study of Transcriptional Regulation by ChIP-experiments

Chromatin immunoprecipitation (ChIP) is a powerful method for isolating a particular protein bound to DNA sequences in vivo [88, 89]. In ChIP experiments, cells are first treated with reagents such as formaldehyde inducing protein-DNA crosslinks, and DNA is isolated and fragmented afterwards. An antibody specific to a target protein is added to precipitate the interacting pairs, and their crosslinks are reversed. The resulting DNA fragments are direct evidence for physical interactions between the target protein and the genes. These DNA segments can be simultaneously mapped to the genome with array-based hybridization, which is known as ChIP-chip [90, 91]. This technology has been widely used for the identification of transcription factor binding sites (TFBS). Recently, ChIP experiment coupled with massively parallel sequencing [92], or ChIP-seq, has been proposed as an alternative to ChIP-chip [93, 94, 95, 96, 97, 98, 99]. ChIP-seq offers genome-wide coverage in a single basepair resolution at low cost [100].

Although a number of previous studies have demonstrated the power of ChIP-seq, it has also been shown that different mapping strategies may identify mutually exclusive peak regions as candidate binding sites. For instance, Robertson et al [94]
Figure 3.1: Hierarchical hidden Markov model framework. The master process in the top layer summarizes multiple individual processes in the bottom layer. The hidden states in ChIP-seq and ChIP-chip data are considered as emission from the master process.

reported that the overlap between STAT1 ChIP-enriched regions identified by ChIP-seq and ChIP-chip is around 60%. Euskirchen et al [101] found that ChIP-chip and ChIP-PET [102, 103], a sequencing-based method, are frequently complementary to each other in identifying validated targets when the signal is not sufficiently strong. The evidence by Robertson et al [94] suggests that massively parallel sequencing may not work well for all DNA fragments uniformly. For example, the sequencing can be biased toward certain parts of the genome due to the complex chromatin structure of DNA molecules in their native form. Also, sequence reads may also have a reduced sensitivity in the genomic regions where repeat sequences exist. For those DNA fragments, other mapping methods not reliant on direct sequencing, e.g. ChIP-chip, can be a valuable source to complement the weakness of the sequencing technology.

For many of the existing ChIP-seq data, ChIP-chip experiments have also been conducted and the data are publicly available. It is desirable to take advantage of existing ChIP-chip data sets to assist in TFBS identification using ChIP-seq. While such a joint analysis has promise, it is a challenging statistical task to account for
the heterogeneity of data from the ChIP-chip and ChIP-seq platforms. This is because the two technologies show vastly different behavior in terms of sensitivity and specificity. Specifically, the peaks identified by ChIP-seq are expected to form regions that are much sharper than those in ChIP-chip due to its superior resolution, whereas ChIP-chip tends to report broader regions of moderate significance including potential false positives. Hence the signals from the two channels have to be appropriately weighted in order to keep the overall false positive rates low in the joint analysis.

To this end, a hierarchical hidden Markov model (HHMM), a collection of multiple individual-level hidden Markov models (HMMs) governed by a population or master-level HMM, is proposed. The structure of the model is illustrated in Figure 3.1. In this method, individual-level HMMs function as a de-noising filter that converts the raw data into inferred binary hidden states representing ChIP-enrichment and background noise, and the master-level HMM uses individual-level hidden states as a basis to infer the underlying true states. In this process, individual-level HMMs serve as a buffer to reduce the heterogeneity present in raw ChIP-chip and ChIP-seq data, and the master-level HMM summarizes their ChIP-enrichment status to produce the final probability score.

Development of HHMMs has been proposed previously in the literature [104, 105]. Recently, Shah et al [106] used this class of models for accurately detecting boundary points of copy number changes across multiple samples in genome-wide array-comparative genomic hybridization (aCGH) data. In their model, hidden states in the individual samples exchange mutual feedback with the hidden state in the master level. By contrast, for our problem, data from each channel is represented as an individual HMM, whose inferred hidden states are then modeled as the bivariate
emission probabilities of the master-level HMM. Thus the inference on the master level is based on the status of ChIP-enrichment in the two channels.

3.2 ChIP-chip and ChIP-seq Data

Data generated from ChIP-chip and ChIP-seq experiments are different. ChIP-chip data are intensity levels from probes on tiling arrays which are assumed to be proportional to the quantity of DNA fragments matching the probe. Probes on tiling arrays are usually 36-50 basepair long. Elevated intensity levels from multiple probes indicate ChIP-enrichment. By contrast, raw ChIP-seq data are sequencing reads with alignment position on the genome, where each sequence read is assumed to be copied from a DNA fragment in the sample. High frequency of sequence reads indicates ChIP-enrichment.

Because a HMM framework was adopted, the data is first summarized into fragment counts in units of windows of fixed size (25 nucleotides in this study and adjustable) along the genome. Dissecting chromosomes into windows of equal length has been used previously in the ChIP-seq literature [96]. Since the start and end positions of ChIP-chip probes do not match to these windows precisely, ChIP-chip probe boundaries were redefined so as to match the ChIP-seq windows (later in the master-level HMM). With typical probes having length greater than 25 nucleotides, one ChIP-chip probe can be mapped to multiple windows.

3.3 HHMM Model

Basic notations are introduced first. Let the ChIP-seq count data and the ChIP-chip intensity data denoted by $S = (s_1, s_2, \ldots, s_T)$ and $C = (c_1, c_2, \ldots, c_T)$ respectively, for a chromosome that has been divided into $T$ windows, assuming the number of windows is identical in the two data. It is assumed that each channel
follows its own independent HMM. Their respective hidden states are denoted by $h_s = (h_{s1}, h_{s2}, \ldots, h_{sT})$ and $h_c = (h_{c1}, h_{c2}, \ldots, h_{cT})$. As shown in Figure 3.1, these hidden states are modeled as bivariate random variables in the emission of master HMM, whose hidden states are denoted by $h = (h_1, h_2, \ldots, h_T)$. Hidden states in both the individual level ($h_s, h_c$) and the master level $h$ consist of either ChIP enriched (denoted 1) or background (denoted 0) states. Note that the ultimate goal of HHMM is to infer the master-level hidden states $h$.

The model parameters are now specified in the individual level first. The three main components of HMM – the initial probabilities, transition probabilities and emission probabilities [107] – are defined. The initial state distribution $\pi(h_{s1})$ and $\pi(h_{c1})$ and the transition probabilities $A^s_{x,y} = P(h_{st} = x, h_{s(t+1)} = y)$ and $A^c_{x,y} = P(h_{ct} = x, h_{c(t+1)} = y)$ for $x, y = 0, 1$ and $t = 1, \ldots, T$ can either be fixed or estimated from the data. In the latter case, one can assume each row of $A^s$ and $A^c$ follows multinominal distribution and estimate the probabilities from the frequency of relevant moves in the inference of $h_s$ and $h_c$ respectively. Parametric models are used to describe emission probabilities in different states.

3.3.1 HMM in ChIP-chip

In ChIP-chip data, Gaussian and Uniform distributions are used to model the observed hybridization intensities from the array probes. To be precise, $C_t|h_{ct} = 1 \sim U_{\theta_{c1}}(\cdot)$ and $C_t|h_{ct} = 0 \sim N_{\theta_c}(\cdot)$, where $U$ and $N$ denote uniform and normal distributions in the ChIP-enriched and the background states respectively. Gaussian-Uniform mixture model has been previously used to detect differentially expressed genes in microarray data analysis [54]. The uniform distribution parameters $\theta_{c1}$ are fixed as the minimum and maximum of intensities $\{C_t\}_{t=1}^T$, and the mean and variance parameters of the normal distribution $\theta_c = (\mu_c, \sigma_c^2)$ will be estimated.
The likelihood for the ChIP-chip HMM model can be written as

$$\pi(h_{c1}) \prod_{t=2}^{T} \pi(c_t|h_{ct}, \theta_{h_{ct}}) \pi(h_{ct}|h_{c(t-1)}, A_c)$$

A Bayesian inference was implemented for the HMM [108], which iteratively repeats imputation and posterior sampling steps: (1) Imputation: in this step, the path of hidden states is drawn from $h^{(i+1)}_{c} \sim \pi(h_c|C, \theta_0, \theta_1, A_c)$ using the forward-backward algorithm [107, 108], and (2) Posterior sampling: in this step, the parameters for the emission probabilities are drawn from $\theta^{(i+1)}_{cj} \sim \pi(\theta_j|h_{ct}, A_c)$ for $j = 0, 1$.

A conjugate prior is assumed for the emission in the background state, i.e. $\mu_c \sim \mathcal{N}(\nu_c, \tau_c^2)$ and $\sigma_c^{-2} \sim \mathcal{G}(\alpha_c, \beta_c)$. All hyperpriors were set to be non-informative prior.

Recall that the distribution for ChIP-enriched class has been specified as uniform distribution with fixed minimum and maximum parameters, so it remains to update parameters for the background state only. To be precise, the mean and variance parameters are drawn from

$$\mu_c \sim \mathcal{N}\left(\frac{\sigma_c^{-2} \sum_{T_0} c_t + \tau_c^{-2} \nu_c}{\sigma_c^{-2}|T_0| + \tau_c^{-2}}, \frac{1}{\sigma_c^{-2}|T_0| + \tau_c^{-2}}\right)$$

$$\sigma_c^{-2} \sim \mathcal{G}\left(\alpha_c + \frac{|T_0|}{2}, \beta_c + \sum_{T_0} (c_t - \mu_c)^2 \right)$$

where the set $T_0$ denotes $\{t = 1, \ldots, T : h_{ct} = 0\}$ and $|T_0|$ is the cardinality of the set. Given all emission parameters, $\{h_{ct}\}_{t=1}^T$ were sampled using the algorithm in Scott [108]. The posterior probabilities for $\{q_{ct}\}_{t=1}^T$, where $q_{ct} = P(h_{ct} = 1|C)$, were calculated by averaging posterior samples of $h_{ct}$ across all $t$.

### 3.3.2 HMM in ChIP-seq

In ChIP-seq data, in order to account for over-dispersion and higher proportion of zero counts, generalized Poisson (GP) and zero-inflated Poisson (ZIP) are used to model read counts in ChIP-enriched and background states respectively [109, 110].
There are two parameters ($\lambda_1, \lambda_2$) in the GP distribution, with the probability mass function of the observed count $s_t$ at location $t$

$$P(s_t; \lambda_1, \lambda_2) = \frac{\lambda_1(\lambda_1 + \lambda_2s_t)^{s_t-1}}{s_t!} e^{-\lambda_1-\lambda_2s_t}$$

On the other hand, the ZIP distribution is a mixture distribution of a point mass at zero and a Poisson distribution:

$$P(s_t; \alpha_0, \rho) = \alpha_0\delta_0(s_t) + (1-\alpha_0)e^{-\rho}\frac{\rho^{s_t}}{s_t!}$$

where $\delta_0(\cdot)$ is a point mass at zero. For inference purposes, a latent variable $Z_t$ is defined for sequence count $s_t$ at location $t$ such that $Z_t = 0$ if $s_t = 0$ and $s_t$ is generated from the point mass at zero, and $Z_t = 1$ otherwise (thus it is always the case $Z_t = 1$ if $s_t > 0$).

The likelihood for the HMM model can be written as

$$\pi(h_{s1}) \prod_{t=2}^{T} \pi(s_t|h_{st}, \theta_{h_{st}})\pi(h_{st}|h_{s(t-1)}, A_s)$$

where $\theta_{s1}$ and $\theta_{s0}$ are parameters of GP and ZIP distributions respectively. A Bayesian inference was implemented with the following posterior sampling distributions in the emission. For the emission in the background state, non-informative Uniform prior is assumed for $\alpha_0$ for the mixing proportion parameter. Then the posterior distribution for $\alpha_0$ is proportional to the likelihood, i.e.

$$\alpha_0 \propto \prod_{t \in T_0} P(s_t; \alpha_0, \rho)$$

where the set $T_0$ denotes $\{t = 1, \ldots, T : h_{st} = 0\}$ as in ChIP-chip. Now a non-informative gamma prior $\mathcal{G}(0.01, 0.01)$ is assumed for the Poisson mean $\rho$. Then the posterior distribution for $\rho$ is a gamma distribution

$$\rho \sim \mathcal{G}(0.01 + \sum_{t \in T} Z_ts_t, 0.01 + \sum_{t \in T} Z_t).$$
After updating these parameters, $Z_t$ is sampled for those windows with zero count ($s_t = 0$) from Bernoulli distribution with probability $\frac{e^{-\rho}}{1 + e^{-\rho}}$ and set $Z_t = 1$ for all other windows with positive counts ($s_t > 0$).

For the emission in ChIP-enriched states, the likelihood is re-written with respect to $\lambda' = \frac{\lambda_1}{1-\lambda_2}$ and $\theta' = \frac{1}{(1-\lambda_2)^2}$ after change of variables. With non-informative priors $P(\lambda') \propto 1$ for $\lambda' > 0$ and $P(\theta') \propto 1$ for $\theta' < 1$, the posterior distribution for these two parameters is proportional to the Generalized Poisson likelihood of all observations with $h_{st} = 1$, i.e.

$$P(\lambda', \theta'|s_t) \propto \prod_{t \in T_1} P(s_t; \lambda', \theta')$$

where the set $T_1$ denotes $\{t = 1, \ldots, T; h_{st} = 1\}$. With this likelihood, it is easy to proceed to construct Metropolis-Hastings update. For this part, only the data points in the ChIP-enriched states ($h_{st} = 1$) are used. Both parameters are updated by rejection sampling with symmetric Gaussian proposals. In both the ChIP-enriched and the background states, parameter updates were subject to the following identifiability constraint: $E(s_t|h_{st} = 1) \geq E(s_t|h_{st} = 0)$. This constraint generally avoids the label switching problem in two component mixture models such as two-state HMM [111].

Given all emission parameters, $\{h_{st}\}_{t=1}^T$ were sampled using the algorithm in Scott [108]. The posterior probabilities for $\{q_{st}\}_{t=1}^T$, where $q_{st} = P(h_{st} = 1|S)$, were calculated by averaging posterior samples of $h_{st}$ across all $t$.

### 3.3.3 Master HMM

In the master level, the initial state distribution $\pi(h_1)$ and transition probabilities $A_{x,y} = P(h_t = x, h_{t+1} = y)$ for $x, y = 0, 1, t = 1, \ldots, T$ are defined the same way as in the individual level. For the emission, the data $(h_s, h_c)$ are modeled with two multi-
nominal distributions, i.e. \((h_{st}, h_{ct})|h_t = 1 \sim \mathcal{M}_{\theta_1}(\cdot)\) and \((h_{st}, h_{ct})|h_t = 0 \sim \mathcal{M}_{\theta_0}(\cdot)\), where the distribution for the enriched state \(\mathcal{M}\) denotes multinomial distribution, and \(\theta_1 = (p_{00}^{1}, p_{01}^{1}, p_{10}^{1}, p_{11}^{1})\) and \(\theta_0 = (p_{00}^{0}, p_{01}^{0}, p_{10}^{0}, p_{11}^{0})\) are their parameters for ChIP-enriched and background states respectively. These parameters are given a conjugate Dirichlet prior with parameters \((\gamma_{00}^{1}, \gamma_{01}^{1}, \gamma_{10}^{1}, \gamma_{11}^{1})\) and \((\gamma_{00}^{0}, \gamma_{01}^{0}, \gamma_{10}^{0}, \gamma_{11}^{0})\) respectively.

Given the posterior probability pairs \((q_{st}, q_{ct})\) at all positions \(t = 1, \ldots, T\) estimated in the individual-level HMMs, hidden states in the master level are inferred as follows. Had \((h_{st}, h_{ct})\) been observed directly, the likelihood for the master level HMM would be

\[
\pi(h_1) \prod_{t=2}^{T} \pi(h_{st}, h_{ct}|h_t, \theta_{h_t}) \pi(h_t, h_{t-1}, A)
\]

From the inference of individual HMM, \(\{(q_{st}, q_{ct})\}_{t=1}^{T}\) are computed, but the actual hidden states \(\{(h_{st}, h_{ct})\}_{t=1}^{T}\) remain unknown still. Treating this as a missing data problem, the likelihood is integrated over all four possibilities of \((h_{st}, h_{ct})\) based on the marginal weights \((q_{st}, q_{ct})\), i.e.

\[
\pi(h_1) \prod_{t=2}^{T} \left[ \sum_{(h_{st}, h_{ct})} g_t \cdot \pi(h_{st}, h_{ct}|h_t, \theta_{h_t}) \right] \pi(h_t, h_{t-1}, A)
\]

where \(g_t = (q_{st})^{h_{st}} (1 - q_{st})^{(1-h_{st})} (q_{ct})^{h_{ct}} (1 - q_{ct})^{(1-h_{ct})}\). This multiplicative factor \(g_t\) weights the four possible cases of \((h_{st}, h_{ct})\) based on the product of their corresponding marginal posterior probabilities in ChIP-seq and ChIP-chip at position \(t\), as an approximate solution to the missing data problem.

With this likelihood, imputation and posterior sampling steps are iterated as in the ChIP-chip case: (1) Imputation: draw \(h^{(i+1)}|h_{s}, h_{c}, A\) using the forward-backward algorithm, and (2) Posterior sampling: draw \(\theta_j^{(i+1)}|h_{s}, h_{c}, h^{(i+1)}\) for \(j = 0, 1\). With the multinomial likelihood and the Dirichlet prior, the posterior is again Dirichlet distribution, thus \(\theta_j = (p_{00}^{j}, p_{01}^{j}, p_{10}^{j}, p_{11}^{j})\) are drawn from
\[ \mathcal{D}(\gamma_{00}^j + H_{00}^j, \gamma_{01}^j + H_{01}^j, \gamma_{10}^j + H_{10}^j, \gamma_{11}^j + H_{11}^j) \] where \( H_{kl}^j = \sum_t 1\{h_{st} = k, h_{ct} = l, h_t = j\} \) for \( k, l = 0, 1 \) and \( j = 0, 1 \).

Prior was elicited to reflect the known technological difference between ChIP-seq versus ChIP-chip in terms of precision and sensitivity. The ideal posterior distribution is one that scores peaks from ChIP-seq higher than those from ChIP-chip on average, but a non-informative prior is not able to achieve such weighting because signals are more abundant in the latter. This reinforces the need to elicit an informative prior for the master-level HMM. In fact, there are ways to conjecture the optimal posterior distribution in real data. For example, if one is aware of the false positive rates in ChIP-seq and ChIP-chip, then the posterior can be set so that the ratio \( p_{10}^1/p_{01}^1 \) is inversely proportional to the ratio of false positives. One can also learn this knowledge from preliminary motif search in TFBS identified in ChIP-seq and ChIP-chip and reflect the sensitivity ratio in \( p_{10}^1/p_{01}^1 \) and \( p_{11}^1/p_{10}^1 \). Through multiple simulations and real data analysis, it was found the following prior works well: \( \gamma_{11}^1 = M/2, \gamma_{10}^1 = M/5, \) and \( \gamma_{01}^1 = M/10 \) in the ChIP-enriched windows, and \( \gamma_{kl}^0 = 1 \) in the background windows. This specification leads to \( (p_{00}^0, p_{01}^0, p_{10}^0, p_{11}^0) = (0.48, 0.36, 0.15, 0.01) \) and \( (p_{00}^1, p_{01}^1, p_{10}^1, p_{11}^1) = (0.001, 0.001, 0.01, 0.988) \) in our simulation study, and the same prior is used in the real data analysis presented later as well.

The elicited prior results in the posterior probability ratios \( 1 < r_{01} < r_{10} < r_{11} \) where \( r_{kl} = p_{kl}^1/p_{kl}^0 \). This requirement is important since the noise in ChIP-chip will substantially increase counts \( H_{01}^1 \) and as a result the posterior probability for regions identified by ChIP-chip only will be higher than the regions identified by ChIP-chip only if a noninformative prior were used. Admission of ChIP-chip unique signals with higher frequency than ChIP-seq unique signals is likely to result in elevated false positive rates. It should be noted that, however, when the data
supports such relationship without strong prior elicitation, this setting is unnecessary and a noninformative prior should be used instead.

Given the parameter updates by sampling, the forward-backward equations are computed in order to sample the hidden states \( h = \{h_t\}_{t=1}^{T} \) sequentially. The posterior probability is then estimated by the average of the posterior output. At the last step, contiguous blocks of windows above a fixed threshold probability are identified as ChIP-enriched regions, where in this study the minimum length of a ChIP-enriched region was set at 100bp.

### 3.3.4 Regions with Missing Data

Because of technology limitations and repetitive regions, neither ChIP-seq nor ChIP-chip is able to survey all bases of the human genome. Regions that are inaccessible from both are marked and skipped. There are also regions on the genome that is accessible by ChIP-seq only or ChIP-chip only. When data from one source is missing, the inference of the hidden states at the upper level in HHMM will rely on the other data source alone. That is, using the marginal distribution (Bernoulli) of the joint distribution to model the observed (non-missing) data.

### 3.4 Simulation Study

A simulation study was conducted in order to assess the performance of HHMM. The posterior probabilities were generated instead of the raw signals, as the focus of this simulation study is the assessment of master level HMM, where the information from both data sources are combined.

First, the master-level hidden states \( h \) in a chromosome containing a hundred thousand probes (25M bp chromosome) were simulated from a stationary Markov
chain with a transition probability matrix

\[
A = \begin{pmatrix}
0.99 & 0.01 \\
0.15 & 0.85
\end{pmatrix}
\]

Hidden state 1 denotes ChIP-enrichment. ChIP-enriched states have been accepted only when the probes formed a contiguous block, i.e. all ‘singletons’ of the enriched state have been converted to the background state. This generates the baseline ‘truth’ where the true ChIP enriched sites are 150bp long on average (range from 75bp to 1375bp and IQR of 100bp ∼ 250bp).

Given a value of hidden state \( h_t = 1 \) at each locus \( t \), posterior probabilities \( P(h_{st} = 1|S) \) and \( P(h_{ct} = 1|C) \) have been generated from Beta distributions with mean 0.9 and 0.8 respectively. In order to reflect higher resolution in ChIP-seq over ChIP-chip, data was generated so that each true ChIP-enriched region is almost exactly covered by a ChIP-seq peak region with ChIP-chip signals surrounding it. Negative signals \( (h_t = 0) \) have been placed as follows. Reflecting the actual false positive rates of less than 5% in ChIP-seq and 25% in ChIP-chip previously reported in analyses of real data sets [94], these false positive signals were planted in blocks of 3-8 windows with probability 0.05 and 0.25 in the two data sets respectively.

Datasets with four possible sampling behaviors \((p_s, p_c)\) have been simulated. Sampling behavior here refers to the sensitivity of each data source producing signal within the true ChIP-enriched regions. Case I \((p_s = 0.75, p_c = 0.9)\) and Case II \((p_s = 0.6, p_c = 0.8)\) represent scenarios where ChIP-chip signals appear with a greater frequency (with a greater error rate) than ChIP-seq, which may represent the cases where the sequencing depth is low and hence a number of real ChIP-enriched regions are missed by ChIP-seq. Case III \((p_s = 0.75, p_c = 0.75)\) and Case IV \((p_s = 0.9, p_c = 0.9)\) represent scenarios where both data sources cover real binding
Figure 3.2: Receiver operating characteristic in the simulation study

site motif regions with a good sensitivity and some of the platform specific regions host a good number of real motifs. Other scenarios of a varying range of combinations with the fixed $p_s/p_c$ ratio have also been simulated, and the results were consistent.

HHMM was compared with four other ways to identify ChIP-enriched regions with high probability. (1) ChIP-seq only: peak regions from ChIP-seq HMM; (2) ChIP-chip only: peak regions from ChIP-chip HMM; (3) Intersection: common peak regions in both sources; and (4) Union: peak regions from either source. Figure 3.2 shows the receiver operating characteristic (ROC). In all examples, HHMM is the best performing method in terms of sensitivity followed by Union, outperforming both single-source analyses. More importantly, HHMM keeps the specificity higher...
than Union for nearly all decision points (square dots). The fact that the ROC curve bent to the right significantly for high specificity decision points in the Union indicates that blind picking of all signals would result in high false positive rates at a fixed specificity, mostly due to ChIP-chip data. HHMM removes most of the low-key negative signals, which can be seen in the upper left corner of the ROC curves. Despite the high specificity, Intersection is the least competitive with respect to the ROC in the simulated data.

In sum, the results in Cases I through IV indicate that the area under the curve of the ROC is the highest in HHMM followed by Union and the number of positive calls is almost always highest in HHMM at fixed specificity. In all scenarios where either the more advanced mapping platform misses some of the true signals or both platforms complement the identification for each other, HHMM has the potential to collect the highest number of binding sites and, at the same time, keep the false discovery rates lower than blind picking of all signals.

Meanwhile, another dataset was simulated with \((p_s, p_c) = (0.8, 0.6)\), where the better performing platform ChIP-seq covers most of the signals picked up by ChIP-chip. Examination of ROC curve shows that HHMM, ChIP-seq only, and Union methods perform equivalent to one another, indicating that there is no additional benefit earned by HHMM as expected. Also, this is consistent with the fact that the ROC improved the least in Case IV out of the four scenarios, where the number of overlapping signals in ChIP-seq and ChIP-chip is the largest among all. This is an intuitive result since the more advanced platform captures more of real signals in the data, and thus repetitive identification in another platform with reduced resolution does not improve the results.
3.5 Application to NRSF and CTCF Data

HHMM was applied to real datasets to evaluate the performance in terms of the statistical significance of motif enrichment in two well-studied transcription factors. For regions identified by each method, MatInspector [112, 113] in Genomatix (http://www.genomatix.de) was used to find TF binding sites. In alignment scoring, the position weight matrix (PWM) stored in MatBase of Genomatix for the NRSF data, or a custom built PWM reported in Kim et al [114] for the CTCF data were used. See Figure 3.3. All default parameter settings were used throughout. For comparison of different peak selection methods, the enrichment of TFBS motifs was tested by chi-squared test in a contingency table setting. The rows of the $2 \times 2$ table indicate whether the motif search was done in the original sequence or the permuted sequence, and the columns indicate whether the sequences contain motifs or not. Match rate was also computed, which is defined by the difference in the number of
motifs found in the original sequence and the permuted sequence per 1kb, which can be used a measure of average resolution of TFBS identification in different methods.

3.5.1 NRSF Data

In a recent study, Johnson et al [93] used the ChIP-seq technique to study genome-wide mapping of binding sites of NRSF, a neuron-restrictive silencer factor NRSF, known for its negative regulation of many neuronal genes in non-neuronal cells [115], were mapped to approximately 2,000 locations in the human genome using ChIP-seq. ChIP-seq data was available from reference [93] and an unpublished ChIP-chip data for NRSF in the Nimblegen ENCODE array platform was also available in Gene Expression Omnibus (GSE7372). Since the Nimblegen ENCODE tiling arrays do not cover the whole genome, this section focuses on the 10 ENCODE regions each spanning 5 million bps, i.e. approximately 1% of the human genome.

The regions identified in ChIP-seq and ChIP-chip data covered roughly 28.8K basepairs and 4.7M basepairs respectively. Among these, 422 windows were overlapping, which represents 37% of ChIP-seq. The posterior probabilities were then combined into a parallel matrix as mentioned previously, and master-level HMM was fit. Peak regions were selected with five different probability thresholds (0.2, 0.4, 0.6, 0.8, 0.9) using all the methods compared in the simulation study.

NRSF binding site motifs were searched within the selected peak regions. In the search, PWM of the 21bp-long motif reported in Schoenherr et al [116] was used in Genomatix (See the top panel of Figure 3.3). The sequences have also been randomly permuted and the motif search was reiterated, providing a reference to assess the significance of the hits. It is important to realize that the peak regions selected with a certain fixed threshold is not necessarily comparable from one method to another. Rather, one should examine the overall performance across all five thresholds when
Figure 3.4: Motif enrichment across multiple probability thresholds. Significance analysis of motif enrichment by the five methods at multiple probability thresholds (0.2,0.4,0.6,0.8, 0.9). The left panel shows the negative log10 transformed p-value in chi-squared tests. The right panel shows the match rates, the number of motifs per 1 kilobases, in HHMM and Union.

comparing different selection methods.

Figure 3.4 shows the result of the analysis. The left panel shows that the chi-squared test of motif enrichment gives the highest statistical significance in the selected regions reported from HHMM among all methods, followed by Union or ChIP-seq depending on the choice of the thresholds. The right panel compares the match rates, i.e. the number of binding site motifs per 1 kb, in the two best competing methods Union and HHMM. It is observed that HHMM shows a higher match rate across all thresholds, indicating higher resolution of identified TFBS’s. For a more detailed illustration, see the case of a high probability threshold 0.9. Table 3.1 shows that the total number of motifs is the highest as 67 in the Union method, but the HHMM picks up 46 motifs while keeping the false positives less than half of the Union, indicating improved control of false positive rates, at the expense of a fewer low ranking signals.
### 3.5.2 CTCF Data

As a second example, the binding sites of CTCF were mapped on a genome-wide basis using the ChIP-chip data from Kim et al [114] and the ChIP-seq data from Barski et al [95]. CTCF is a zinc finger protein that has a multivalent character as a transcription factor [117, 118] capable of participating in both repression and activation due to the combinatorial use of its 11 zinc fingers. CTCF zinc fingers can be selectively utilized based on the different needs of target genes, and thus the binding sites are likely to be more variable than other transcription factors. For instance, Kim et al [114] has reported 62 genes for which multiple CTCF binding sites were identified. See the bottom panel of Figure 3.3 for the binding site motif reported in the study.

Individual HMM fits in this data showed that 419,457 windows in ChIP-seq and

---

### Table 3.1: Binding site identification results in NRSF data. Regions containing at least one peak with probability 0.9 and above were selected and motifs with position weight matrix corresponding to NRSF motif were searched. Match rate is defined as (\#Match - \#Permute) / 1kb.

<table>
<thead>
<tr>
<th>Method</th>
<th>#Match</th>
<th>#Permute</th>
<th>#Peaks</th>
<th>Coverage(bp)</th>
<th>OR</th>
<th>-log_{10}(p)</th>
<th>Match Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>HHMM</td>
<td>46</td>
<td>11</td>
<td>416</td>
<td>177.0K</td>
<td>4.58</td>
<td>5.51</td>
<td>0.20</td>
</tr>
<tr>
<td>Union</td>
<td>67</td>
<td>24</td>
<td>817</td>
<td>274.5K</td>
<td>2.95</td>
<td>5.23</td>
<td>0.16</td>
</tr>
<tr>
<td>ChIP-seq</td>
<td>25</td>
<td>4</td>
<td>53</td>
<td>25.9K</td>
<td>10.94</td>
<td>4.35</td>
<td>0.81</td>
</tr>
<tr>
<td>ChIP-chip</td>
<td>52</td>
<td>17</td>
<td>788</td>
<td>254.9K</td>
<td>3.20</td>
<td>4.55</td>
<td>0.14</td>
</tr>
<tr>
<td>Intersect</td>
<td>10</td>
<td>1</td>
<td>24</td>
<td>6.2K</td>
<td>16.43</td>
<td>2.30</td>
<td>1.45</td>
</tr>
</tbody>
</table>

### Table 3.2: Binding site identification results in CTCF data. Peak regions that contains a signal with probability 0.9 and above were selected and motifs with position weight matrix corresponding to CTCF motif were searched. Match rate is defined as (\#Match - \#Permute) / 1kb.

<table>
<thead>
<tr>
<th>Method</th>
<th>#Match</th>
<th>#Permute</th>
<th>#Peaks</th>
<th>Coverage(bp)</th>
<th>OR</th>
<th>\chi^2</th>
<th>Match Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>HHMM</td>
<td>23,772</td>
<td>4,815</td>
<td>65,808</td>
<td>30.31M</td>
<td>7.16</td>
<td>16,057.36</td>
<td>0.63</td>
</tr>
<tr>
<td>Union</td>
<td>26,788</td>
<td>6,200</td>
<td>83,325</td>
<td>40.08M</td>
<td>5.89</td>
<td>16,018.71</td>
<td>0.51</td>
</tr>
<tr>
<td>ChIP-seq</td>
<td>16,771</td>
<td>1,836</td>
<td>25,372</td>
<td>9.33M</td>
<td>25.00</td>
<td>18,926.85</td>
<td>1.59</td>
</tr>
<tr>
<td>ChIP-chip</td>
<td>16,599</td>
<td>5,134</td>
<td>69,246</td>
<td>33.83M</td>
<td>3.94</td>
<td>7,172.77</td>
<td>0.34</td>
</tr>
<tr>
<td>Intersect</td>
<td>6,310</td>
<td>719</td>
<td>9,576</td>
<td>3.06M</td>
<td>23.80</td>
<td>7,023.18</td>
<td>1.83</td>
</tr>
</tbody>
</table>
around 3.4 million probes (7.1 million windows worth) in ChIP-chip had positive posterior probabilities, where 152,025 windows overlapped with each other (37% of ChIP-seq). Among these, around 1.5 million windows had posterior probabilities 0.9 in at least one channel in the individual level, and around 1.2 million of these had 0.9 and above probability in the master level.

Table 3.2 presents the motif enrichment test results based on the analysis with the probability threshold 0.9. It is easy to see that HHMM and Union are the two methods that collects the highest number of TFBS motifs, but the number of random hits in the permuted sequences show almost a 3 to 4 ratio, indicating that the relative significance of motif search results is improved in HHMM.

Since the number of hits in a genome-wide data is extremely large, all chi-squared tests gave p-value of flat zero, and the statistics themselves are of a similar magnitude as most methods demonstrates a certain degree of enrichment. However, the odds ratio of observing motifs in the selected regions was higher in HHMM (7.16) than in Union (5.89), and the match rate was also higher in HHMM (0.98/1,000 basepairs) than in Union (0.84/1,000 basepairs). This improvement is an obvious consequence of the fact that the regions picked by HHMM (30M basepairs) is far narrower than those picked by Union (40M basepairs) on average.

On the other hand, ChIP-seq data from Barski et al [95] seems to demonstrate the ultra-performance of ChIP-seq, where 62% of the motifs found in Union were identified, but the search regions are so specific that the number of random hits is low (16,711/26,788) and therefore the odds ratio and the match rates are high. But it is the goal of HHMM to find a compromise between Union and ChIP-seq only analysis, in which an extra 7,000 motifs were saved by allowing some of the most significance ChIP-chip specific regions at the expense of a reduced overall statistical
significance of motif enrichment.

3.6 Discussion

The availability of multiple experimental datasets profiling the activity of a specific transcription factor is an important asset for delineating regulatory mechanisms. The proposed HHMM method not only identifies more binding sites with increased specificity, but also serves as an assessment of agreement and discrepancy between both technologies. It is noted that the proposed methodology may not be optimal when the best performing experimental platform (ChIP-seq in this case) reports most of the data from the other platforms, since additional information with a decreased precision will do nothing but dilute the signal with little contribution to finding extra binding site motifs. Nevertheless, it is difficult to expect that the new sequencing technology will always be able to provide perfect coverage of the genome in practice, and thus the previously deposited ChIP-chip data sets may be of significant value in improving TFBS identification in most cases.

Although our method is designed for combining ChIP-chip and ChIP-seq data, the HHMM framework is rather general and can be applied to other scenarios where information collected from multiple sources may be integrated. The opportunities for this type of joint analyses frequently arise in biomedical research. With the rapid development of new technologies, there are often multiple assays co-existing, measuring the same or closely related quantities of interest. As an example, both microarray and SAGE can be used to measure gene expression levels. Each method has its own advantages and disadvantages. Even for microarray, there are multiple platforms available such as cDNA spotted microarray, Affymetrix GeneChip and Agilent long oligo array. Also for measuring protein-DNA binding, a series of assays
have been developed, e.g. ChIP-PCR, ChIP-chip, ChIP-PET and ChIP-seq. Since these assays often have different sensitivity and specificity, straightforward combinations such as union and intersection do not work well. HHMM, on the other hand, is built under a coherent probability framework that is able to handle heterogeneity in sensitivity and specificity from the individual channels, and therefore allows for easy incorporation of data from multiple experimental platforms. With the technologies constantly changing, the advantage of this joint modeling approach is expected to have far-reaching implications.
CHAPTER IV

Significance Analysis of Quantitative Proteomic Data using Spectral Counts

4.1 Label-Free Quantitative Proteomics by Spectral Counting

The following two chapters discuss hierarchical modeling in the context of quantitative proteomic data analysis. Although there is a significant difference between genomics and proteomics datasets, properly processed datasets of either experimental platform can be modeled using Bayesian hierarchical models since they naturally address the small sample size, which is the common problem.

Mass spectrometry (MS) - based large-scale shotgun proteomics is currently the most commonly used approach for the identification and quantification of proteins in large-scale studies [119, 120, 121]. A variety of mass spectrometry-driven protein quantification methods have been proposed including conventional 2D-gel electrophoresis followed by the MS-based identification, as well as the methods involving stable isotope labeling of proteins or peptides coupled with tandem mass spectrometry (MS/MS) sequencing, e.g. Isotope-Coded Affinity Tags (ICAT) and multiplexed quantification using isobaric tagging reagents (iTRAQ) [122, 123, 124, 125, 126].

In the recent years, the so-called label-free methods have received increasing attention as a promising solution that automatically waives some of the disadvantages of the stable isotope labeling methods. Developments in that area have focused on
the analysis of two-dimensional images (spectrogram) of ion intensities across the
span of retention time and mass-to-charge (m/z) ratio from a liquid chromatography
(LC) - MS or LC-MS/MS run, where peak intensities are used as the abundance
measure [127, 128, 129]. Despite the rich physico-chemical information contained in
the spectrogram, the computational effort required for processing the data, including
background filtering, peak detection and alignment, is often daunting.

Another viable yet much simpler quantification strategy is spectral counting,
where the number of spectra matched to peptides of a protein is used as a surro-
gate measure of protein abundance. A number of recent studies have demonstrated
that spectral counting can be as comprehensive as ion peak intensities in terms of
detection range, while retaining linearity [130]. A number of groups have proposed a
variety of normalized scores based on transformed spectral counts, including meth-
ods that explore weighted scoring by peptide match score [131], normalized by the
number of potential peptide matches [132] or peptide sequence length and over-
all experiment-wide abundance [133], or models that incorporate the probability of
identification into counting [134]. There are also other works that not only attempt
to refine the abundance index, but also propose to adopt standard statistical tests
on the raw/transformed counts to analyze the protein expression data. See Fu et al
and Zhang et al [135, 136].

Despite many published successful examples, there is a lack of standard comput-
tational and statistical methods for analyzing this type of data as well established
as in the gene expression data, including differential expression analysis such as sig-
nificance analysis of microarray data (SAM) [137], clustering and classification, and
network analysis [138, 139, 140]. In fact, most studies demonstrating the use of spec-
tral counts have resorted to data-driven corrections of conventional signal-to-noise
ratio statistics such as mean-variance model adjustment [141] and detection rate adjustment [135]. These adjustments are primarily targeted to correct the bias in the statistic that favors large differences in highly abundant proteins. The technical challenges for modeling quantitative proteomics data are distinct in their own right and can be described in two ways. First, neither ion peak intensities nor spectral counts can be easily modeled with standard distributions as in the gene expression data. This increases the burden of finding the appropriate statistical model and estimation methods. Second, due to the cost and effort considerations, profiling two or more replicates is rarely done in the comparison of distinct biological conditions. This makes it difficult to perform robust estimation and inference on the model parameters since it is not feasible to observe evidences consistently over many samples in homogeneous biological condition. Even the permutation-based method for generating reference distributions will not work well unless more than 4 or 5 replicates are generated for each condition.

In this chapter, a general statistical framework for analyzing spectral count data is described. The method can not only address the issue of the appropriate probability distribution for count data, but also tackle the lack of statistical information due to the absence of replicate samples. In this work, hierarchical Bayes estimation is implemented assuming a generalized linear mixed effects model (GLMM) [142] for the entire matrix data, where the spectral counts of a protein are considered to be random numbers from a large population of proteins and hence the model parameters are directly shared within replicates and across proteins. This comprehensive modeling strategy is more powerful than calculating the signal-to-noise ratio type of differential expression test statistics per protein basis and referencing them to an approximate null distribution, especially when the number of replicates is limited.
This section is organized as follows. First, overall modeling framework is described and its applicability to a wide variety of experimental designs is discussed. The performance of the model-based protein selection is evaluated using synthetic datasets with comparison to the methods using signal-to-noise ratio statistics, particularly in terms of the power to detect differentially expressed proteins at fixed error rates and the property of the detected proteins such as abundance. A experimental dataset taken from Pavelka et al [141] is re-analyzed for the comparison of proteomic profiles of a Yeast strain at two different phases in cell growth. Annotation enrichment analysis is performed to compare the biological functions highlighted by the protein signature detected by the proposed method and the conventional signal-to-noise method, and related computational and statistical issues are discussed.

4.2 Statistical Model

4.2.1 QSpec: Hierarchical Bayesian Model

For a dataset with $n$ samples and $p$ proteins, a model-based method is proposed to select proteins whose absolute abundance changes by a statistically significant amount in different biological conditions. Spectral counts of a protein are modeled as observations from the Poisson distribution and the expected counts as a linear function of normalizing factors, treatment or disease status, and other experimental information. Unlike in gene expression datasets, typical proteomics dataset have data over a few replicates or samples only, and as a result, fitting Poisson regression model for individual proteins separately is nearly infeasible as a consequence.

A seemingly reasonable approach might be to use fold change ratios as indicators of relative protein changes, and follow up with a proper global error rate correction. However, this approach selects proteins based solely on the effect size without incorporating the variability, and therefore it may introduce a number of false positive
calls in low abundance proteins where a small difference may result in a large fold change ratio. To face the challenges, a statistical methodology called hierarchical Bayes, which pools the statistical information on the regression models across proteins, can be used. Considering each protein as a member of the population of all identified proteins, the regression parameters for each protein is modeled as random effects.

More specifically, suppose that a spectral count data matrix $X = [X_{ij}]$ is given. Assuming that $X_{ij}$ are observations from a Poisson distribution with expected count $\mu_{ij}$, for $i = 1, 2, \ldots, p$, consider the model for the expected count matrix as a generalized linear mixed model (GLMM)

\begin{equation}
\log(\mu_{ij}) = \log(L_i \cdot N_j) + a_0 + b_{0i} + b_{1i} T_j \tag{4.1}
\end{equation}

where $\mu_{ij}$ is the expected count for protein $i$ in replicate $j$, $L_i$ is the sequence length of protein $i$, $N_j$ is the normalizing constant of replicate $j$, $a_0$ is the baseline abundance, and $b_{0i}$ and $b_{1i}$ are the protein specific abundance and differential expression parameters for protein $i$. The first term in the right hand side of the Equation (4.1) is a fixed normalizing term, often referred to as offset in regression analysis. The protein sequence length $L_i$ adjusts for the bias in the count for longer proteins, and the normalizing constant $N_j$ of replicates adjust for the overall abundance of each replicate or sample. For the latter constant, the aggregate count across all proteins in each sample is used to reflect the total abundance of all proteins identified in each MS/MS experiment. Most importantly, the treatment effect is defined as follows: $T_j = 1$ if replicate $j$ is in treatment, and $T_j = 0$ otherwise. If the treatment effect $b_{1i}$ were a redundant parameter, then the model in Equation 4.1 reduces to

\begin{equation}
\log(\mu_{ij}) = \log(L_i \cdot N_j) + a_0 + b_{0i} \tag{4.2}
\end{equation}
Given the model setup, the probability distribution is specified for the model parameters as follows. Since $M_R$ is a nested model of $M_F$, it suffices to write the model specification for $M_F$. Even though the expected spectral counts are expressed in the form of a GLMM, the connection across the model parameters in different proteins has yet to be established. To this end, assume the likelihood with Poisson distribution $X_{ij} \sim \text{Poisson}(\mu_{ij})$ where $\mu_{ij}$ is a linear function of $a_0$, $b_{0i}$, and $b_{1i}$. It is assumed the conventional Gaussian prior $a_0 \sim \mathcal{N}(0, \sigma^2_a)$ and $(b_{0i}, b_{1i}) \sim \mathcal{N}(0, \text{diag}(\sigma^2_0, \sigma^2_1))$ for all $i = 1, \ldots, P$, and Inverse Gamma prior for the variance component $\sigma^2_j \sim \text{IG}(\alpha, \beta)$ for $j = 0, 1$.

### 4.2.2 Tests for Differential Expression

The full model in Equation (4.1) and the reduced model in Equation (4.2) are named as $M_F$ and $M_R$ respectively. If the evidence from the spectral count data supports $M_F$ over $M_R$, the protein will be considered as differentially expressed. Comparing the goodness of fit by $M_F$ and $M_R$ leads to the selection of differentially expressed proteins because the model with differential expression parameter fits the data better than the model without it if the protein is indeed differentially expressed. The exact protein selection method will be described in the next section more precisely.

The strategy for determining whether each protein is differentially expressed between the two conditions is straightforward. For each protein, Bayes factor [143] is calculated

\begin{equation}
B_i = \frac{p(X_i|M_F)}{p(X_i|M_R)} = \frac{\int p(\Theta_F|M_F)p(X|\Theta_F, M_F)d\Theta_F}{\int p(\Theta_R|M_R)p(X|\Theta_R, M_R)d\Theta_R}
\end{equation}

In Equation 4.3, the numerator and the denominator are essentially the likelihoods of observing the counts under $M_F$ and $M_R$ respectively. Thus if this ratio is large,
the data supports the model with the differential expression parameter over the model without, providing a probabilistic evidence that the protein is differentially expressed.

Conventionally, Bayes Factor greater than 10 suggests a strong evidence for the model in the numerator, and Bayes Factor greater than 30 suggests a very strong evidence for the same model according to Jeffreys [143]. However, these conventional cutoffs do not work efficiently in the high-throughput datasets due to the need to apply the multiple testing correction. Applying a sole Bayes factor threshold, however, may have its own minor drawback when there are low quality replicates. Empirically it was found that Bayes factor can be over-estimated due to the heterogeneity in counts that cannot be explained by a single expected count rather than the real differential expression, especially in extremely high abundance proteins. In this case, the averaged likelihood in the model without the differential expression parameter tends to be penalized more than the model with the parameter. In order to address this issue, it was enforced that the selected proteins have a fold change by no less than 50%. In the subsequent data analysis, it was also found that almost all proteins filtered by this step are in the high abundance range, and the number of these proteins is quite small.

4.3 Inference

Model parameters were estimated by taking average of posterior samples generated from the random walk Metropolis-Hastings algorithm with Gaussian kernel. That is, for each parameter $\theta$, a random sample $\theta'$ was drawn from Gaussian distribution with mean equal to the current value $\theta^c$, and the proposal was accepted with
probability
\[
\min \left\{ 1, \frac{\text{Likelihood}(\theta'|\text{data})\text{Prior}(\theta')}{\text{Likelihood}(\theta^c|\text{data})\text{Prior}(\theta^c)} \right\}
\]
. The order of parameter update was as follows:

- Update \( a_0 \propto \mathcal{N}(0, \tau^2) \cdot P(\{X\}_{ij}; \mu(a_0)) \).

- For every \( i \), update \((b_{0i}, b_{1i}) \propto \mathcal{N}(0, \text{diag}(\sigma_0^2, \sigma_1^2)) \cdot P(\{X\}_i; \mu(b_{0i}, b_{1i})) \).

- For \( j = 0, 1 \), update \( \sigma_j^{-2} \sim \mathcal{G}(\alpha + P/2, \beta + \sum_i b_{ji}^2 / 2) \).

### 4.4 Simulation Study

The first dataset can be considered as a control dataset of 8 replicates of the BY4741 strain in yeast, four cultures grown in \(^{14}\text{N}\) and the other four in \(^{15}\text{N}\) media. The MudPIT analysis was performed on the four pools of labeled proteins mixed at 1:1 ratio in the experiment, and the spectral count matrix was generated for \(^{14}\text{N}\) and \(^{15}\text{N}\) labeled proteins in the four mixtures, giving 8 samples total. This control data was used for generating simulated datasets by inserting fold changes to a pre-selected set of the proteins.

Using the control dataset, two groups of synthetic datasets have been generated from the control dataset. Total of 1307 proteins have been identified at least once in one of the eight samples. Since the cultures were grown in \(^{14}\text{N}\) and \(^{15}\text{N}\) media and then mixed into four pools at 1:1 ratio before the mass analysis, in effect this data has no real signals between the differentially labeled samples in all proteins. In order to create synthetic datasets with non-trivial differential expression, the rows of the data were shuffled to ensure that the distribution of high and low abundance proteins is uniform across the rows. Then the first 200 proteins in the matrix were selected, and 2 fold changes were inserted to the selected proteins, generating the
first synthetic dataset (FC2). The second synthetic dataset (FC4) were generated by inserting 4 fold changes to the selected proteins. By construction, the signals present in the first 200 proteins are stronger in FC4 than FC2.

One interesting issue ahead is to determine how the number of replicates affects the power in detecting differentially expressed proteins. Thus further variants of the two datasets (FC2, FC4) were derived by varying the size of replicates as follows. The first column was taken from each group of four identically labeled replicates and the two columns were saved as the dataset with no replicate (FC2-1SPL, FC4-1SPL). Likewise, The first two and three columns from each group of four replicates were saved into separate files as the datasets with 2 replicates (FC2-2SPL, FC4-2SPL) and 3 replicates (FC2-3SPL, FC4-3SPL) respectively. The original data with all four replicates of each group was considered as the dataset with 4 replicates, named (FC2-4SPL, FC4-4SPL) accordingly.

To assess the performance of the proposed method from a comparative viewpoint, the proposed method and the conventional signal-to-noise ratio statistics coupled with false discovery rate (FDR) control were used. Particularly, the variance adjustment of t-statistics by the power law global error model (PLGEM) was reported to have improved the detection of interesting proteins in [141], hence their method was used in place of the conventional t-statistic. Raw spectral count matrix was converted into NSAF values [133], and ran the PLGEM model to calculate moderated t-statistics, and obtained permutation-based p-values with the FDR control. Then proteins were selected using various cutoffs in order to examine the power over a wide range of FDRs. Using the outputs from both methods, the comparisons were made based on the power of detection at a fixed error rate in both methods. The number of proteins called as differentially expressed by the two methods were compared
across the span of FDR. It is important to note, however, that the signal-to-noise ratio statistics require the calculation of variance, thus the methods like PLGEM StN cannot be applied to datasets that have less than 3 replicates such as FC2-1SPL/2SPL/SUM and FC4-1SPL/2SPL/SUM datasets. Therefore the comparisons below are shown for FC2-3SPL/4SPL and FC4-3SPL/4SPL datasets only, although QSpec was applied to all datasets.

Figures 4.1 A and B illustrate the comparison. The two figures correspond to the synthetic datasets FC2 and FC4 respectively. In both figures, it is easily seen that the two methods pick up more proteins with more replicates at a fixed FDR point. Also, the performance improves as one moves from FC2 to FC4 for every curve included in the figures. Comparing the two methods for the data with the same number of replicates and the fold change, QSpecs model based protein selection clearly outperforms that of the signal-to-noise ratio statistic with PLGEM variance adjustment (PLGEM StN hearafter) across the board. For example, in the FC2-4SPL dataset, QSpec selects 50 proteins (25%) at FDR 10% while PLGEM StN selects 24 proteins (12.5%). In the four replicate FC4-4SPL dataset, QSpec collects 193 proteins (96.5%) at the same FDR level, while the other method selects 167 (83.5%). Furthermore, it is worth noting that QSpecs protein selection from the single replicate FC2-1SPL and FC4-1SPL datasets performs no worse than PLGEM StNs selection from the three replicate FC2-3SPL dataset, and QSpec in the two replicate FC4-2SPL data is equivalent to PLGEM in the three replicate FC4-3SPL data.

Meanwhile, it was found that, in the aggregate sum FC2-SUM and FC4-SUM datasets, QSpecs model performed equally well with the same model applied to the four replicate FC2-4SPL and FC4-4SPL datasets. As discussed earlier, this can be
Figure 4.1: QSpec and PLGEM StN methods on simulation datasets. The number of true positive proteins identified by QSpec and PLGEM StN at fixed FDRs in synthetic datasets with known fold changes (two fold data in 2A and four fold data in 2B). The datasets with the same number of replicates, but analyzed by different methods, were marked with the same point marks. The lines from QSpec were colored in black, those from PLGEM StN were colored in red. The line from a QSpec run on the count sum dataset was colored in blue.
explained by the fact that all the information used to fit the Poisson model was summarized in the count sum (sufficient statistic). More precisely, this is so because the Poisson model assumes that the expected count is equal to the variability of the counts (variance) due to its parametrization, so the model does not have a separate variance parameter. This feature of Poisson models becomes problematic when there exists a considerable degree of heterogeneity within replicates of the same condition that cannot be corrected by simple normalization procedures, and the remedy to this problem will be discussed later.

4.5 Comparative Growth Analysis

A dataset generated from the mass analysis of four replicates of the same strain grown up to the logarithmic and stationary phases in $^{14}$N medium was re-analyzed for a comparative growth phase analysis. Using this dataset, it will be shown that the protein selection by the propose method may lead to more relevant biological interpretation of the data than the conventional data analysis methods.

In [141], the authors applied PLGEM StN to the selected subset of 511 proteins that were consistently identified across most replicates grown in the logarithmic (LP) and stationary (SP) phases, and annotated the selected hundred proteins with the highest signal-to-noise ratio using Gene Ontology in order to interpret the protein signature in the context of the cool-down of biosynthetic processes and translation activities as the cell growth moves into the stationary phase.

QSpec selected 298 proteins with Bayes Factor above 9.8, and considering all proteins satisfying this criterion as significantly differentially expressed would introduce on average 5% FDR or less according to the mixture model-based error estimation. Out of 298 proteins, 121 were over-expressed in the stationary phase and 177 were
over-expressed in the log phase, whereas 34 of the 100 proteins from PLGEM were over-expressed in the stationary phase and the remaining 66 were over-expressed in the log phase. The breakdown of expressed proteins in the two phases shows that a larger number of differentially expressed proteins are expressed in the log phase, but does not necessarily indicate that there are more proteins active in the log phase. Note that 82 of the top 100 proteins from PLGEM were also in the list of 298 proteins from QSpec, which implies that the top list from PLGEM was almost completely recovered by QSpec. One should be alerted caution, however, in comparing the sensitivity of the two methods based on this result since the top 100 proteins from PLGEM was not a selection based on the control of FDR to the same degree as in the selection of 298 proteins from QSpec. The top lists between QSpec and PLGEM were overlapped using the entire 1508 proteins.

The GO annotations and their significance measures were given by FATIGO+, and the most significant terms located in a reasonably high hierarchy of the GO are shown in Figures 4.2. Table A (QSpec) and B (PLGEM) in Figure 4.2 lists the biological functions (FDR corrected p-value less than 0.05) enriched in the two lists above. It was found that the list obtained from QSpec, reported in Table A in Figure 4.2, highlights almost all these functions reported in Table B with enhanced statistical significance measures. Biological processes such as translation and cellular biosynthetic process are the common top significant terms in the both QSpec and PLGEM lists of proteins overexpressed in the log phase, with the multiple testing corrected p-values much lower in QSpec annotation table (higher significance), giving a high confidence explanation for the slow-down of biosynthesis machinery in the stationary phase of cell growth. Meanwhile, a large number of terms selected only in QSpec annotation were found to be enriched in the list of proteins overexpressed
**Functional Annotation for Proteins Reported To Be Up&Down Regulated in Log Phase by QSpec**

<table>
<thead>
<tr>
<th>(Over)ExpressedIn</th>
<th>Category</th>
<th>GO Term</th>
<th>FDR-adjusted p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>LogPhase</td>
<td>Biological Process</td>
<td>translation</td>
<td>5.55E-15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>macromolecule biosynthetic process</td>
<td>8.72E-12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>cellular biosynthetic process</td>
<td>4.30E-08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>biosynthetic process</td>
<td>3.06E-07</td>
</tr>
<tr>
<td></td>
<td>Cellular Component</td>
<td>ribosome</td>
<td>6.75E-15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ribonucleoprotein complex</td>
<td>5.02E-13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>intracellular non-membrane-bound organelle</td>
<td>6.70E-07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>small ribosomal subunit</td>
<td>3.84E-06</td>
</tr>
<tr>
<td></td>
<td>Molecular Function</td>
<td>structural constituent of ribosome</td>
<td>3.96E-13</td>
</tr>
<tr>
<td>StationaryPhase</td>
<td>Biological Process</td>
<td>amino acid and derivative metabolic process</td>
<td>2.00E-10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>organic acid metabolic process</td>
<td>2.00E-10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>acetyl-CoA catabolic process</td>
<td>6.41E-07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>aerobic respiration</td>
<td>7.03E-07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>cofactor catabolic process</td>
<td>1.27E-06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>tricarboxylic acid cycle</td>
<td>1.27E-06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>glutamine family amino acid metabolic process</td>
<td>1.92E-06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>cellular respiration</td>
<td>1.60E-05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>energy derivation by oxidation of organic compounds</td>
<td>6.98E-05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>generation of precursor metabolites and energy</td>
<td>7.39E-05</td>
</tr>
<tr>
<td></td>
<td>Cellular Component</td>
<td>mitochondrial part</td>
<td>1.43E-09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>cytoplasm</td>
<td>6.18E-07</td>
</tr>
<tr>
<td></td>
<td>Molecular Function</td>
<td>oxidoreductase activity</td>
<td>1.43E-09</td>
</tr>
</tbody>
</table>

**Functional Annotation for Proteins Reported To Be Up&Down Regulated in Log Phase by PLGEM**

<table>
<thead>
<tr>
<th>(Over)ExpressedIn</th>
<th>Category</th>
<th>GO Term</th>
<th>FDR-adjusted p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>LogPhase</td>
<td>Biological Process</td>
<td>macromolecule biosynthetic process</td>
<td>3.74E-09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>translation</td>
<td>3.74E-09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>cellular biosynthetic process</td>
<td>6.72E-07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>biosynthetic process</td>
<td>1.98E-06</td>
</tr>
<tr>
<td></td>
<td>Cellular Component</td>
<td>ribonucleoprotein complex</td>
<td>1.04E-08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>cytosolic part</td>
<td>1.23E-08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ribosome</td>
<td>5.80E-06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>small ribosomal subunit</td>
<td>2.38E-04</td>
</tr>
<tr>
<td></td>
<td>Molecular Function</td>
<td>structural constituent of ribosome</td>
<td>5.14E-04</td>
</tr>
</tbody>
</table>

Figure 4.2: Protein signature comparison between QSpec and PLGEM StN. Venn diagram is shown for the selected proteins from QSpec with all 1508 proteins and PLGEM StN with the subset of 511 proteins. Tables A and B correspond to the significantly enriched Gene Ontology terms in the protein list identified by QSpec and PLGEM StN respectively.
in the stationary phase, and they were mostly child terms of (especially glycolysis-related) catabolism and cellular respiration, and oxidoreductase activity. This finding extends the biological interpretation beyond what was given in the above: as cell growth process cools down in the stationary phase, the focus of molecular activities shifts to breaking down large molecules into smaller units and releasing energy, potentially creating energy required for chemical reactions in anabolism, or more generally the maintenance of the cell.

4.6 Discussion

At present, many studies that utilize spectral counting for relative quantification still rely on simple data analysis methods such as filtering based on fold change ratios. Such an approach selects proteins based solely on the effect size without incorporating the variability, and therefore it may introduce a number of false positive calls in low abundance proteins where a small difference may result in artificially large fold change ratios. Moreover, the limited number, or total absence of replicates makes it difficult to find a robust method to assign significance to these statistics and reasonably control global false discovery rates. For example, in the popular method of referencing observed statistics to the permutation distribution, the number of possible permutations is 70 at most when there are 4 replicates in each comparison group, which gives a low-resolution permutation distribution, vulnerable to outlying observations.

The method presented in this work has several advantages. It can be applied to a variety of situations including the comparative experiments that feature either a small number of replicates or none at all within each biological condition. In contrast to other methods, the Poisson model of QSpec faces no issues with the absence
of replicates. Since the parameters are modeled across all proteins in the dataset as random numbers generated from the same population distribution, it effectively pools statistical information needed for robust estimation and provides a simple way to filter proteins based on Bayes Factors.

In any case, hierarchical Bayes estimation will effectively pool the statistical information across the proteins from different fractions for more robust parameter estimation and attempt to overcome the paucity of information due to the small sample size. Another advantage of the method is the flexibility for possible extensions to more complicated data structures. This class of GLMMs with hierarchical Bayes estimation can be applied to even more general data analysis scenarios, such as a longitudinal profiling study without the comparative design (no differential expression), a replicate analysis where the reproducibility of quantification is studied by comparing the within and between replicate variability, and a protein-protein interaction study with a large number of pull-down experiments where the strength of interaction between pairs of proteins is validated based on the number of spectra corresponding to the interaction partners.

Yet there remain a number of areas for improvements in this modeling strategy. One well-known problem with Poisson models is the potential violation of the assumption of the equal mean-variance relationship, the so-called over-dispersion problem. In datasets with many replicates, for instance, the observed data can include very heterogeneous counts across replicates even within the same biological condition. In that case, the Poisson model with conventional assumptions may not work as efficiently. Furthermore, aggregating counts over replicates in a dataset, when analyzed using the presented model, will produce largely identical results, as in the case of applying it to the same dataset but with replicates represented in it
as separate experiments. In effect, this observation shows the drawback of the plain Poisson model from a different angle in that the model does not make full use of the variability observed in the data efficiently. The remedy to this would be to extend the model specification. Another possibility is to use alternative distributions such as negative binomial models replacing the Poisson model. The latter model has a natural connection to Bayesian modeling through mixture model specification.

Another area of potential improvement is the inclusion of known protein properties in the model in addition to sequence length normalization. By specifying more flexible distributions, such as mixture distribution in place of single Gaussian distribution in the hyper-prior reflecting the baseline abundance of proteins, more adaptive models, which efficiently account for the differences in spectral count patterns attributable to this abundance property, can be fitted. This characterization, in turn, may provide more concrete description of the heterogeneity in spectral count distribution in the population of all proteins, which may itself be an interesting summary.

Finally, the discussion in this work was limited to spectral counts defined as the number of MS/MS spectra identified for each protein. However, related metrics such as the number of unique peptides or the percentage of protein sequence covered by the identified peptides are likely to contain additional useful information. Future work should involve detailed analysis of these different protein abundance parameters and their relative performance in different applications. To this end, the future efforts should focus on designing multivariate statistical approaches that can effectively combine different abundance metrics leading to improved statistical ability to detect differential proteins.

The statistical methodology presented in this work is a proteome-wide model-
based assessment of differential expression using GLMM, equipped with a hierarchical Bayes estimation procedure that borrows statistical strengths across all proteins. Unlike the conventional methods using ad-hoc data transform, signal-to-noise ratio, and post-hoc data-driven adjustments, the proposed method is more powerful in finding differentially expressed proteins, and robust to the variation due to the limited number of biological replicates at the individual protein level. The model showed superior performance in terms of sensitivity of detection over existing alternatives. The real data analysis examples have also illustrated the important advantages of handling the challenges due to the limited number of replicates, and of providing flexibility of extension of the same model to more complicated study designs. It is expected that the computational framework presented in this work will be useful in a wide range of applications in shotgun proteomics.
5.1 Quantitative Proteomics for Protein-Protein Interactions

Another important area of proteomics research is the investigation of protein-protein interactions (PPI). With two-hybrid system/tandem affinity purification and mass spectrometry (AP/MS)-based protein identification, physical interactions can be profiled in a near proteome coverage. For example, recent works based on high-throughput AP/MS experiments have generated more than ten thousand interactions between proteins in budding yeast [14, 15, 16]. These data have been accumulated in large-scale functional databases including BIND [144], DIP [145], MIPS [146], and bioGRID [147]. The availability of these datasets has enabled biologists to delineate signaling pathways in crucial cellular processes [148, 149, 150, 151, 152], understand the topology sustained by physiologically important hub proteins and their evolutionary characteristic [153], and identify biological features such as scaffolds, cellular localization, expression, and substrate specificity [154, 155].

Constructing PPI network (interactome) from multiple purification experiments is a challenging task for several reasons. First, non-specific bindings frequently occur in purification experiments, including spurious co-purification of background contaminants. Second, affinity purification has limited coverage of detection depend-
ing on the tags, and thus some interactions may be less reproducible than others. Third, proteins in the low abundance range are usually lost in the mass spectrometry, thus transient interactions may be detected with reduced sensitivity. Last, post-translational modifications may also influence the identification of interactions and the structural composition of the interactome. In consequence, PPIs reported in one research lab are not necessarily reproduced elsewhere, which is well illustrated in the poor overlap between studies catalogued in the PPI databases.

In the literature, few studies have paid attention to validating individual PPIs using a computational method. Because PPI data are a collection of binary calls with no repeated observations, computational approaches usually learn the confidence of interactions from the relative position and the role of the proteins in the topology of network, to produce what can be collectively named as affinity scores. Socio-affinity index (SAI) by Gavin et al [15], for example, is the odds that proteins identify each other or co-purify when another protein is expressed. Purification Enrichment (PE) score by Collins et al [17] is a refinement of SAI, which accounts for the case of repeat purifications and the reciprocity of acquisition in the likelihood calculation. The graph-theory and likelihood-based approach by Scholtens and Gentleman [156, 157] is another example that exploits the topology information statistically. It is important to note, however, that the common weakness in these methods is the dependence on the topology without a direct reference to the strength of physical interaction.

A recent surge of quantitative proteomics is gradually changing the landscape. Quantitative MS analysis has been shown to be powerful in capturing real interactions using either stable isotope labeling or label-free quantification approaches. Quantitative measurements provide a direct access to the strength of interactions in a given experiment, and thus filtering interactions is now expected to show an
increased specificity. It is worth noting that few computational methods have successfully capitalized on this benefit. Currently, Sardi et al [158] is the only published work that has proposed a naïve Bayes posterior probability based on the normalized spectral abundance index, where probabilities are proportional to the spectral count in individual baits. However, it is possible to make use of the quantitative information more efficiently in assessing confidence, since the strength of one interaction is related to that of other interactions involving the same bait or the same prey proteins. A statistical model with a sparse set of model parameters can be devised to share this information between relevant interactions. In this context, it is the goal of this chapter to propose a model-based approach for the Significance Analysis of INTeractome, or SAINT. SAINT performs a frequency-based filtering of background contaminants and translates the spectral count data into probability scores for individual interactions.

The rest of the section is organized as follows. Section 5.2 introduces the two-layered Poisson mixture model of SAINT and Section 5.3 elaborates on the estimation steps based on Markov chain Monte Carlo. Section 5.4 illustrates the methodology in a dataset generated for the complete set of 131 yeast kinases, proteins involved in the phosphorylation of other proteins as a part of cell signaling. Section 5.5 provides the summary and the discussion for further methodological development.

5.2 Statistical Model

5.2.1 Significance Analysis of Interactome

Suppose that large-scale AP/MS experiments were conducted, and spectral count profiles from multiple bait purifications were generated. A proteome-wide statistical model is now proposed to differentiate real interactors (called preys) from background contaminants. The underlying principle is that, if preys are identified with
a sufficiently large spectral counts in purification of a bait, then the interaction between the bait and the prey is likely to be a real interaction. This goal can be achieved in a probabilistic manner using the Poisson mixture model. Here the Poisson distribution was chosen for the convenience of modeling the count data, and it is not a requirement. It is assumed that the proteome-wide count distribution can be described as a mixture of three Poisson distributions. First, a prey can be a background contaminant that was co-purified not as a result of an interaction with the bait, but a non-specific binding to the affinity tag or other experimental noise. Second, a prey can also be a non-contaminant, but the prey does not interact with the bait at all or the strength of interaction between the two proteins is weak. Lastly, a non-contaminant prey could have a real interaction with the bait, which should be indicated by a high spectral count relative to others.

To describe the model, a few basic notations will be helpful. For the data, the numbers of baits and preys are denoted by $n_b$ and $n_p$ respectively. Also let $N = \{N_{ij}\}_{i=1,j=1}^{n_p,n_b}$ denote the spectral count matrix, where $N_{ij}$ is the spectral count of prey $i$ identified in the purification experiment for bait $j$. It is helpful to define latent variables for background contaminants and real interactions at this point. Let $\{Y_i\}_{i=1}^{n_p}$ be the indicator for background contaminants, which is defined as follows: $Y_i = 0$ if prey $i$ is a background contaminant, or $Y_i = 1$ otherwise. For preys with $Y = 1$, consider a sub-indicator for real interactions $\{Z_{ij}\}$ for $i = 1, \ldots, n_p$ and $j = 1, \ldots, n_b$. This variable is defined as: $Z_{ij} = 1$ if the interacting pair $(i,j)$ is a real interaction, and $Z_{ij} = 0$ otherwise.

### 5.2.2 Poisson Mixture Model

For the sake of convenience, suppose now that the contaminants were already identified and that the main task is to differentiate real interactions from the experi-
mental noise. For a non-contaminant prey \( i \), it is assumed that \( N_{ij} \), the spectral count of the interaction between prey \( i \) and bait \( j \) \( N_{ij} \), follows the Poisson distribution with mean \( \lambda_{ij}^s \):

\[
N_{ij} \mid \lambda_{ij}^s, Z_{ij} = 1, Y_i = 1 \sim \mathcal{P}(\lambda_{ij}^s)
\]  

if \( i \) and \( j \) are partners of a real interaction, where the mean count can be written as

\[
\log \lambda_{ij}^s = \log l_i + \log a_i + \log c_j + \beta_0 + \alpha_{ij}
\]

\[
= \log l_i + \log a_i + \log c_j + \beta_0 + \alpha_b^j + \alpha_p^i. 
\]

In equation (5.1), the coefficient \( \beta_0 \) denotes the baseline abundance of prey proteins interacting with baits, \( l_i \) is the sequence length of prey \( i \), \( a_i \) is the PeptideAtlas counts [159] as a surrogate baseline abundance prior to bait enrichment, and \( c_j \) is the bait coverage measured by the spectral count of bait itself respectively. More importantly, the parameter \( \alpha_{ij} \) indicates the strength of interaction between prey \( i \) and bait \( j \). In order to effectively pool the information across preys and baits and to prevent over-parametrization, an multiplicative model \( \exp(\alpha_{ij}) = \exp(\alpha_b^j + \alpha_p^i) \) is assumed, where the strength of interaction is a sum of parameters of the bait(\( \alpha_b^j \)) and the prey(\( \alpha_p^i \)). Through this parametrization, the parameters are standardized and shared across preys and baits, giving a proteome-wide model that borrows statistical strength between relevant interactions. For the identifiability of the model, it was assumed that the interaction potential parameters add up to zero.

As a counterpart to the mixture component representing real interactions, a mixture component for the experimental noise (non-real interactions) is set to be a zero-inflated Poisson distribution with a small mean count \( \lambda_{ij}^{s_0} \). In notation,

\[
N_{ij} \mid Z_{ij} = 0, Y_i = 1 \sim r_{j0}\delta_0(\cdot) + (1 - r_{j0})\mathcal{P}(\lambda_{ij}^{s_0})
\]
The proportion of $r_{j0}$ differs by experiment and bait, depending on the purification quality and the abundance of the protein itself.

Meanwhile, for the case of background contaminants, the prey-specific affinity was assumed to remain constant across all baits, i.e. $\alpha_{ij} = \mu_i$ for a given purification $j$. This results in a mixture component for the cases with $Y_i = 0$,

\begin{equation}
N_{ij} \mid \lambda^c_{ij}, Y_i = 0 \sim \mathcal{P}(\lambda^c_{ij})
\end{equation}

where the mean count can be written as

$$\log \lambda^c_{ij} = \log l_i + \log a_i + \log c_j + \gamma_0 + \mu_i.$$ 

with $\gamma_0$ being the baseline abundance of all contaminant preys. The interaction parameter $\mu_i$ is also subject to the identifiability constraint of zero sum.

Finally, the proportion of data explained by each mixture component is defined as

$$p^*_s = (1 - p_c)p_s \equiv E \{1(Z_{ij} = 1, Y_i = 1)\}$$

$$p^*_{so} = (1 - p_c)p_{so} = (1 - p_c)(1 - p_s) \equiv E \{1(Z_{ij} = 0, Y_i = 1)\}$$

$$p_c \equiv E \{1(Y_i = 0)\}$$

In sum, the mixture components (5.1,5.2) and (5.3) are two competing models for every prey $i$ in the data, and the first two components are again two competing models for every interaction $N_{ij}$ involving the prey $i$. Now the likelihood of this model can be written as

\begin{equation}
\pi(N) = \prod_{i=1}^{i=n_p} \left\{ p_c \prod_{j=1}^{j=n_b} \mathcal{P}(N_{ij}|\lambda^c_{ij}) + (1 - p_c) \prod_{j=1}^{j=n_b} \left( p_s \mathcal{P}(N_{ij}|\lambda^s_{ij}) + (1 - p_s) \mathcal{ZP}(N_{ij}|r_{j0}, \lambda^s_{ij}) \right) \right\}
\end{equation}

where $\mathcal{ZP}$ denotes the zero-inflated Poisson distribution. For the convenience of the reader, the notations introduced above are summarized in Table 5.1.
Table 5.1: Key parameters in the mixture model of SAINT.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{ij}$</td>
<td>Spectrum count of prey $i$ for bait $j$</td>
</tr>
<tr>
<td>$\alpha_{ij} = \alpha_i^p + \alpha_i^b$</td>
<td>Post-enrichment interaction effect of real interactors</td>
</tr>
<tr>
<td>$\alpha_i^p$</td>
<td>Interaction potential of prey $i$</td>
</tr>
<tr>
<td>$\alpha_i^b$</td>
<td>Interaction potential of bait $j$</td>
</tr>
<tr>
<td>$\mu_i$</td>
<td>Post-enrichment interaction effect of contaminant prey $i$</td>
</tr>
<tr>
<td>$a_i$</td>
<td>Pre-enrichment baseline abundance of prey $i$ before enrichment</td>
</tr>
<tr>
<td>$l_i$</td>
<td>Sequence length of prey $i$</td>
</tr>
<tr>
<td>$c_j$</td>
<td>Bait coverage for bait $j$</td>
</tr>
<tr>
<td>$Y_i = 1$ if prey $i$ is non-contaminant</td>
<td>0 otherwise</td>
</tr>
<tr>
<td>$Z_{ij} = 1$ if interaction is present given $Y_i = 1$</td>
<td>0 if interaction is not present given $Y_i = 1$</td>
</tr>
<tr>
<td>$p_s$</td>
<td>Proportion of Specific Interactions with Non-contaminant Preys</td>
</tr>
<tr>
<td>$p_c$</td>
<td>Proportion of Common Contaminants among Preys</td>
</tr>
</tbody>
</table>

5.2.3 Background Contaminants and Real Interactions

The operation of SAINT is explained in further details here. First, the probability of a prey is a background contaminant is

$$
\mathbb{P}(Y_i = 0) = \frac{p_c \prod_{j=1}^{nb} (\mathcal{P}(N_{ij} | \lambda_{ij}^c))}{(1 - p_c) \prod_{j=1}^{nb} (p_s \mathcal{P}(N_{ij} | \lambda_{ij}^s) + (1 - p_s) \mathcal{Z} \mathcal{P}(N_{ij} | r_{0j}, \lambda_{ij}^{nu})) + p_c \prod_{j=1}^{nb} (\mathcal{P}(N_{ij} | \lambda_{ij}^c))}.
$$

This probability is estimated by taking the average of samples of the latent variable $Y_i$ drawn from the posterior distribution

$$
\hat{\mathbb{P}}(Y_i = 0) \approx T^{-1} \sum_{t=1}^{T} \left(1 - Y_i^{(t)}\right)
$$

where $T$ is the number of iteration of the sampler and the index $t$ runs through the iterations. In this implementation, preys with $\mathbb{P}(Y_i = 0) \geq 0.1$ were flagged as background contaminants.

It is noted that such a filter can be applied either in an entirely model-based way, or can be modified as a hybrid process that combines model output and data-dependent threshold. Sometimes this model-based filtering criterion is not able to distinguish every contaminant case perfectly, since the distinction of contaminant and non-contaminant could be ambiguous in the count distribution of some preys.
in the observed data. This usually happens when the spectral count distribution follows neither a mixture model with completely distinguishable components (non-contaminant) nor a unimodal Poisson mixture model (contaminant). The most realistic strategy here is to calculate the frequency of real interactions for a given prey, i.e. \( P(Z_{ij} = 1) \) for \( j = 1, 2, \ldots, n_b \) (explained below), and then filter the prey as a contaminant if and only if

\[
n_b^{-1} \sum_{j=1}^{n_b} P(Z_{ij} = 1) \geq p^* \]

where \( p^* = 0.1 \) was set. This threshold is data-dependent and will therefore have to be adjusted elsewhere. In addition to the model-based filter, this extra filtering removes the ambiguous cases where on average more than 10% of the observed interactions are thought to be real. An empirical threshold filter of this kind has been previously used \[16\], and effectively removes contaminant preys not captured by the model-based filter.

For non-contaminant preys, the probability of real interactions with non-contaminant preys can be computed as

\[
P(Z_{ij} = 1) = \frac{p_s P(N_{ij} | \lambda^*_ij)}{p_s P(N_{ij} | \lambda^*_ij) + (1 - p_s) \mathcal{Z} P(N_{ij} | r_{j0}, \lambda^*_ij)}
\]

If the purification was repeated, for a total of \( R \) repeat purifications \( \{j_1, j_2, \ldots, j_R\} \) of a bait protein, a single probability is calculated per bait

\[
P(Z_{ij} = 1) = \left( \frac{p_s \prod_{r=1}^{R} P(N_{ijr} | \lambda^*_ijr)}{p_s \prod_{r=1}^{R} P(N_{ijr} | \lambda^*_ijr) + (1 - p_s) \prod_{r=1}^{R} \mathcal{Z} P(N_{ijr} | r_{j0}, \lambda^*_ijr)} \right)
\]

The estimation is straightforward as in the contaminant probability, using the posterior sample average

\[
\hat{P}(Z_{ij} = 1) \approx T^{-1} \sum_{t=1}^{T} Z_{ij}^{(t)}
\]

Then all interactions with the probability above 0.9 were selected.
5.3 Inference

In this section, the appropriate posterior distributions for model parameters are derived and sampling steps of Markov chain Monte Carlo are suggested.

5.3.1 Prior Distributions

Recall the likelihood (5.4). If the indicators $Z$ and $Y$ were known \textit{a priori}, the complete likelihood would have been

$$\pi(N|*, Z, Y) \propto \prod_{i=1}^{n_p} \prod_{j=1}^{n_b} \left( P(N_{ij}|\lambda_{ij}^s) \right)^{1\{Z_{ij}=1, Y_i=1\}}$$

$$\times \left( ZP(N_{ij}|r_{j0}, \lambda_{ij}^{s0}) \right)^{1\{Z_{ij}=0, Y_i=1\}}$$

$$\times \left( P(N_{ij}|\lambda_{ij}^c) \right)^{1\{Y_i=0\}}$$

With the complication of repeat purifications and a large number of baits and preys, a direct maximization of the likelihood with respect to the large number of parameters becomes intractable, which motivates the use of Markov chain Monte Carlo. The following prior distributions are assumed:

$$\beta_0 \sim \mathcal{N}(0, \sigma^2_{\beta}), \quad \alpha_p^i \sim \mathcal{N}(0, \sigma^2_{\alpha_p}), \quad \alpha_b^i \sim \mathcal{N}(0, \sigma^2_{\alpha_b})$$

$$\gamma_0 \sim \mathcal{N}(0, \sigma^2_{\gamma}), \quad \mu_i \sim \mathcal{N}(0, \sigma^2_{\mu})$$

$$r_{j0} \sim \mathcal{U}(0, 1), \quad \lambda_{ij}^{s0} \sim \mathcal{G}(\epsilon, \kappa)$$

$$(p_{s}^*, p_{s0}^*, p_c) \sim \mathcal{D}(a_s, a_{s0}, a_c)$$

where the prior distribution is specified as non-informative as possible. Based on the likelihood and the prior, the posterior distribution can be obtained up to a scaling factor, which naturally leads to the construction of Metropolis-Hasting sampler.
5.3.2 Gibbs Sampling with Embedded Metropolis-Hastings

Parameters were iteratively drawn in the order of: \([\beta, \alpha_p, \alpha_b] \rightarrow [\gamma, \mu_p] \rightarrow [\lambda^y_i] \rightarrow [Y, Z] \rightarrow [p^*_s, p_c]\). For the parameters whose posterior distribution is not easy to sample from, a standard Metropolis-Hastings algorithm is used. The posterior sample are thinned out by taking every 20th sample in the chain, which is expected to reduce the auto-correlation in the sequentially drawn samples. The entire chain was run for 50,000 iterations in total, with additional burn-in steps prior to the main iterations.

Beginning with the parameter updates in the mixture component for the background contaminants,

\[
p(\gamma_0|\cdot) \propto \prod_{(i,j):Y_i=0, Z_{ij}=1} \left[ e^{-\lambda^c_{ij} (\lambda^c_{ij})^{N_{ij}}} \right] \times \sigma^{-1/2} \gamma \frac{\gamma}{2} \cdot \frac{1}{2} e^{-\gamma^2 / 2\sigma^2_{\gamma}}
\]

\[
p(\mu_i|\cdot) \propto \prod_{\{j:Z_{ij}=1\}} \left[ e^{-\lambda^c_{ij} (\lambda^c_{ij})^{N_{ij}}} \right] \times \sigma^{-1/2} \mu \frac{\mu}{2\sigma^2_{\mu}} \cdot \frac{1}{2} e^{-\mu^2 / 2\sigma^2_{\mu}} 1\{Y_i = 0\}
\]

The changes in \((\gamma, \mu)\) alter \(\lambda^c_{ij}\), which is important to note in calculating Metropolis-Hastings ratio.

For the parameter updates in the mixture component for the real interactions,

\[
p(\beta_0|\cdot) \propto \prod_{(i,j):Y_i=1, Z_{ij}=1} \left[ e^{-\lambda^c_{ij} (\lambda^c_{ij})^{N_{ij}}} \right] \times \sigma^{-1/2} \beta \frac{\beta}{2\sigma^2_{\beta}} \cdot \frac{1}{2} e^{-\beta^2 / 2\sigma^2_{\beta}}
\]

\[
p(\alpha^p_i|\cdot) \propto \prod_{\{j:Z_{ij}=1\}} \left[ e^{-\lambda^c_{ij} (\lambda^c_{ij})^{N_{ij}}} \right] \times \sigma^{-1/2} \alpha_p \frac{(\alpha_p)^2}{2\sigma^2_{\alpha_p}} \cdot \frac{1}{2} e^{-\alpha_p^2 / 2\sigma^2_{\alpha_p}} 1\{Y_i = 1\}
\]

\[
p(\alpha^b_j|\cdot) \propto \prod_{\{i:Y_i=1, Z_{ij}=1\}} \left[ e^{-\lambda^c_{ij} (\lambda^c_{ij})^{N_{ij}}} \right] \times \sigma^{-1/2} \alpha \frac{(\alpha)^2}{2\sigma^2_{\alpha}} \cdot \frac{1}{2} e^{-\alpha^2 / 2\sigma^2_{\alpha}}
\]

Notice that the changes in \((\beta, \alpha^p, \alpha_b)\) alter \(\lambda^c_{ij}\).

Lastly, for the parameter updates in the mixture component for the rest of the
interaction pairs, $\lambda_j^{s0}$ are drawn from Gamma distribution

$$p(\lambda_j^{s0} | \cdot) \propto G \left( \epsilon + \sum_{Y_i=1, Z_{ij}=0}^{\text{row } i} N_{ij} O_{ij} \kappa + \sum_{Y_i=1, Z_{ij}=0}^{\text{row } i} O_{ij} \right).$$

where $O_{ij} = 1$ if $N_{ij}$ is an observation from non-zero Poisson distribution and 0 if it is from the point mass at zero. $O_{ij}$ is also sampled from Bernoulli distribution with probability $e^{-\lambda_j^{s0}}/(1+e^{-\lambda_j^{s0}})$ if $N_{ij} = 0$, or set to 1 if $N_{ij} > 0$. These updates complete the sampling step for all mixture components except for the latent variables.

Given these updates, the membership of the preys and the bait-prey pairs to the three categories of interactions are now updated. First, the latent variable $Y_i$, indicator of prey $i$ being a background contaminant, is updated using the Bayes rule

$$Y_i | \cdot \sim B \left\{ \frac{(1-p_c) \prod_{j=1}^{n_b} \left( p_s P(N_{ij}|\lambda_{ij}^g) + (1-p_s) Z P(N_{ij}|r_{j0}, \lambda_j^{s0}) \right)}{(1-p_c) \prod_{j=1}^{n_b} \left( p_s P(N_{ij}|\lambda_{ij}^g) + (1-p_s) Z P(N_{ij}|r_{j0}, \lambda_j^{s0}) \right) + p_c \prod_{j=1}^{n_b} \left( P(N_{ij}|\lambda_{ij}^c) \right)} \right\},$$

where the letter $B$ stands for Bernoulli distribution. If $Y_i = 0$, there is no reason to draw $Z_{ij}$ since a contaminant cannot be involved in real interactions. If $Y_i = 1$, then $Z_{ij}$ is drawn from

$$Z_{ij} | Y_i = 1, \cdot \sim B \left\{ \frac{p_s P(N_{ij}|\lambda_{ij}^g)}{p_s P(N_{ij}|\lambda_{ij}^g) + (1-p_s) Z P(N_{ij}|r_{j0}, \lambda_j^{s0})} \right\}$$

Finally, the mixture proportions are sampled from the Dirichlet distribution using Gibbs sampling

$$(p_s^*, p_{s0}^*, p_c^*) \sim D(\delta_s, \delta_{s0}, \delta_c)$$

where $\delta_s = a_s + \sum_{i,j} 1(Z_{ij} = 1, Y_i = 1)$, $\delta_{s0} = a_{s0} + \sum_{i,j} 1(Z_{ij} = 0, Y_i = 1)$, and $\delta_c = a_c + n_b \sum_i 1(Y_i = 0)$. This completes a full iteration of parameter updates in the MCMC.
5.4 Analysis of Kinase Network Data

Epitope tagged kinase alleles (HA, FLAG) were transiently expressed from the GAL1 promoter in small-scale cultures. Kinase complexes were recovered from cell extracts on pre-coupled Protein A magnetic beads and rapidly washed before on-bead trypsin digestion. Samples were analyzed by nano-scale liquid chromatography on a C18 gradient column coupled to an LTQ mass spectrometer. Proteins were identified using the Mascot search engine, and spectral counting was performed all identified proteins.

5.4.1 Selected Interactions

Using two different affinity tags (HA and FLAG), 131 known yeast kinases were expressed and purified by affinity chromatography, and all of their interaction partners were identified by mass spectrometry analysis. More than 26,500 interactions have been reported from 267 purifications using the two tags (113 HA, 154 FLAG). Among these, 89 baits were expressed with both tags, while about 39 baits were expressed more than once using the same tag. SAINT handles repeated measurements by calculating a probability for multiple purification of each bait. The model was applied to the HA and FLAG data separately in order to account for the differences in the tags, and the union of real interactions from both datasets was considered as the final set of interactions.

As mentioned before, a prey was considered to be a contaminant if the probability of being contaminant was greater than or equal to 0.1. SAINT has identified 238 and 210 contaminants from HA and FLAG tags respectively. After the contaminant filter, SAINT has selected 1509 unique high confidence interactions (probability 0.9 and above) out of more than 6,800 total interactions (654/2855 HA, 987/4002
Figure 5.1: Distribution of SAINT probabilities versus observed spectral counts. Distribution of the estimated probabilities is shown against actual spectral counts in three tag data. In each bin, five bars were drawn, in the order of 1, 2 to 3, 4 to 5, 6 to 10, and 10 counts and above. Typically, four or more counts lead to high probability, i.e. above 0.9, while two or three counts may result in a variety of significance decisions. However, large counts such as 5 or more does not always give significance calls, since more convincing counts may be necessary for highly abundant proteins.

FLAG). Figure 5.1 shows the relationship between the actual spectral counts and the estimated probability. It is easy to see that having a single spectral count does not give a high confidence on the interaction in most cases, although probabilities over 0.9 were occasionally assigned to such interactions. Having two or three counts leads to most of the borderline decisions between significant and non-real interaction, and for every interaction pair in this case, the call will be affected by the count distribution of all other interactions involving the same bait or the same prey. For instance, if two or three count was the maximum count in repeat purifications of a given bait, then the interaction is likely to score high probability. On the other hand, if there was another prey with a large spectral count, then the prey with small count is likely to be a noise, therefore assigned a low probability. These individual cases illustrate the subtlety and the circumstantial nature of these borderline decisions across all...
the common notion that the background contaminants are usually most abundant identified by SAINT tend to have large PeptideAtlas counts. This is consistent with contaminants and non-contaminants in terms of those factors. First, contaminant proteins had higher PeptideAtlas counts and their sequence length was shorter than non-contaminants.

three data and these decisions are well handled by SAINT, whereas a simple count threshold will not be able to distinguish them efficiently.

5.4.2 Effect of Normalization in SAINT

In the previous section, it was pointed out that SAINT normalizes raw spectral counts by multiple factors. Figure 5.2 illustrates the difference between contaminants and non-contaminants in terms of those factors. First, contaminant proteins identified by SAINT tend to have large PeptideAtlas counts. This is consistent with the common notion that the background contaminants are usually most abundant
Figure 5.3: Correlation between purification quality and the number of real interactions. Shown is the bait coverage versus the number of identified interactions before filtering and the number of real interactions after filtering. A mild degree of correlation exists between both quantities and the bait coverage.

proteins in the cell. In the model, dividing spectral counts by larger PeptideAtlas counts lowers the abundance and thus helps the model consider proteins with low normalized abundance in a large number of baits as prototypes of contaminants. The figure also shows that contaminants tend to have short sequence length, and the manner in which this is reflected in the model is about the same as in the case of PeptideAtlas counts.

Meanwhile, SAINT also divides spectral counts by the bait coverage, i.e. the count of bait itself. Since bait coverage is a bait-wise definition, the effect of this normal-
ization was examined across baits. However, this normalization does not seriously influence the sensitivity of detection. Figure 5.3 shows that bait coverage has a mild correlation with the number of real interactions, indicating that high quality purifications generate more real interactions than low quality ones do. The figure shows the relationship between bait coverage and the number of all identified interactions (before probability filtering) in the left panels, and the relationship between the bait coverage and the number of real interactions (after probability filtering) in the right panels. Although the magnitude of correlation with the bait coverage improves, the variability accounted for by the bait coverage is ignorable ($R^2 \leq 0.05$ in all cases).

5.4.3 Network Construction

By combining the list of real interactions acquired from the two tags, a network was composed and visualized in Cytoscape [160]. Figure 5.4 shows the entire network involving 130 kinase baits. It may be misleading to conclude that the two tags generated a non-overlapping set of interactions from this figure, since not all baits were purified using both tags. However, when the set of baits profiled using both tags were examined, at most 20% of the real interactions were found in both tags, indicating that these two tags are complementary to one another in terms of the coverage of the network. Meanwhile, it is also worth noting that nearly half of these kinases are linked with one another either directly or indirectly, indicating that there exists a systematic network of signaling activities via phosphorylation, the biology of which is beyond the scope of this chapter. See Figure 5.5 for the visualization of the inter-linked property of kinases.
Figure 5.4: Network view of the SAINT-filtered yeast kinome. Entire yeast kinase network constructed by SAINT was visualized in Cytoscape. Large yellow nodes are 130 baits and small cyan nodes are 700 preys. Edges are color-coded in order to differentiate the contribution of each tag to the construction of the entire network (red - HA, blue - FLAG, Dard Brown-HA and FLAG). It must be reminded that the seemingly low overlap between the two tags is the result of the bait selection in each tag that led many baits to be profiled using one tag only, not necessarily a reflection of tag real interactions.
Figure 5.5: Core yeast kinome. Shown above is the yeast kinase network consisting of only kinases that have real interactions with at least one other kinase. Color coding remains the same.

5.4.4 Experimental Validation

In order to evaluate the quality of selected interactions, we have used benchmarked them against all in-vitro interactions thoroughly validated from the experimental sources such as co-crystallization and far-western analysis collected in Biogrid database. These low-throughput experiments are more accurate sources of individual interactions than high-throughput surveys since the protocols purify both interaction partners to target local molecular complexes with specific biological functions.

Figure 5.6 shows that, considering the in-vitro interactions as the true positives, interactions with high SAINT probability contain more true positives than randomly selected interactions of an equal size. Green and blue curves are the number of true positives in twenty different bins defined by the probability range. The plot shows that more true positives are enriched in high probability bins, i.e. probability
Figure 5.6: Experimental validation of SAINT interactions. High scoring interactions in SAINT was overlapped with the interactions derived from in-vitro interactions in the BioGrid database.

around 0.8 and above. Since each bin contains a different number of interactions with more interactions in the low probability range, the enrichment of true positives in the high probability interactions and the random set is not well presented in absolute counts. In order to see the enrichment of true positives more clearly, the proportion of true positives in each set was calculated, which is shown in red (high probability set) and purple (random set) lines. The percentage is significantly higher in high probability interactions than low probability interactions, although there remain some good percentage of true positives in the range of 0.3 ∼ 0.4. This shows that the quantitative measure corroborates with the confidence of interactions in affinity purification experiments at least indirectly, which also highlights the need for rigorous statistical filtering method such as SAINT.

It is also important to note that there are hundreds of other in-vitro interactions missed as low probability interactions in SAINT (left side of the figure). This can
be a result of two possible reasons. For one, the kinome data was generated using a high-throughput affinity purification method that target a proteome-wide coverage of interactions, and thus low abundance interactions (low spectral counts) are more likely missed here than in data generated from local quantification method such as far-western blotting. On the other hand, proteome coverage of the affinity purification experiments is often very limited, which was also confirmed in a data mining study of Krogan and Gavin data mentioned earlier [17]. This implies that the high-throughput experiment in the kinome study may have discrepancies in the low abundance interactions despite the good overlap in high abundance interactions. Moreover, since the kinome data was generated from a pool of a small number of yeast strains, this issue of limited coverage may be further aggravated.

5.4.5 Comparison with Affinity Scores

To assess the performance of SAINT from a comparative standpoint, SAINT was compared to another existing scoring method based on affinity measures. The Purification Enrichment (PE) score by Collins et al [17] can be considered as the most widely accepted method at present, and thus PE scores were calculated for this data. For the comparison, kinase-kinase interactions that are entries in BioGrid biochemical interaction were used as the positive, or high confidence validation set. Only kinase-kinase interactions were used because PE score requires that the data was generated accounting for reciprocal interactions, while this does not affect SAINT. Meanwhile, all interactions with ribosomal proteins were used as a negative set, or a low confidence validation set. In this dataset, there were 27 positive and 3147 negative interactions in HA data and 29 positive and 2605 negative interactions in FLAG data.

Figure 5.7 shows the comparison. In both tags, it is clearly illustrated that the
Figure 5.7: Purification Enrichment score versus SAINT probability. Kinase-kinase interactions included in Biogrid were used as a positive set, while all interactions with ribosomal proteins were used as a negative set.
probabilities from SAINT gives a good separation of the positive and the negative interactions, while the PE score fails to distinguish the two groups. This result demonstrates that the application of the PE score is conditional on the wide coverage of baits so that most preys have also been used as baits, while it also shows the advantage of direct measure of protein abundance in assigning confidence measures to PPIs. With no conditional assumption on the topology of the interactome, SAINT capitalizes on this predictive power of the quantitative information and performs a reliable confidence assessment.

5.5 Discussion

In this chapter, a novel model-based method addressing confidence assignment in AP/MS experiments was demonstrated. With the ability to pool the statistical information across the preys and the baits, SAINT normalizes spectral counts by normalization factors that have implications in the differentiation of the background contaminants and the non-contaminants, and directly translates them into the confidence measures of PPI. The reproducibility of spectral counts for interactions can also be validated over biological replicates and across different tags for a selected set of baits using the model-based method QSPEC.

Particularly, SAINT has shown a superior performance to the affinity score-based approach in distinguishing high confidence interactions from low confidence ones in the dataset analyzed in this study. This is because the coverage of baits in the kinase network data is relatively localized to a specific class of proteins compared to other large scale datasets, where reciprocal interactions provide key information to an elevated confidence on the true positive interactions. With an increasing interest in the study of local interactome in the literature, the utility of SAINT has far-reaching
practical implication.

It is important to distinguish the goal of SAINT from that of other common algorithms performing protein complex formulation. While most of the protein-complex weaving algorithms operate on a given set of interaction pairs, SAINT performs a more rudimentary operation of validating individual interactions that are constituents of protein complexes, which therefore precedes the stage of constructing complexes. The value of this significance analysis should be appreciated especially when the motivation for a large-scale experiment is the study of connectivity between proteins, rather than modularity of them. The goal of the data analyzed in this study was to investigate the inter-links of protein kinases that consist of a large signaling cascade of phosphorylation. Another potential example of this kind is a set of purification of proteins that form the skeleton of a metabolic pathway, in which case denoising of biologically spurious protein interactions should be helpful for identifying the core sequence of reactions in the pathway.

There remain a few important issues in applying SAINT. First, SAINT performs a frequency-based filtering of the background contaminants and thus takes away the need to run negative control experiments. In this process, special care must be paid to the relationship between the frequency-based filter and the overall topology of the network. It was earlier explained that SAINT partly relies on a user-specified threshold for filtering the background contaminants in addition to the model-based classification. Specifying a particular threshold directly influences the statistical model in SAINT because the mean counts of contaminants and non-contaminants are dynamically altered as the assignments of preys into these two groups are changed. If a threshold is too stringent, some of the important bona fide interactions, including hub proteins, can be assigned to the group of background contaminants. Thus the
frequency-based filter has an important implication for the large hub proteins, and these need to be cautiously examined in the list of contaminants reported by the model. On the contrary, if a threshold is too liberal, then the overall topology will be dominated by these contaminants and the key structure of the network will be overshadowed by the noise.

Second, the choice of tags may lead to differences in the composition of the network. If the pool of all preys identified in at least one of the purifications is considered, the source of this difference comprises a very small fraction of the entire set of interactions. However, if one focuses on the positive identifications and all baits that were purified using both HA and FLAG tags (498 in HA and 648 in FLAG), only 19% of the real interactions are common (179 interactions), indicating there could be a considerable amount of influence in the composition of the network by the choice of the tag. This also implies that different tags may play a complementary role, unless a precise recipe is written for choosing an optimal tag for individual baits in large-scale experiments.

Third, the spectral counts have so far been regarded as the only given features of the data. However, biased spectral counting may pose a danger in modeling the data, especially when homologous proteins that share common amino acid sequence are co-purified. In the kinase network data, these candidates were manually scanned and they were forcefully classified as contaminants so that they will not be assigned high probabilities. More specifically, the spectral count distribution of a few members of SSAx and SSBx proteins resembled that of key proteins such as CDC14, so that the model would have made a large number of significance calls that would have masked the core topology of the network, had they not been manually tagged to be unsure targets. A potential cure for this problem would be modifying the manner in
which spectral counts are computed, e.g. utilizing additionally available information such as the number of unique peptides represented by the spectra and the sequence coverage, to come up with an extended measure of protein abundance.

Finally, it must be pointed out that the interpretation of the final composition of the network is always conditional on the choice of baits, or at least successfully purified baits. Although it is often argued that the reciprocity provides a stronger evidence for the presence of interaction, the assertion does not uniformly apply to all proteins, due to the unique enzyme-substrate relationships between baits and preys, e.g. in the signaling pathways. Since signaling cascades require a complex balance of active kinases, phosphotases, and their inhibitors and competing enzymes, enriching one of the interaction partners may not necessarily harvest the identification of proteins in the counterpart. Therefore, it is important to validate individual PPIs based on the quantitative measure such as spectral counting that does not use \textit{a priori} information derived from the topology of the network, and the interactive nature of statistical modeling in SAINT is expected to illustrate the full advantage in exploiting all the information sources shared by a large number of interactions.
CHAPTER VI

Conclusion

This thesis presented Bayesian hierarchical models for the analysis of high-throughput experiments in contemporary molecular biology. In the presence of modeling complexity and limited sample size, hierarchical Bayes can be a powerful model framework. The collection clearly demonstrates that, with the current level of computing power and the efficient sampling algorithms, Bayesian inferential methods originally developed for datasets of a much smaller size remain useful for the new datasets. In addition to hierarchical Bayes, the proposed methods incorporate a variety of existing inferential topics, including change point problem (Chapter 2), model selection perspective (Chapter 4), and mixture models (Chapters 2-3 and 5) for distinguishing biological signals from experimental noise.

In Chapter 2, a hierarchical model called Double-Layered Mixture Model (DLMM) was developed for analyzing a combined set of DNA copy number and gene expression data to obtain a genome-wide mapping for copy number-associated expression changes. The change-point estimation procedure based on the reversible jump Markov chain Monte Carlo algorithm provides a solution to the segmentation problem. The posterior probability calculated from DLMM allows one to select the target genes based on a unified scoring scheme across the genome and the samples, which
would have been difficult otherwise due to lack of control of global error rates or un-
fitting assumptions made in other existing methods. With the mixture hierarchical
prior specification, local copy number changes are probabilistically identified based
on the distributional information attained from the entire chromosome, where the
confidence of observing a real breakpoint is determined by the overlap of the mixture
components in the hierarchical prior.

In Chapter 3, a hierarchical hidden Markov model (HHMM) was presented as a
tool that combines the statistical evidence of transcription factor binding from mul-
tiple platforms of ChIP experiments. By modeling separate hidden Markov models
as emission from a master hidden Markov model, the binding site identification us-
ing the posterior probability estimated from HHMM improves the receiver operating
characteristic over other competing methods. Moreover, the application of HHMM
extends beyond the analysis of ChIP-seq and ChIP-chip. The method has a natural
extension to analysis of combining data from \( k \) sources, with the simple adjustment
of a few model parameters in the master-level hidden Markov model. This implies
that data from any new technology mapping can be incorporated in the existing anal-
ysis by combining posterior probabilities estimated from each data source. With the
increasing number of new technologies to profile transcription factor binding sites,
HHMM will become a very powerful analysis framework for integrative genomic data
analysis.

In Chapter 4, a hierarchical Bayes method was introduced for the analysis of mass
spectrometry-based quantitative proteomics data analysis. QSpec addresses the lim-
ited sample size issue in the typical experimental data with hierarchical Bayes, where
protein specific model parameters are linked through the proteome-level prior distri-
bution, whose posterior distribution gives the characterization of the abundance and
the differential expression patterns in the proteome covered by mass spectrometry experiments. QSpec utilizes Bayes Factors in order to sort proteins in the order of significance of differential expression, incorporating a model selection perspective.

In Chapter 5, Significance Analysis of Interactome (SAINT), a mixture model-based method, was devised for assigning confidence scores to protein-protein interactions. SAINT calculates the probability of real interaction based on the quantitative measures from large-scale affinity purification-mass spectrometry experiments, with a probabilistic filtering of background contaminants. Through the connections across interactions involving the same baits or preys and hierarchical prior, all relevant model parameters share statistical information. The analysis of yeast kinome shows that SAINT has the ability to distinguish both strong and weak interactions with biological relevance from experimental noise.

In all chapters, the hierarchical prior serves as the channel for sharing distributional information across the genome or the proteome, and fast and efficient implementation of Markov chain Monte Carlo allowed parameter estimation despite the presence of a substantial number of parameters. The model parameters were estimated as a combination of the prior information and the data, where informative priors were given only when it is necessary to establish the identifiability of parameters or the stability of sampling algorithms. In congruence with the theme of the thesis, i.e. the classification of relevant signal and experimental noise, mixture models using latent variables have been extensively used throughout the work. In sum, these examples show that the combination of hierarchical Bayes and mixture models, along with other complementary inferential techniques, has promising grounds to remain as a model framework for incorporating future innovations across many basic science disciplines.
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