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Abstract

Ultrafast measurement of dilute magnetic semiconductasslieen intense over the last
decade due to applications in spintronics. This thesisridescthe use of optical measure-
ments, both spontaneous scattering and impulsive stistifaattering, to study two dilute
magnetic semiconductors.

In the (Cd,Mn)Te system, two sets of experiments are preddmtre. In this system,
Mn acts as a column 2 alloy, allowing the growth of high qyatitagnetic semiconductors.
Using a spatial light modulator to create shaped pulses,emgodstrate coherent control
of entangled bound electrons in this material system. Firstdemonstrate the capabilities
of such a system by coherently controlling the charge dgmsitdes in a GaAs quantum
well. Then, the same technique is applied to a CdMnTe quanteirwith electrons bound
to unintentional donors. A pair of pulses is constructedrtavigle ideal destruction of the
signal from a single bound electron spin flip, leaving thenalgor the double spin flip.
Additional data demonstrates the linear nature of the pprope signal of the single and
double spin flip.

The second set of experiments presented here in (Cd,Mmdk/astudying the decay
of the collective spin flip wave in a 2DEG formed in a high gtyaCdMnTe quantum well.
The collective spin wave mode is observed in pump-probe omeagent data. Pump-probe
measurements demonstrate the effects of spin polarizatesting, and carrier popula-
tion on the lifetime of the spin wave. A decrease in spin poédion due to lower Mn
concentration or lower magnetic field decreases the lietahthe spin flip wave. The

temperature of the sample is measured by fitting the frequehthe spin flip wave to the



Brillouin function. The spin wave lifetime rapidly decresswith small amounts of laser
heating. Additionally, multiple temperature zones dueasel heating are observed with
sufficient laser pump power. Carriers injected with the asergy above the absorption
edge decrease the lifetime.

The semiconductor system (Ga,Mn)As has been one of the oo d dilute magnetic
semiconductors due to the advanced state of GaAs growthadmigdtion technology. In
this system, ferromagnetic behavior between the Mn atomgdiated by hole carriers. As
a substitutional alloy replacing Ga, Mn acts as an accepteating the holes necessary for
ferromagnetism. However, Mn is not an ideal acceptor, ahovatemperatures holes be-
come bound to the Mn acceptors. In heavily doped, ferromag@aMnAs, paramagnetic
regions persist containing holes bound to Mn acceptorsvidusly, transitions between
bound hole states were studied using inelastic scattehntiis work, the selection rules
observed are determined to be the result of the relativegpnlations of the Zeeman split
spin states. A second set of pump-probe experiments peztbon thin GaMnAs layers
show that the highly interface-dependent magnon modeshdegieongly on the As source

used during growth.



Chapter 1

| ntroduction

1.1 Dilute magnetic semiconductors

Dilute magnetic semiconductors have attracted a greatadé@aterest due to their unusual
properties. A small amount of a magnetic element, such ag F&npintroduced into a
semiconductor lattice during epitaxial growth greatlyeedtthe behavior of carrier spins
within the system. In the case of Mn and Fe, this is due to thegawed d electrons,
which remain in the core of the atom while the outermost stedas participate in bonds
within the lattice. These systems are of great interestgomsonics, quantum information
technologies, and optoelectronics (1).

The carriers in these systems act as an indirect exchangeamsm between non-
neighboring magnetic dopants as definedHay = JSP-9R;S o with JSP-9 being the sp-d
exchange coupling constant between the sp-like stateg dfthd electrons and the d elec-
tron levels of the magnetic ionR; being the coordinate of the carrier with respect to the
magnetic ion i, andg and o being the spin operators of the magnetic ion i and the carrier
(2). This can result in ferromagnetic behavior in heavilped materials. A dopant such
as Mn in GaAs will behave ferromagnetically due to the cainteraction despite the anti-
ferromagnetic behavior of MnAs. However, large Mn concatdns in GaAs and CdTe
can result in the formation of Mn clusters that behave atieinagnetically and do not

contribute to ferromagnetic behavior.



In GaAs, Mn can act as a p-type dopant as well as a magnetic hem W displaces a
Ga atom. Because of the relatively low temperatures at wihithust be grown, however,
the quality of GaMnAs is generally poor. Additionally, thencentration of Mn in GaAs is
limited to under 5-6% due to solubility limits!/(3). In comson, 11-VI semiconductors in-
corporate Mn as a column Il metal replacing Cd, which resalen alloy, not doping, and
more optimal growth conditions. Because of this, CdMnTe lbargrown up to 77% Mn,
at which point the crystal structure changes from zinchéetadNiAs structurel(2). Even
higher concentrations can be grown epitaxially under strdhe end compounds, MnAs
and MnTe are antiferromagnetic because of the Mn-Mn antifieagnetic interaction.

In this work we perform optical measurements on a CdTe/MnifeeHattice, a very
high quality modulation doped CdMnTe quantum well, and @GaMnAs layers. In the
first two cases, we are interested in the behavior of theararwithin the CdMnTe layers
under applied magnetic fields. The Mn greatly enhances fieetedf magnetic fields on
the carriers. In the first case, this allows us to entanglebd@lectrons by means of an op-
tically excited exciton. In the second case, we can excillective spin excitations among
a two degree electron gas. In GaMnAs we are interested indfective behaviors of the

Mn spins in low applied magnetic fields.

1.2 Optical measurements

A variety of optical measurements have studied many exmitatin solid systems.
Phonons, magnons, polaritons, and excitons can be gederatedetected optically in
semiconductor crystal systems by pump-probe measuremmgpi®ton scattering (4, 5; 6).
These interactions are often mediated by carriers whileratkcitations involve the car-
riers themselves. A variety of mechanisms are respongibléhEse interactions such as
laser heating and light-phonon interactions relying oitliglectron interactions such as

the Frolich interaction (7). Experimentally the opticabperties of these materials and



excitations are sampled in many ways. In this work for insganve measure the scattered
light in spontaneous inelastic scattering spectroscopyeasure the intensity of a second
laser pulse to sample the change in the sample’s suscéptijil

Spontaneous inelastic scattering (SIS) and impulsiveustited inelastic scattering
(ISIS) are sometimes fourier transforms of one another.np@ous scattering, or Ra-
man scattering in the case of phonons, gives informatiacty in the frequency domain.
The energy of the scattered light changes from that of théiegdight by the energy of
the excitation created or destroyed. This scattered ligtihén spectrally resolved by a
spectrometer. In impulsive scattering, a laser pulse shtinan the period of the excita-
tion acts instantly relative to the scale of the excitatibmterest. Ideally, it is sufficiently
short to act as an instantaneous delta function force. Tolewan over time of the optical
properties of the sample is then measured by reflection ad@nskeprobing pulse.

Although complementary, the two measurements sometinoegder different informa-
tion. This is especially true in resonance. Short lasergsutave broad spectrums that often
coincide with multiple resonances, while continuous wasets can resolve each reso-
nance individually. In other cases, such as measuremeongfiifetimes or low frequency
oscillations, the signal is much more easily accessiblemipulsive stimulated inelastic
scattering. On the other hand, impulsive stimulated intielasattering is limited in the fre-
guencies it can observe due to the finite width of the excipialge, spontaneous inelastic
scattering can measure much higher energy excitationss lifhitation is being increas-
ingly overcome as laser pulses become of sufficiently shadttbn that most excitations
are within the pulse’s bandwidth.

Furthermore, impulsive measurements allow the use of ghiaping. Techniques have
been developed for altering ultrafast optical pulses usicgustic waves in crystals and
electronic control of liquid crystalsl(8). Optimal pulseaging using genetic algorithms has
been used to control chemical reactions and excitationssd pulse shapes can be used to

enhance or destroy these excitations or promote or forl@cthatal reactions. Additionally,



series of pulses can be tailored according to expectedatixtis periods constructively or

destructively interfering with these excitations.

1.3 Summary

This work will be presented as follows. In chapter 2, detaflshe spontaneous inelastic
scattering and pump-probe experimental apparatus arassied. A variety of commer-
cial laser systems are used as excitation sources, allaveing resonantly excite samples
across a broad range of photon energies. A magnetic cryostatained the temperature
and external magnetic field while allowing optical accesthtosample. The details of the
pulse shaper set up for the experiments in chapter 3 are.givenprocedures for generat-
ing the desired pulses are included. This setup is then nsaa @xperiment to coherently
control the collective modes in a GaAs quantum well, and dataonstrating such control
is presented. Finally, the linear prediction algorithmdigeanalyze the data is discussed.

Experiments involving the entanglement of bound electayesdiscussed in chapter 3.
Electrons bound to donors in a CdMnTe quantum well were presty shown to be entan-
gled by the optical excitation of excitons. It was propodeat,tusing a coherent control
scheme, one could determine the spin state of the boundarectin this work, the pulse
shaper is used to selectively excite spin states among thagiad donor bound electrons
using specifically shaped pulses. Also, building on earfieasurements studying the res-
onant behavior at and slightly below the bandgap, spontenscattering is used to study
the resonance behavior of the Mn spin flips above the bandgagre free excitons are
present, demonstrating a second resonance peak. Finaligurements presented here of
the spin flip excitation as a function of exciting power derstoate the linear nature of the
multiple spin flip signal.

Collective modes in a high mobility modulation doped CdMuwjtantum well are stud-

ied in chapter 4. The spin flip wave and single spin flip havenlygeviously identified in



spontaneous inelastic scattering. In this work, the cgaihs due to the spin flip wave
are seen in pump-probe data. We analyze the various meatmnesponsible for the de-
cay of this signal. The effects of spin polarization, laseating, and optical generation of
carriers are determined individually from the observed syave decay. The formation of
previously predicted multiple temperature zones is alseoled.

Experiments studying the role of defects in magnetic GaMsystems are covered in
chapter 5. Magnon modes studied previously in thin layeiGai¥inAs are used to deter-
mine the effects of the As species used during growth. Themeactive As is known to
create materials with lower defect concentrations, hea¢si forms better interfaces. In
a second set of GaMnAs samples, the previously observesitimnbetween bound Mn-
related hole states in paramagnetic regions of otherwisenfmgnetic GaMnAs is studied
further. The mechanism responsible for the inelastic edat selection rules with regard

to the incoming light polarization is determined.



Chapter 2

Experimental Techniques

2.1 Introduction

Ultrafast lasers have enabled us to study a variety of stdi# £xcitations (4;/9; 10; 11).
These lasers now have widths shorter than the oscillatiologee of most spin and vi-
brational modes in solids and are tunable across the eféctresonances in common
semiconductors. They are tunable from the UV using doulbteldtiapled Titanium-doped
sapphire (called Ti-sapphire) lasers through the visildimgi OPAs to the IR using Ti-
sapphire lasers. The tunable range of the ultrafast Titsegpfasers used in our lab ranges
from 730 nm to 820 nm, covering the bandgap range of most CddezaAs based bulk
and lower dimensional systems. The short widths availabte labout 45 fs, enable us to
generate excitations impulsively in a process we call imipalstimulated inelastic scat-
tering (ISIS). Phonons (12), polaritons (13), magnons,(té)lective modes| (15), and
spin flips (16) are all impulsively excited with pulses ofghiuration. In this work, these
ultrafast laser pulses are used to resonantly generateeti@ct dpin flip excitations.
Complementing these ISIS measurements are spontanedastimecattering (SIS)
measurements. Using a variety of tunable continuous waV¥) (l@sers and gas lasers,
we can resonantly excite many of the same excitations aseimnlthafast measurements
(17; 118;119). The scattered light is measured by a Raman rgpeeter providing a

frequency-domain analog of our time-domain ISIS measunésne



First, | will discuss the laser systems used. Then | will dégcthe setup used for SIS.
Next, | will describe our pump-probe setup including ourgguthaper and give an example
of an earlier experiment demonstrating its use. After thatdther equipment used in the
lab will be discussed. Finally, | will detail the techniquesed to analyze our time domain

data.

2.2 Lasas

The basics of operation of all the lasers described here/ered in Siegman’s Lasers book
(20). All of our lasers used CW pump lasers to provide the pimn inversion necessary
for lasing. For the dye laser and the CW Ti-sapphire laseryths a Spectra-Physics 10 W
Ar-ion laser. In the Ar CW laser, a tube of Ar gas is electiicakcited with a high voltage.
Energetic electrons ionize the Ar and then excite it to a &idével, which rapidly decays
into lower energy levels. The Ar-ion laser has several naroiscrete levels from which
it can lase. When pumping other lasers, it is allowed to lasallimodes. The ultrafast
Tsunami Ti-sapphire laser was pumped by a solid state Mallghlaser. This laser uses
light provided via fibers from electrically pumped semicaootbr diode lasers to pump a
neodymium-doped yttrium vanadate crystal. The result@@4lnm light is then doubled
to 532 nm by a lithium triborate crystal.

The CW Ti sapphire laser was pumped by the CW Ar-ion laser at e laser is
focussed onto the crystal with its polarization rotateddo@&spond to the Brewster angle
to enter the crystal with minimal reflection. The Ar laser sarbed by the Ti-sapphire
crystal, which excites the crystal’s electrons into a broaatinuum of energy levels, which
decay into lower energy levels in the band resulting in a pedmn inversion|(21; 22). The
crystal lies at the focal point of two curved mirrors. The Aghit passes through these
curved mirrors, but the luminescence from the Ti-sappiireflected. These mirrors serve

to collimate the luminescence, which then reflects from e rnirrors that serve as the



ends of the cavity. The reflected light is then refocused tmgarystal by the curved mir-
rors. The population inversion in the crystal results imstiated emission. One of the end
mirrors is less than a perfect reflector and serves as theioodpipler. In order to tune
the wavelength at which the laser works, and to narrow thelidth, a Lyot bi-refringent
filter is placed in one of the arms of the laser cavity (23). Theapphire laser is able to
lase over a large range of wavelengths (roughly 650 nm - 1h0due to the continuum
of levels it lases from. The Lyot filter selects on a series a¥@engths for which gain is
allowed. When correctly designed, only one wavelengtls falbng the gain curve, result-
ing in a single, narrow laser line. Without the filter, thedasan produce about 500 mW of
power, addition of the filter lowers it, depending on the wamgth, to no more than 300
mW of power.

The dye laser works under very similar premise and is alsopaahby the Ar laser.
We used a commercial Spectra-Physics model 375 dye lasercaiity has all the same
elements, two curved mirrors, the two end mirrors, and aftrirrgent filter similar to the
one in the Ti-sapphire laser. Instead of a crystal, howéherlye laser has a stream of dye
dissolved in a solvent. A pump recirculates the dye, andinjected into the laser cavity
through a nozzle. For the experiments in these studies tt8%898 laser dye was used in a
solvent mixture of ethylene glycol and propalene carbanat®vers the wavelength range
higher in energy than our CW Ti-sapphire laser (700-740 nmotw experiments) (24). Its
power output was similar to the Ti-sapphire laser.

The Tsunami pulsed Ti-sapphire laser is a vertical cavitgeswhat modified from the
CW laser described above. Between the high reflection infruonand the output coupler
is the Ti-sapphire crystal as well as a pair of prisms withtebsitween them. The position
of the slit determines the wavelength while the rotatiorhef prisms determines the width
of the pulse. The size of the slit can also be adjusted to ageithe laser for different pulse
widths. With the mirrors used currently, the Ti-sapphira b& used with pulse durations

of 45-300 fs and wavelengths between 725 and 820 nm withorginf. An acusto-optic



modulator (AOM) locks the laser repetition frequency to 8RiMand actively mode locks
the system. The power is dependent on wavelength, but themaaxis roughly 650 mW
of power around 800 nm. The system can be purged with nitrggsrno remove water

vapor absorption.

2.3 Spontaneousinelastic scattering

Our setup for SIS backscattering is depicted in Hig.] 2.1.s Haitup allows us to use a
narrow bandwidth, CW laser to excite a sample. The resuligig scattered from the
excitation is collected and spectrally resolved. The jpcattetails are as follows.

With Ar-ion lasers as the light source, a monochromator ieltes the lines resulting
from luminescing plasma and a special high reflectivity ori@nd prism combination is
placed in the cavity to allow lasing at only a single wavelBn@€ombined, these eliminate
the narrow extraneous plasma lines in the scattering datalfAvave plate is used to rotate
the polarization of the laser to determine selection rul¢sA lens focuses the laser beam,
which is directed onto the sample by a small mirror. The sansfik within a magnetic
liquid He cryostat. The scattered light is collected by aslémat collimates the scattered
light. The scattered light is then passed through a polaaligned along the more sensi-
tive vertical polarization of the Dilor spectrometer anddsed onto the entrance slit of the
Dilor X-Y spectrometer by a fixed lens situated at the enteafitis lens is designed such
that the scattered light is incident on the entire gratingsking optimal use of them. This
is sometimes referred to as f# matching.

A pair of gratings and slits called the premonochromatoiheilor blocks stray light,
especially the elastically scattered laser allowing mesament of Raman spectrum rela-
tively near the laser frequency. At 800 nm, we can approagtittan about 5 cmt if the
sample surface is of near perfect crystalline quality. T¢edtered light is then spectrally

resolved by the spectrograph diffraction grating. A lignittogen cooled CCD array col-
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Figure2.1 Stimulated inelastic scattering experimental setup

lects all of the spatially diverging spectrum simultandpuBased on the voltage detected,
and using a calibration, it estimates the number of photomiso

Scattered light that has absorbed an excitation is calléeSaokes scattering; it has
higher energy than the incident laser. In the studies heregeter, the scattered light is
Stokes scattering with energy lower than the incident ldserto the creation of an excita-
tion (7;/25). The energy of the Stokes peaks indicates tltpiéecy of the excitation and
the linewidth demonstrates the lifetime of the excitatidime premonochromator creates
an edge in the scattering data, which appears peak-likeiddta here at energies near the
laser line, making the lowest energy Stokes line unreliaBlso in the spectrum appears
the photoluminescence (PL) from the recombination of milaglectron-hole pairs at the

band edges, bound states, and excitons (26). Unlike SISgveawthe energy of the PL

10



does not shift in energy with the exciting laser line. It ier#fore easily identifiable by
taking data with 2 exciting wavelengths. Also sometimeseaping in the spectrum are
plasma lines that were not entirely cut out by the monochtom@avhen the Ar laser is
used) and occasional spikes due to collision of high enesgynéc rays with the detector.
Also mentioned in this work is photoluminescence excita{leLE) data taken by other
groups. In PLE, the spectrometer is set to the peak of a s&hyheinescence. The excit-
ing laser is tuned across the resonances of the sample.€Blissin a curve which, in some
cases, is similar to the absorption of the sample (7). Algfnonot always a perfect tool for
measuring absorption, in high quality samples with few disfand no non-radiative decay

mechanisms, the results should be similar. All of our samfilevithin those parameters.

2.4 |Impulsive stimulated inelastic scattering

The setup used for most of the ultrafast experiments heigoisrsin Fig.[2.2. These ex-
periments focus on using ultrafast laser pulses to impeillgigxcite coherent excitations.
Changes in the material’s properties are probed by anaiker pulse at a later time, which
is measured by a photodetector. In the experimental seteppulsed laser beam from
the Ti-sapphire laser is first sent through a pair of prismse pair of prisms acts as neg-
ative dispersion for the pulse, which counteracts the stavder dispersion caused by
other materials through which the pulses pass (27). Digpemgould otherwise stretch
the pulses because the red and blue parts of the pulse spdcauel at different speeds
through dispersive media; the acusto-optical modulat@N# crystals particularly cause
a high degree of dispersion. Higher orders of dispersionadme corrected in this manner,
although it is possible to do so using a pulse shaper. Foepw§45 fs and longer it is
generally unnecessary to deal with higher orders of digpees their contribution is small
compared to the width of the pulse. The spin oscillationstdriest in our experiments had

frequencies of less than 1 THz, and our setup easily openati impulsive limit with
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Figure2.2 Pump probe experimental setup with polarization rotati@asurement

pulses of less than 100 fs.

After the prisms, the beam is split with the majority of itethump, sent to a retrore-

flector mounted on the translation stage to provide the teahpasplacement of the pulse.

This delay is controlled by a computer. The weaker portiothefpulse is the probe. Both

pulses pass through separate AOMs. These are Telluriume@xystals with transducers

attached to them. The transducers produce a standingigitahtvave in the crystal that

acts as a diffraction grating for the pulse, sending the dirder beam off at an angle rela-

tive to the the zeroth order. The standing waves are then latdiat different frequencies

for the two beams up to a maximum of 3 MHz. This turns the firdeoon and off, acting

as a chopper when an aperture is placed allowing only thediidgr beam through. The

optimal modulation frequency has been determined usingetspn analyzer with the de-
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tector. Measuring the noise spectrum, we select a frequeitbyminimal noise|(28). The
most common noise is 1/f flicker noise, but there are manytiadil spikes from other
sources in the lab.

After the AOMs, the pump beam is either sent through the pslisger setup detailed
later in this chapter, or it is sent directly to the lense®bethe sample. Wave plates create
circularly polarized pump pulses or rotate the linear pp&ion. The probe is delayed to
match the pump path length. Both beams are focused onto theles&o a spot size of
approximately 100 microns. As the magnetic excitationyarg sensitive to laser heating,
the spot size sometimes is defocussed to lower the fluence.

The pump impulsively excites the sample, which can creatari@ty of coherent ex-
citations (10). The well-developed formalism for phonoas ©e adapted for magnetic
excitations|(25). These excitations alter the susceftitof the sample, which alters the
intensity and polarization of the probe pulse (9). Earlierks have explored this process
in detail (28 29; 30). To measure the polarization rotatbthe pump, after reflection, the
probe is rotated 45 degrees using a half wave plate andrgjoliperpendicular polarizations
by a polarizing beam cube. Alternately, to measure reflégtdf the probe, a beamsplitter
is used to pick off a reference beam, which is used to baldreecflected probe. In both
cases, the two beams are detected by silicon photodioddgharsignal subtracted and
amplified within the Nirvana detector. The balanced dedecsietup eliminates noise from
the laser common to both the probe and pump. The signal isrgerd Stanford Research
Systems lock-in amplifier, which is connected to the two fiorcgenerators that supply
the signals to the AOMs and is locked in at the differencedespy. The basics of lock-in
detection are discussed in the Art of Electronics (31) aediifference frequency mecha-
nism is discussed in (29). This eliminates the signal froegbmp light scattered off of
the sample’s surface, which creates a background sigrred amp beam only is chopped.
A computer is used to collect the data from the lock-in amgalifi

A spectrometer is used to measure the spectral shape of tke, and a cross-

13



corollation measurement using the pump and probe detesntireetemporal extent of the
pulses. If the result of the two measurements differ in tesypulse width (directly mea-

sured in cross-corollation, and measured from a FFT of tleetspm), then it indicates
that the pulse’s width is partially a result of chirp. Whikes determines if and how much
the pulse is chirped, it does not give the order. For furthésrmation, a frequency re-
solved optical grating (FROG) technique as described innéad section is useful. A

B-Barium Borate (BBO) crystal doubles the light from the puama probe beam for the
cross-corollation measurements and detected using arpatitplier (PMT) (32). The dou-

bled signal from the pump and probe beams is optimized urttesgmatching conditions
by rotating the crystal orientation. This technique is alsed to calibrate the translation

stage location, identifying the location at which the pumg probe pulses have zero delay.

2.5 Pulseshaping

The pulse shaper was based on a 256 pixel spatial light mddfam CRI. The setup
is related in a paper by Wefers and Nelsan (8). A grating isl isespatially disperse the
pulse’s spectrum, as shown in Fig.12.3a. A lens collimategsitherging spectral elements
while focusing them in the perpendicular direction onto iin@sk as shown in Fid. 2.3b.
The mask is a set of two liquid crystal arrays of pixels that ba individually altered by
applying a voltage across them. This allows the axis of theidi crystals to shift, thus
altering the polarization and phase of the light passingugh the mask. A polarizer after
the liquid crystals changes the polarization rotation imtoamplitude change. The now
masked spatial elements of the pulse are then refocused &égoad lens onto a second
grating that reforms it into a beam containing the desirddgpshape.

A Matlab script detailed in appendix A calculates the reegivoltages across the ele-
ments of the liquid crystal array. First, the retardance givan pixel element is calibrated

by measuring the power passing through at a series of valtagjee voltages are then
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Figure2.3 Layout of the spatial light modulator showing it from (a) &band (b) from the side.

extrapolated to allow any retardance needed. The spasiailaition of the pulse was mea-
sured experimentally by turning on selected pixels andguia spectrometer to determine
the spectrum passed by that element. The Matlab script tlenlates a complex transfer
value for each of the pixels. This complex transfer valudenttranslated into an optical
retardance for the two arrays and finally a calibration iglusedetermine the voltages to
be applied to each liquid crystal element of the array.

Alignment of the pulse shaper is very important to preveatlirertent alterations of the
pulse. The pulse shaper is set up for a specific pulse widthjircase 100 fs, although it
continues to work well for small deviations. To confirm theaacy of the alignment, a
FROG setup determined the resulting pulse shape (33; 34).gfdtings were placed on
translation stages, and an autocorrolator was used to ondhé pulse shape. The system
is very sensitive to the distance between the gratings anieétises. Any deviation from the
focal point results in second order chirp, which expandsitiise and is easily measured
by the FROG or the autocorrolator. Fig. 12.4 shows the resfiléscross-corollation mea-
surement demonstrating pulse shaping. In the middle ofwbepulses is a much smaller
figure that is the leakage of the original pulse around theefgs of the LCD mask. Also,
note that the two pulses are weaker due to loss from amplgulde shaping and the zeroth

order of the gratings.
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Figure 2.4 Cross-corollation measurements showing the original @it pulse and one with a
mask creating two pulses.

2.5.1 Coherent control of charge density modes

Pulse shaping has demonstrated coherent control of phon@®niconductor quantum
wells (35), bulk semiconductors (36), and molecules (379.hakve previously studied col-
lective modes in a 2D electron gas in a high mobility modolatioped GaAs quantum
well (38). The previously mentioned pulse shaping setuptergea pair of pulses separated
by variable duration.

Our samples were GaAs quantum wells between AlGaAs bamignsnodulation dop-
ing to create a high mobility two dimensional electron gd3K#). Optical pulses create
several excitations within this 2DEG, dependent on thetBgbolarization [(15). The ex-
citations observed in our quantum well are the cyclotrommasce, the single particle
excitation, the charge and spin density modes and coupletesnimvolving multiple ex-
citations. The cyclotron resonance results from the ctillescillation of the 2DEG
electrons in the plane of the quantum well around an extigriagiplied magnetic field
(39). While normally not observable in backscattering $¥8en coupled with other ex-
citations in a tilted magnetic field that do interact withhigoerpendicularly incident, it
becomes allowed (40). The single particle excitation imgsloscillations of individual

electrons between the energy sublevels of the quantum aredl,is highly dependent on
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the laser being in resonance/(41). Two more collective magdpsar for low k-vectors, the
charge density excitation (CDE) and the spin density etioitgd SDE) (42). Both involve

the 2DEG electrons oscillating collectively perpendicutathe plane of the well in the
lowest energy states of the well. In the spin density mode two electron spins oscil-
late out of phase, resulting in a lower energy, while for tharge density they oscillate
together, resulting in higher energy due to Coulomb repulsin a tilted magnetic field,

the CDE excitation couples to the cyclotron mode resultmypybrid modes that diplay
avoided crossings (43). Additionally, with sufficient lageimping in resonance with the
excited state of the quantum well, electrons are generatageilowest excited level of the
guantum well. The charge density modes involving the lowmestexcited energy levels
then become observable in SIS and pump-probe.

A summary of the SIS peak frequencies is shown in Hig. 2.5. [ires show the
coupled cyclotron-charge density modes with their avoidexssing. Combined modes
involving charge density plus and minus a cyclotron mode® lzdso been identified and
also show avoided crossings. The 1 THz signal appearinggaehimagnetic fields was
not identified. For these SIS measurements, the excitingepmas low, and the excited
state CDE was not observed. The time domain signals of tHetoyn, CDE, and SDE are
shown in Fig.[2.6. At low magnetic field, this signal is dontathby the charge and spin
density modes while at high magnetic field, the coupled CR&etron modes dominate
the signal. The slow oscillation seen in the high magnetld fiata is the lower branch of
the coupled mode.

We then attempted to coherently control these collectieg&kons seen in a high mag-
netic field using a pair of pulses. The effect of the time safian between pump pulses
on the amplitude of the collective modes is shown in Fig] 2ormf(38). The amplitude
of the CDE is expected to show a sinusoidal time dependentkeoseparation between
pump pulses. The ground state CDE demonstrates this sdalsi@ipendence with a period

equal to that of the mode itself. The excited state mode dstrates the general qualitative

17



E 3— . * -

t’ * * - - *

>-‘ *

9 * - * -

g 2_ ’ * * - i -

wl L] - - . L] .
1_ . - . * * - . *
0 1 1 1 1 1 1 1
0 1 2 3 4 5 6 7

Magnetic Field (T)

Figure2,5 Summary of SIS data showing peak frequencies. The curvessemt the local density
approximation calculated frequencies for the coupledgghdensity-cyclotron modes

1O_U\/\/\/\M/\/V\/V\/\/\vav_
68T
8_ i
o | 51T
o
—
X
x 6 ]
fod 34T
"
41 177 ]

Time (ps)

Figure 2.6 Time domain pump-probe data showing the cyclotron, CDE,SD#& excitations at
several magnetic fields.
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Figure2.7 Coherent control of two charge density modes in a high nmtghBiaAs quantum well.
CDg; refers to charge density oscillations involving the loweab energy levels of the well and
CDa refers to oscillations involving the first and second ext#tates of the well.

oscillatory behavior at the right frequency, but is not simidal. The deviation is likely the

result of the coupling between the two collective modeshioth involve the lowest excited

state of the quantum well.

2.6 Other equipment

The cryostat used for all measurements was a Janis Optin@dglrh2CNDT. It can pro-
vide magnetic fields up to 7 Tesla and the sample can be mové&dally and rotated to
alter the direction of the magnetic field relative to the seemft has 4 windows allowing
backscattering, scattering at 45 degrees, and transmisgasurements. Two heaters, one
fixed to the He inlet and one fixed to the sample holder and twanfsters, one in the
chamber below the sample and another on the sample holder@introl of the sample’s
temperature. This setup allows temperatures from 1.8 K ®irfimersion to room tem-
perature. A controlled power supply is used to charge thenetzand then disconnected to
provide a stable field.

Three detectors were used in ultrafast experiments. In pupsp-probe measurements,
the balanced detector was used a Nirvana (Model 2007). lilesta auto-balance to re-
move low frequency signals (and the DC level) below a spetffiequency. Also used for

some measurements was a balanced Si photodetector buithby Bao with adjustable
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sensitivity. To detect doubled light at 400 nm in cross-glattion and autocorrolation mea-

surements a Hamamatsu photomultiplier with adjustable wais used.

2.7 Linear prediction

A linear prediction algorithm fits the data with a series ofagng exponentials and si-
nusoids|(44). This procedure consists of describing a gp@nt in the data as a linear
function of the previous data points. A matrix is set up fréna original data (with the time

zero artifact removed), and is then diagonalized to prodheesingular values. Because
our data often has signals near the noise level, it is negetsaelect where to truncate
the singular values used by hand to get the best fit for the thathe ideal, noiseless case,
these singular values would be zero, but when noise is pretbery take positive values.
The selected singular values are then used to set up a poighdne roots of which yield

complex values. From these complex values, we can calctilatérequency and decay
constant of each of the decaying exponentials and sinus@idecond least squares pro-
cedure then produces the corresponding amplitude and pifidse signal. Using these
fit parameters, a spectrum of Lorentzian peaks can be catstiranalogous to a FFT, but

without noise.
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Chapter 3

Coherent Control of Spin Flipsin a
CdMnTe quantum well

3.1 Introduction

Quantum information systems have the potential to dramiétispeed many processes, in-
cluding the factoring of large numbers, search algoritlengtography, and the simulation
of other quantum systems (45; 46). By accelerating prosesskers of magnitude, previ-
ously impossible problems become solvable. Traditiongitalicomputers have a limited
ability to simulate a quantum system for instance, and dem{pr a system of any great
complexity is difficult. DiVincenzo introduced a set of fiveaedards needed to implement
a functional quantum computer to perform these calculat(dif). A variety of implemen-
tations possibly meeting these criteria include ion traE,(NMR (49), and solid state
systems/(50; 51).

A key element of these systems needed for calculations ialitigy to entangle quan-
tum states. An entangled quantum state is not factorizapteindependent expressions
for the states of the particles (Qquantum bits) in the sysig#).( For a system of two
quantum bitsa and b, |¢) = |0),|0), +10)5]1), +|1)410)p + |1),]1), can be factored
into |¢) = (|0),+11),)(|0), +]1),).- On the contrary, however, a system in the state

) =10),|0), +11),]1)p, cannot be factored into expressions involving oalpr only
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b. The result is a state where laithas a direct correspondence to the state obbiThe
example entangled state expressed here is the maxima#ipglat state for a system of
two quantum bits.

Jimin Bao introduced a system of entanglement of electramsspithin a dilute mag-
netic quantum well (53). His system met many of the criteri@ppsed by DiVincenzo. A
known starting state is provided by the equilibrium aligminef the electron spins along a
magnetic field in the plane of the quantum well at low tempggatAligning with the field
is energetically favorable due to the presence of Mn witheawell and the spin coupling
between the Mn and the electrons. At very low temperaturgsebectron within the well
will therefore be aligned in a well defined state. Next, thetegn needs a means of entan
gling the electrons within the well. Optical excitation ohaavy hole exciton introduces
a perturbation to the magnetic field experienced by the r@estwithin the well. Due to
spin-orbit coupling, the spin of the heavy hole is perpeunldicto the externally applied
magnetic field. This perturbation allows normally forbiddeansitions between electron
spin states. All electrons within the radius of the heavyeltmstperience the perturbation
and may be entangled by it. DiVincenzo’s next requires thatstates be orthogonal. By
conservation of spin, electrons within the quantum wellnzarflip state without the in-
tervention of an outside force. The states of the systemradsd to be long lived; This
has not yet been addressed. The signal is broadened by tiraagieneity of the electrons
within the well. Due to random distribution of the Mn, the igally excited excitons, and
the donors to which the electrons are bound, the forcesexppi the spins vary widely.
Variations in the quantum well’s interface at the antifememnetic MnAs barriers may also
decrease the lifetime. Finally, the final spin state of thexzbns must be read. This is
provided by optical means as well. A probe pulse opticalingies the susceptibility of
the well, with a resulting rotation of the polarization oétpulse. This rotation can then be
measured with a balanced detector as described in chapter 2.

In this chapter, we will describe our technique for cohdyeobdntrolling the spins of
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the system using two pulses. Then the linear nature of thesteairon spin flip excitation
is demonstrated. Next we will present experimental dataic €oherent control. Finally,

we show SIS studies demonstrating the resonances of the well

3.2 Material System

Our material system is a series of one hundred undopedl 68Te (bandgap at 2 K is
1.606 eV) quantum wells sandwiched betweenAl®InTe (bandgap at 2 K is 3.2 eV)
barriers grown by MBE. (2). The MnTe layers are antiferronetgnand the barrier height
is such that carriers in the CdTe layers are strongly confilfékile MnTe normally does
not crystallize in the zincblende lattice structure, it idfisiently thin here to grow as a
highly strained zincblende material. The multiple quantwgils were grown on top of
thick buffer layers of ZnTe and CdTe on a GaAs substrate. gki@sk layers reduce the
strain and the number of defects in the subsequent layers.

During the course of epitaxial growth, the Mn from the basidiffuses into the CdTe
layers of the superlattice, resulting in layers ofpG§§Mng oo4Te in our sample (16). Also
during growth, unintentional impurities from the growthachber are incorporated into the
lattice. The most common impurities are generally dopantse case of this sample this
is likely In. Under certain growth conditions, In replaced &d acts as an electron donor
(54). Earlier measurements estimated the In content gaating as donors in the CdTe
layers to be 5¢ 10%cm3 (16). At low temperatures, the donor’s electrons are boond t

the charged donor by Coulomb attraction.

3.3 Theory

The experimental setups used are described in chapter 2th&@xperiments here, the
external magnetic field in the Janis magnetic cryostat iieghm the plane of the quantum

well. The five unpaired Mn d electrons responsible for magnealign with the externally
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applied field. These electron states lie far below the vadrand, and are not directly
involved in electronic transitions. However, through theheange interaction given by
J3P-d(r —R)S - g, the electrons’ spins align the nearby donor bound elestadong the

field direction. The quantitySP-9 represents the exchange coupling constant between the
band electrons and the Mn d electronandR; represent the electron and Mn ion positions,
and§ ando are the Mn electron and bound electron spin operators. Tinesggtes are
guantized along the external field axis.

The energy of these spin states are determined by the rel@jp

E = QerrugH (3.1)

with the effective electron g factor

Oeff =9— NoaXx(S,) /ugH (3.2)

and for CdMnTeNpa = 0.22 eV (55). The Mn concentrationxsH is the applied mag-
netic field, andy is the basic CdTe g factor. The average spin of the Mn d eles(8,),

for a spin 5/2 system is

(&) = %SBS/Z(HBQB/ ksT) (3.3)

with Bs> the Brillouin function and T is the spin’s temperature. Witlese equations, we
can calculate the energy of the electron spin states of ttersy

A laser in resonance with the exciton energy creates healerdiectron pairs. The
heavy hole has a p-type orbital in the valence band with rewn-angular momentum.
Because the heavy hole is confined by the quantum well's Mafiedrs, this angular mo-
mentum must be in the plane of the quantum well. Due to spit-ooupling, the spin of
the heavy hole is therefore confined in a perpendicular tiimecwhich in this case is the
growth direction out of the plane of the quantum well (56; 5%;!59). This heavy hole

spin introduces a new, temporary, localized magnetic fielgp@ndicular to the externally
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Figure 3.1 Depiction of the magnetic fields present in the CdMnTe layerd the transitions
between spin states.

applied field, the Mn electron spins in the well, and the ddyaund electrons. The mag-
netic field perturbation at the exciton is given By, = kJ/gus, wherek is the coupling
constant between the exciton and bound electron and J ipth®®the heavy hole. The
external, exciton, and effective fields are depicted gredlyiin Fig.[3.1. While the heavy
hole spin, at low fields, is along the growth direction as assed here, at higher fields, the
heavy hole begins to overcome the spin confinement of the amedl it becomes energet-
ically favorable for the spin to rotate toward the externaldfi(57). This is demonstrated
with the approach of the spin flip frequency to a maximum at Imgagnetic fields /citeBao.

The exciton affects the local Mn as well, causing them toteo&édout the new, local
field. The exciton-Mn complex is referred to as a magnetiagpoi (60), or if the exci-
ton is bound, a bound magnetic polaron! (61; 62). These éxuitalso show up in the
pump-probe and SIS data, but are unrelated to the entanglecigeme.

For the entanglement scheme, the perturbation of the magnedntization axis by
the presence of an exciton is critical. The Hamiltonian & §pin system can be writ-
ten as,Hp = |a) gettUsS- B(a|. The bound electron spins (at low temperature), can not
flip without a perturbation. With the new quantization axisated by the net magnetic
field of the exciton and external field combined, we can ptdjee old states onto the new
axis. The perturbation is of the form of the electric dipopemtor, which can be written

V = F |a) dyp (b| where F is the result of thE - d product. The total Hamiltonian of the
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system under illumination is,

H = Ho+V 4 Hexciton= |8) Je 118S- B(a| + F [a) dan (b| + [b) Gef tHB(—KJI /et 1) (D]
(3.4)

The number of electrons have their spins altered by a singlgo® depends on the
local lattice composition, the exciton radius, and the reatf k. The exciton radius in
bulk CdTe is 50&(16). The concentration of donor impurities can therefoeeestimated
from the multiple spin flip data. As a secondary effect, thgrde of entanglement also
depends upon how much the spin of the electrons has beeedofahis depends on the
relative magnetic fields applied externally and on the excstheavy holes. Generally, this
is a small value as the coupling allowed by the heavy holesgmce is small compared to
the external field.

We have defined the state created by the pump pulse, so nownnstuddy the effect
on the probe pulse. Assuming the interaction between ersaggs is given by the dipole

transition matrix elemenin|d|m), we can define the optical response of the media as, (16)

¢ (W)
X~ 2 o a) &9

with the effect on an incident laser pulse given by the indesetraction,n = \/1+ 4y
through the reflectivityy = (n—1)/(n+ 1) for a normally incident probe. Given the rel-
atively large index of refraction of our materials, our reftsd laser pulses are reasonably

close to normal incidence.

3.4 Impulsivestimulated inelastic scattering

The time resolved signal of a single pulse is shown in Eig. Btds pump-probe data was
taken with an external magnetic field of 5.25 T at a tempeeatdidK. The pulse width

was 100 fs and centered at an energy of 1.71 eV, in resonaticghasifree excitons above
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Figure 3.2 Time resolved signal from a single and two pulses separatdthlf the spin flip pe-
riod. The inset contains the spectrums resulting from lingadiction fits to the data. SF is the
signal of a single spin flip, 2 SF is the signal from 2 spin flgsgd PR is the Mn spin flip.

the absorption edge. The pump was approximately (1®@0wide with a power of 4 mW
and the probe was 3 mW with a slightly smaller diameter. Tlub@mwas linearly polar-
ized, and the polarization rotation was detected as destiibchapter 2. The pump was
circularly polarized to selectively excite a single hea@jehspin direction.

The inset shows the spectrum of the linear prediction fit. fEla¢ure labeled PR in the
inset indicates the long lived flip of a single Mn d electromsgalled the paramagnetic
resonance. The central peak, labeled SF is the spin flip ddittgde bound electron, and
the 2 SF peak is the flip of two bound electrons simultaneoudiy SF and 2 SF transi-
tion are depicted in Fig._3.1. These signals decay withinnadgcles, most likely due to
inhomogenous broadening. The Mn are randomly distributgkinvthe CdMnTe layers
and the environment around the bound electrons can varggxedy. The additional peak
between the SF and 2 SF peak indicates the flip of a bound@hespin in an excited state.

The signal in ISIS measurements shows different behavoon fthe earlier SIS data
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(16;60). An example of resonant SIS data taken on our sammleawn in Fig[ 313. Six
Mn d electron spin flips are visible in this data. Instead oftiple harmonics of the Mn d
electron paramagnetic resonance, in ISIS only the singlspimflip signal is observed as
the long lived signal at 140 GHz. However, we do observe tmmbaics of the spin flip of
electrons bound to donors. Only a single bound electronfipihas been observed in the
SIS datal(63).

Next, ISIS measurements demonstrate that the harmoniles spin flip observed in the
ISIS measurements are a linear signal indicating the imrobnt of multiple donor bound
electrons and not an optical overtone caused by a higher teda. This is important in
our entanglement scheme, because a non-linear dependeposver would indicate in-
teraction of light with non-interacting spins. Becausegtrength of the spin harmonics is
orders of magnitude smaller than the single spin flip, theaigould be interpreted as op-
tical harmonics. A linear dependence of the spin flip on puoyey indicates that the light
is interacting with a pair of spins connected through a comesxchange mechanism. To
demonstrate this linearity, we maintained a constant ppalveer, and adjusted the power
of the pump between 3 and 11 mW. The beam size was ~100 miccoossa Shown in
Fig. [3.4 are the linear prediction amplitude fits of the SF 218F from our experimental
data. The offsets at zero pump power are due to a constant ofigthe power detector.

Having now identified the spin state excitations and denmatest their linearity, the
next step is to coherently control the spin state of the gsystsing multiple laser pulses.
If we define a region of the sample with two bound electron¢asC_1 |—1) then the re-
sulting state after a laser pulse can be writtetVas C_;e E-1t/l| 1) 4+ CoeEot/M|0) +
Cie'E1/M|0) 4+ ex whereex represents the same states with an exciton present. Asgumin

thatCy andC, are small compared witG_, (that is, the perturbation is relatively small),
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Figure 3.3 SIS data from the CdMnTe/MnTe sample at B = 2T with an excitasgr energy of
730.6 nm.
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Figure 3.4 Amplitude of the single and double spin flips as a functionuwhp power.
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Figure 3.5 Signal of the single and double spin flip as a function of timpasation between the
pump pulses.

introduction of a second pulse at timean create a state written as,

W= C_se B2/ 1y | CoeEt/N|0) 4 Cre B/ 1)
+Coe BT/ |0y | e BT/ |7y 4 ey 3.9
From this equation, if the energies are known, the optimfdr enhancement or de-
struction of that state can be determined. We can createaspain of pulses separated by
using the pulse shaper. The dependence of the SF signalsalemonstrated in Fig,_3.5.
As expected from Eqgn. 3.6, asapproaches half the period of SF1, the signal approaches

a minimum while the SF 2 signal is constructively enhanced.
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Additionally, since our signal decays within a few oscilbais, the relative intensity of
the first and second pulses must be adjusted. We do this hygtakivantage of a conse-
guence of pulse shaping using the spatial light modulatoumsetup. From Nelson, (8)

the output of the pulse shaper is expressed as,
€out Oy Cnéin(t + nB)elxnx)/a 3.7)
n

demonstrating that an ideally arranged pulse shaper intexispatial shift between pulses
that are delayed in time hbyB and the displacement in horizontal space, givemjpyvith
the constantg andy determined by the lenses, gratings, and alignment of treemllaper
and the wavelength of the pulse shaper. The pump pulse gpatiseter in our experi-
ment, however, is greater than the separation between thpump pulses. This creates a
gradient of relative intensities spatially across the damp shown in Figl_3l6. The spot
measured depends on the smaller probe’s location withsngitsidient. When the location
of the probe on the pump’s gradient, and the lengthisfoptimal, the result is the time do-
main trace in Figl_3]2 labeled two pulses. The 2 SF signakiarty visible without the SF
signal. As either the probe spot is moved away from the optimasition, ort is adjusted
away from the optimal time, cancellation of the harmonimaldoecomes incomplete.

The degree of entanglement is determined from the raticeddithplitude of the spin flip

signalsl(16). The ensemble averagém) = \/z,, (| pn (M,0) |) \Z/Nm, gives a measure

of the entanglement. Because the amplitude of the mth hacigproportional tdp(m)

the amplitude is also related to the degree of entangleréete aréN,, sets of spins, with
each one labelled. In the previous work, the ratio of amplitudes of the doulid &iple
spin flip to the single is 0.014 and 0.46(53). In the measuresaescribed in this chapter,
only the second harmonic was studied. The ratio of the doggaleflip to the single spin
flip with a single pump pulse is given by 0.049, slightly largiegan before. For the ideal

intensity ratios of the pulses,(I; = 0.69), the ratio is 1.66. This demonstrates a clear re-
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Figure3.6 Overlap of the two pump pulses and profile of the pulse intg@siross the spots.

lation between the intensity ratios of the pulses and thee#egf entanglement achievable.
Therefore, the separation between pulses the intensity ratid,/I; controls the degree

of entanglement from nearly zero to a maximum of 1.66 undén conditions.

3.5 In€lasticlight scattering measurements

Spontaneous inelastic scattering is useful for investigahagnetic excitations in CdMnTe
guantum wells((63; 64). The scattering signal from the sandgtailed earlier was very
strong, rivalling the amplitude of the photoluminescenoarf the quantum well when in
resonance. This behavior, however, is dependent on thelevayth of the exciting laser.
There are several electronic transitions in this samples diiotoluminescence and PLE
indicate the band-edge transition involving bound heavg bacitons at 1.68 eV (29). The
excitons are bound to impurities in the well and variatianshie well's barrier. At 1.69
eV in the PLE data, the free exciton transition is visibled &ime band to band transition
is at 1.70 eV. Above that energy, at 1.72 eV, is the light halerce band to conduction

band transition (non-degenerate with the heavy hole staetal confinement and strain
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effects). While in ISIS measurements the spectral widtimefdulses include all the heavy
hole excitonic transitions, in SIS we can selectively extitem due to the narrower excit-
ing spectrum. However, while the cross-section increasessonance with real electronic
transitions, the absorption also increases. This resulismaller scattering volume. Once
the laser energy moves above the band edge transition$Sdhden spin flips becomes too
small to be observed.

Our CdMnTe is zincblende and normally part of thesymmetry group. However,
confinement in the growth direction reduces itQed symmetry. The SIS measurements
here were conducted to observe the anti-symmeéimnodes with a scattering tensor in

the form of (25),

0 c¢c O
Rs=|-c 0 0 (3.8)
0 00

which gives us the polarization of the scattered light aditmy toes = Rsg, whereegiis the
scattered polarization arel is the incident polarization. Therefore, all the measurreisie
were done in a cross-polarized measurement with the incadehscattering polarizations
orthogonal.
For spin flip excitations, the scattered amplitude of thehahmonic can be determined
from (63
1 N(t)"

infinite /7 N(t
Pn(r):?/o et/ Te* Ot (3.9)

whererT is the exciton lifetime andll(t) is the average change of the magnetic ion spin and
is given byN(t) = [, dV r{,,SsirfS(1 — cogwit)) wheren,, is density of Mn ionsSis

the spin of the Mn angl_ is the Larmor frequency in the effective fieBds s, given by

KJ
W= (Bext— ——)Qeftia/N (3.10)
OHB

Multiple Mn spin flips are seen in the scattering data, as shiowFig. [3.7 (63; 64).
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Figure 3.7 SIS data at three exciting laser energies showing the rfeukipin flips of the Mn d
electrons, the combined phonon spin flip modes and the phoinéscence.

The scattering is all measured cross-polarized. The breal geen in the spectrum is the
photoluminescence at 740 nm. As the laser moves across thelyminescence to higher
energies above the quantum well’s exciton resonance ardtbanit is possible to observe
more harmonics of the spin flip. The strength of the scatereaches a maxima with
the laser in resonance with the bound exciton (29). At higimergies, however, a second
maxima appears. The resonance behavior of the spin flip aests shown in Figl_318.
There is a broad peak centered at 730 nm. This is likely duestorrance with the free HH
excitons. As the laser continues to higher energies and &wayresonance, the signal
shows only a single very strong peak indicating the singledgin flip. In addition to the
multiple Mn spin flips, there is another series of peaks né&rcht 1. These peaks corre-
spond to the combined LO phonon plus spin flip mode. It shdresdsonance properties
and selection rules of the Mn spin flips and also displaysipialspin flips.

We have studied the temperature dependence of the Mn oesrtmwell. While the

single spin flip is independent of temperature, the oveg@re highly sensitive to it and
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Figure 3.8 Intensity of multiple Mn spin flip peaks in SIS data as a fumctdf exciting wave-
length.

rapidly diminish at higher temperatures, totally vanighioy 20 K. This is expected as the
increase in temperature rapidly randomizes the spin ptpolal he average Mn spinSs,),

is given by the temperature dependent Brillouin functiod eaflects this.

3.6 Further work

Our experiments focussed on a single sample provided toemaarch group. Further
optimizations allowing entanglement and manipulationddiaonal spins may be accom-
plished if the formation of the bound electrons is more wmelgi controlled. Additionally,
because the Mn concentration relied only on Mn diffusion i@t Te layers, samples with
more uniform Mn distribution may also prove to have longeedi observable excitations.
Alternately, one can reduce the area of the sampled spoteosatimple to reduce the

inhomogeneities measured. Using a microscope objectiae mask may provide such
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an opportunity, however, the laser power density must bé¢ &efficiently low to avoid

heating. As a result, the signal may be beyond our curreettieh capabilities.
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Chapter 4

Collective modesin CdMnTe quantum
wells

4.1 Introduction

The CdTe material system provides an optimal system forygtgdhe properties of dilute
magnetic semiconductors. Manganese introduced into tAe Gdtice behaves as a col-
umn 2 element, replacing Cd. As such, it behaves as an atbbya dopant as in the GaAs
system. Recent developments in crystal growth technique &ifowed the creation of high
quality CdTe quantum wells (65). With modulation dopingjghtmobility 2D electron gas
is formed in such a high quality quantum well. Collective rasdvere observed previously
in GaAs quantum wells; As described in Chapter 2, oscilfeiof electron charge and spin
have been previously observed using SIS and pump-prob&epeapy (15 38; 66).
Earlier photoluminescence and SIS studies have demosdstiia¢ collective spin flip
and the single particle spin flip in the high mobility 2D elect gas formed in CdMnTe
guantum wells|(67). From study of such excitations, impdrtietails of the dilute mag-
netic CdMnTe system are determined. Such information degduthe spin polarization,
carrier concentration, Fermi energy, Zeeman splittingl, lsim concentration. Comparing
the behavior of the collective and single particle spin figgevides information on the

electron interaction within the 2DEG.
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This chapter will study the lifetime behavior and genematoechanism of the collec-
tive spin flip mode in a very high quality CdMnTe quantum weliirst, we will cover
the theory of collective mode excitations and spin decayilutel magnetic semiconduc-
tors. Next, the SIS data taken earlier on our samples by Gywtku-Leh is reviewed.
Finally, we will demonstrate the effect of laser heating, 8mcentration, magnetic field,

and photon energy on the lifetime of the spin flip wave.

4.2 Theory

4.2.1 Collective Spin Modes

Collective spin modes have been observed previously in GA#s19; 68). Their behavior
is described by the local spin density approximation th¢6€y. However, the presence of
magnetic impurities in our 2DEG system makes two alterattorthe situation explored in
these earlier works (70). Instead of the spin density ettoita involving the sublevels due
to the confinement of the quantum well, the levels involvesl magnetic subbands split
by an external magnetic field. Therefore the energy of théatians can be controlled
by the external magnetic field. Also, whereas the GaAs 2DEdys little spin polariza-
tion, the presence of magnetic impurities in the quantunh prelduces a pronounced spin
polarization at low temperature when an external magnetld fs applied as discussed
previously.

Despite these differences, the spin density waves in GaAsalective oscillations
in CdMnTe 2DEGs show similar behavior and can be explaingk thie same formalism.

The polarizability from the spin-flip transition can be givas,
Po((,l), q)

PlO.9) = T (@ Ro(@.0) (*1)

wherePy(w, q) gives the non-interacting polarization in the absence eftebn interac-
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tions, andVxc(q) gives the exchange interaction between the electrons (7B non-
interacting polarizationfy(w, q) is seen by the behavior of the single particle spin flip (in
GaAs this is the single particle excitation). The energyesdyf this excitation are given by
E = g*us (S) = hv=q with g* the effective g-factorS;) the average Mn spinvg the Fermi
velocity of the 2DEG, and the photon wave vector. For GaAs quantum wells (8 in

the local spin density approximation is given as,

- 04073

1 1.36
Ve ==l

. 14(0.297%)?
rs 0.036=77 10rs] * V1= (0.297%)22

(4.2)

wheren is the 2DEG electron densitys = (f—%)%/ag, ag is the effective Bohr radiusy]
is the effective Rydberg energy, aads the average width of the electron density in the

2DEG.

4.2.2 Decay

Conduction band electrons in magnetic semiconductors aaxgiety of spin relaxation
mechanisms. Many of the basic spin relaxation methods inmagnetic semiconductors
were suggested over 25 years ago. More recent advancesngjlbigh quality magnetic
semiconductors have opened up the study of new decay rauteslbinvolving the mag-
netic impurities.

Three primary relaxation mechanisms are responsible fardgray in non-magnetic
semiconductors. The strength of the individual mechanisrhgh plays the dominate role
in a given sample, depends mostly on the carrier densityemgérature. First, proposed
by Elliott and Yafet (EY), is a method of spin relaxation doethe Bloch states being a
superposition of spin states rather than pure states (7%)a Pesult, any scattering be-

tween Bloch states that occurs may flip the spin. This meshadiominates in very low
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temperature, n-type semiconductors. The spin relaxatitanis given by,

L akeTi221-n/251
rsEY_A( Eg> (1—n/3> Tp

(4.3)

whereEy is the band gap,, is the momentum relaxation time, and= A/(Eg+A) where

A is the spin-orbit splitting of the valence band |(72). A varetween 2 and 6 depending
on the material, and can usually be fit from experimentalltesu

The most common spin relaxation method is the D’yakonoweR&P) mechanism, as

it dominates in all semiconductors at high temperatured @most cases at room temper-
atures) [(73). The DP mechanism results from the lifting efdbnduction band degeneracy
for nonzerok values. The spin precesses about its own effective magingtic Scatter-
ing will causek to change randomly, thus randomizing the spin as it presemseind the

changing effective magnetic field. The spin relaxation raggven by,

1
—DP
Is

_ Qaz% Tp (4.4)
where Q ranges from 0.8 to 2.7 andcharacterizes the non-parabolic behavior of the con-
duction band electron momentums |(72). Introduction of ameég field tends to suppress
the DP mechanism_(74).

The final process common in nhon-magnetic semiconductoigeiBir-Aronov-Pikus
(BAP) mechanism involving holes (75). It dominates at lomperatures in p-type semi-

conductors with large hole concentrations. Both recontlmnand exchange between the

electron and hole spins are taken into account. The spiratdm rate is given by,

1 288 2¢ 1) 4 5
EER— - A 0 — 4.5
TBAP TOVB<mc) (Na,f[@(0)] +3na7b) (4.5)

whereng ¢ andn, p are the concentration of free and bound holes with the othleleg are

given in reference (72). It is worth noting that for our sagphe hole spins in the CdMnTe
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layer are not aligned with the external magnetic field. Asubsed in the previous chapter,
spin-orbit coupling constrains them perpendicular to tled (66; 57; 58| 59).

With the introduction of a magnetic field and magnetic ionswrroutes of spin re-
laxation are introduced and the significance of the previnathods may be altered. The
first new mechanism involves variations in the local g-fgcichich has been referred to
as the variable g-factor (VG) spin relaxation |(74). The mndntroduction of Mn as an
alloy in the lattice leads to such a variations as electroqpemrence different local Mn

concentrations as they move. The decay rate is given by,

1 _y2r0

vG Nex

2., NoxkeT (3= X(0.T) —X(B.T)) — (My?
e T T e 2(gowsB/+ y(M) 713

) (4.6)

with y = Js,4/(No9umnish), To the interaction time between locations of differing Mn
spins,Nex is the number of Mn involved is the percentage Mn concentration, is the
lattice cell density[T is the temperaturey (B, T) is the susceptibility{M,) is the average
magnetization along the external field, apleing the related-factors (75). The constant,
Jsp-d is the coupling between the Mn d electrons and the condubtol electrons.
Introduction of Mn also leads to another scattering mettaléd exchange scattering
(77;/78). The s-d interaction between the electrons and Nhssgan result in a spin flip.

The scattering time for quantum wells can be given by,

1 35 .
—=gm (Noot)Xe 1 £/RLwNo (4.7)
e

with m* the effective massxefs the concentration of MnNg the cation sites per unit
volume, Ly the quantum well width, antllpa the same exchange integral that has been
mentioned previously.

All of these scattering mechanisms are, to varying degré@mmortance, present in
our sample. The EY mechanism tends to dominate only whenttiex smechanisms are

not present at the lowest temperatures and longest lifstifitee DP mechanism dominates
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at higher temperatures above the liquid He immersion cmmditof our experiments. The
BAP mechanism requires many holes, which are normally ptesaly in small numbers

due to n-type modulation doping in our quantum wells, howetlee optical pulses ab-
sorbed by the well generate non-equilibrium electron-tpales. The VG and exchange
scattering methods are both also present due to the inaipoiof Mn. Because the sys-
tem is paramagnetic, it rapidly becomes disordered withgisemperature. This disorder

manifests as a reduction in lifetime through the VG and ergkacattering mechanisms.

4.3 Material System

The samples have a high mobility, MBE grown C@Vin,Te quantum well sandwiched
between CdMgTe barriers, as shown in Hig.l 4.1 (6%; 79). Thagy sample used here
has a Mn concentration of 0.75%, although for comparisorcarstsample with a 0.46%
composition was also measured. In the barrier 2ahove the quantum well is a layer of
lodine modulation doping. lodine dopants in CdMgTe baragers lack the deep defect
levels formed by In doping in the last chapter, and can cilegtgs with up to 5« 10%cm—3
carriers at room temperature (80). These carriers diffutgethe quantum well, and act as
a 2DEG (81). The electron density in the quantum well B>210'cm2. The pres-
ence of these n-type carriers raises the Fermi energy ofuttietgm well above the lowest
conduction band state as shown in FigJ4.1.

In an applied magnetic field, the Mn d electron spins in thengwa well align along
the field. The exchange interaction between the Mn elecporsand the conduction band
electrons also strongly aligns the conduction band elecpins with the field (§2). This
results in a large Zeeman splitting of the conduction barids $plitting causes a net spin
polarization and a large g-factor for the conduction barettebns. At the energies of
interest in this work, only the lowest conduction subbanthefquantum well plays a role.

The photoluminescence and photoluminescence excitasitantdken by Cynthia Aku-
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Figure4.1 Two dimensional electron gas in a CdMnTe quantum well. Thecsire is shown at
the top, with the corresponding band structure beloyindcatestheFermilevel

Leh for the samples studied are shown in Hig.l 4.2. The lowsstgy of the photolumi-
nescence peak centered at 1.607 eV is the conduction bardedglence band transition
for the 0.75 % sample used in most of the experiments. The dmghof the photolumi-
nescence peak at 1.617 eV is the transition from the valeaice to the unoccupied levels
at the Fermi energy within the conduction band. The phototestence excitation above
1.617 eV represents the absorption of the sample. The l@nesgy peak is the transition

between the valence band and the unoccupied states at thedrargy in the conduction
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band. The higher energy peaks are the transitions to exonteduction and valence band
sublevel states within the well. The similar PL and PLE dateflower Mn concentration
sample used in a few experiments are shown in the lower half.

The selection rules of the photoluminescence are showngn[£3. Theagy and
peaks indicate transitions between the band edges ingpE&eman split states aligned
with the external field. The and iy peaks are transitions between the bands with spin
states opposite the field. The presence ofdh@nd . peaks in the data at intermediate
fields is due to mixed spin states in the valence band. Theatspaenergy between thmg
and oy peaks and thep and g peaks is the Zeeman energy of the conduction band elec-

trons, given byZ = —Noax(S,(B, T)) with the average Mn spi(S;) = SOB5/2((EB/(2T)9+’%B)

with g = 2 for the Mn spin systemx the Mn fraction,Np the number of unit cells per
volume anda the exchange integral (55;/79). The highest edge of the pimtnescence,

Oedge@NdTRqge represent the highest occupied energy state at the Feargyen

4.4 Spontaneous|nelastic Scattering Studies

Earlier SIS experiments have studied the collective anglsispin flip modes in the same
CdMnTe quantum wells used in the studies herel(70; 79; 83a fd@am these SIS measure-
ments is shown in Fid._4.4. First, they demonstrate the dggdegave vector dependence
of both modes as shown in Fig._#.5. The k-vector dependentiedingle particle spin
flip follows the expected trends; + ﬁ(2%)°-5q whereE; is the Zeeman splitting an¢

is the Fermi energy. The spin flip of a single electron expamitls wave vector from a
single energy into a continuum of levels. The collectivenspave remains a single state,
but at sufficient wave vector, it merges with the single sgmdbntinuum. The signals
from both excitations display a Brillouin function depende on magnetic field, as shown
in Fig. [4.4. The spin wave is the narrow peak at lower enerdye 3pin flip appears at

higher energy as a broad peak, suggesting the continuumenaftthe excitation. These
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Figure4.2 Photoluminescence and photoluminescence excitatiorfrdatethe samples. The un-
filled curve to the left is the PL data, and the shaded regioinemight is the PLE data. Transitions
between states are marked by crosses.
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Figure 4.3 Selection rules of the photoluminescence for both magriigid orientations, from
(79). Theo andrmrtransitions indicate transitions between Zeeman spliesta
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Figure 4.5 Inelastic scattering energy cal-
culations of the spin wave (solid line) and
spin flip (shaded region) on the exciting wave
vector. The squares and triangles indicate
SIS data for four magnetic fields, from (70).

Figure 4.4 Inelastic scattering data indi-
cating the magnetic field dependence of the
spin wave (SFW) and spin flip modes (SF-
SPE) at many wavelengths, from(79).

SIS measurements, like the ultrafast measurements dktaitee next section, were done
in a backscattering geometry, ge= 0 and the spin flip wave and single particle excitations
have differing energies.

The SIS data have also shown a strong dependence on las@tiercpower through
the temperature dependence of the Brillouin function. Tiergy of the spin flip is related
to the average Mn spin by,

E = Noax(S,) (4.8)

wherea = (§J%P-9|S) /Qq (2). This is the sp-d exchange integral divided by the volume
Qo. Np is the number of cations per volume. Thads the exchange integrat,is the Mn

concentration, andS;) is the average Mn spin. For the CdMnTe systé&igg is 0.22 eV.
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The average Mn spin is given as,

20usB

(&) = AOBS/Z(m

) (4.9)

whereBs), is the Brillouin function,g is the g-factor,ug is the Bohr magnetorB is the
applied magnetic fieldsg is the Boltzmann constari, is the temperature, arig accounts
for the antiferromagnetic coupling between neighboring &tloms. The temperature and

magnetic field dependence of both excitations are givenisyctirve.

4.5 Inelastic Scattering

The experimental pump-probe measurement setups used d@@ditlaTe quantum well
samples are described in chapter 2. While some detailsdvayi@xperiment, most of the
measurements done here used a circularly polarized pumxcite & single spin orien-
tation. The probe was linearly polarized and backscattatednearly normal incidence.
The polarization rotation of the reflected probe was meakusing a balanced detector.
Unless specified otherwise, the pulse was 100 fs long anémezhat 768 nm. The external
magnetic field was applied to the sample in the plane of théav@ T. The samples were
always immersed in liquid He and pumped on to achieve tenyresbelow 2 K. Main-
taining He immersion was crucial due to the effects of terappee described later in this
section. An example of the pump-probe data observed undérlaser fluence with the
corresponding linear prediction fit spectrum is shown in Bi§(a), and for lower power in
Fig.[4.6(b). The spin flip wave is the single peak shown in tvelaser fluence spectrum.
The four peaks in the high fluence are all spin flip wave ogeilites from different regions
of the laser spot, as discussed later.

The pump-probe data is presented in three sections. Thddatstr responsible for
decay of the spin flip wave is heating. While the sample candaged externally, in this

case the laser absorption acts as the thermal source. Ateveest laser powers, heating
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Figure4.6 Pump-probe data showing the spin flip wave and its spectriemtander high (a) and
low (b) laser fluence. The multiple peaks shown in the highgratata represent zones of elevated
temperature. The single particle spin flip is not observesitimer case.

dominates as the deciding factor in the lifetime, and resulthe formation of multiple
zones of temperature. With sufficiently low laser powersyéwer, the lifetime becomes
a function of the number of photoexcited carrier. As theldameves into resonance and
excites more carriers, the lifetime decreases. Finalg/effects of magnetic field, and Mn
concentration, which both relate to spin polarization, deenonstrated. Both counteract
the effect of temperature, resulting in longer lifetimeshnincreasing Mn concentration

and magnetic field.

451 Thermal Effects

We have studied the behavior of the spin flip wave in 2DEG systi& the time domain
under a variety of conditions. The first experimental chgkewas controlling the effect of
laser heating on the Mn and electron spins. We have beenabaseértain the temperature
of the sample by fitting the experimentally determined spawevfrequencies as a function
of magnetic field to equatidn 4.8. The temperature is useldeafitting parameter with all
other values are known. An example of two data sets and thiesmonding fitting curves

are shown in Fig[_4]7 for two laser fluences. The temperatigtesl assume a negligible
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Figure4.7 Frequency of the spin flip wave with magnetic field and comesing fits to the Bril-
louin function. The two curves were taken under differingelafluence. The temperature used for
the fit is shown.

value forTp, a reasonable assumption given the low Mn concentratiodmeisamples.

As the energy of the exciting photons rises above the bandgage heat is produced
due to increased absorption. Optically excited electratay to the lowest unoccupied
state, releasing energy, which becomes heat. Sholwnlinat.Begher laser powers heating
takes place in the form of the creation of regions of highemgerature (84, 85). As the Mn
in the lattice heats, the spin relaxation process accekei@eating a feedback loop with
instabilities. Areas where laser heating is sufficient ate such instabilities can be iden-
tified in our data by the frequency of the spin flip wave, whielpeinds on the temperature
as described by the Brillouin function. The spin flip wavesdguency in these regions ap-
proaches the coldest temperature region’s spin flip wavgiéecy as the laser power, and
therefore the temperature, is lowered. These regions nre@a single zone with the laser
power in the 0.3 to 0.4 mW power range (with a 100 micron spa)siAbove 2 mW, the

coldest region begins to increase in temperature. The hgyrergy regions all show sim-
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Figure4.8 Power dependence and lifetime of the collective spin mastguiencies (a) and lifetime
(b) taken in He immersion with a constant probe power of 0@ at 768 nm with a pulse width
of 100 fs and an externally applied field of 2 T in the plane efwell. The top line of data points
indicates the region of the stable, lowest temperature @udV. The coldest temperature region is
denoted by squares.
ilar characteristics, but likely differ from one anotheredio imperfections in the quantum
well, local variations in Mn concentration, or deviatioorin a gaussian profile of the pump
or probe spots. The effect of temperature is clear in theatsmluof the spin wave lifetime
with increasing power as shown in Fig. 4.8b. Note that ttetilifie is linearly dependent
on power at sufficiently low powers where negligible heaisgresent.

We can demonstrate that, at sufficiently low illuminatiovdls, the feedback loop gen-

erating high temperature regions does not begin, and onlgighestemperature zone is

created as seen in Fig. 4.8b. In Hig.14.9, three curves fitdBthlouin function and taken
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Figure 4.9 Frequency of the spin flip wave with magnetic field at threedagavelengths. All
three demonstrate similar Brillouin behavior indicatihg same temperature.

with the laser at different wavelengths are shown. All tHitseresult in nominally identical
temperatures, indicating there is no heating under thisnithation level. At 774 nm, the
center of the pulse energy is below the absorption edge anof oesonance although the
higher energy tail of the pulse’s Gaussian spectrum liessomance. At 770 nm, most of
the central pulse energy is near resonance with the absomudige. At 760 nm, most of the
laser pulse’s Gaussian spectrum is above the absorpti@en &tig identical Brillouin curve
fits of the spin wave frequency indicate a constant tempexatulependent of wavelength.
With the effects of heating isolated in this way, we can exanthe effect of resonance on

the lifetime of the spin wave excitations independent ofrtred causes.

45.2 Photoexcited Carriers

The lifetime behavior of the spin wave with magnetic field thoe same three wavelengths

is shown in Fig[4.10. Although there is no heating at diffémgavelengths, the spin wave
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Figure 4.10 Lifetime of the spin flip wave for three laser wavelengths\ahat, and below the
absorption edge. As the laser moves further into the samalesorption, the spin flip wave becomes
shorter lived.

with the laser photon energy above the absorption edge eppedave a significantly
shorter lifetime. Therefore, another factor is relevanth® spin lifetime. The results of
[4.8b demonstrating a linear dependence of the lifetime serlluence at the lowest laser
powers suggests that the number of photoexcited carriays @@l role. To study this rela-
tionship further, data was taken with the laser tuned adtwssesonance spectrum of the
sample.

The amplitude behavior of the spin wave is shown in Eig. 4TlHe resonance edge is
at 1.619 eV (768 nm), which corresponds to the absorptioe edthe PLE data. The spin
wave amplitude is clearly enhanced when the laser is in essmwith the electronic tran-
sitions as expected. The width of this resonance corresptinthat of the exciting laser
pulse’s spectrum. To further study the behavior around #reow resonance, the pulse

was broadened temporally to 300 fs, thus narrowing the sgdeange of the pulse to 6 nm
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Figure4.11 Amplitude of the spin wave with the laser near resonance.ahiglitude peaks with
the laser in resonance with the absorption edge.

(13.8 meV).

The corresponding lifetime behavior of the spin wave for putse widths with an ex-
ternal field of 2 T is shown in Figl_4.12. The lifetime becomegcimlonger when the
pulse moves toward the resonance edge. Since we have shdigntbat the temperature
of the sample is not altered by the laser’s photon energynthdeexperimental conditions
used here, the strong dependence on absorption suggdagihoi@excited carriers play a
role in the relaxation of the spin wave. A minimum in the spiave lifetime occurs in the
spectrally narrower 300 fs pulse data with the laser wagtteat 768 nm, coinciding with
one of the absorption peaks due to the valence band-coonduxdnd transition.

With a pulse width of 300 fs and with the laser out of resonataéhe red of 768 nm,
the signal becomes much weaker and requires higher lasarpoavobserve, which does

result in heating. This heating, as mentioned before, resitire lifetime and frequency of
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Figure 4.12 Comparison of the resonance behavior of the spin flip wavaydedth two pulse
widths. The spectrally narrower 300 fs pulse shows a shéifpeme profile.
the spin wave mode. With a laser pulse width of 100 fs (18 nm R¥),Hhe spin wave can
be observed out to a central wavelength of 780 nm. Even faofoisonance at 780 nm,
the lifetime remains shorter than that of the spectrallyowvaer 300 fs pulse.
Photogenerated carriers can affect the spin wave lifetimoaigh the mechanisms men-
tioned previously in this chapter. The carriers are notgeter enough to play a DP-style
role, and the EY mechanism tends to be the weakest. The preecated carriers do in-
clude a substantial number of holes, which otherwise aremdly few in number. These
photoexcited holes, like the ones in the previous chapter,canfined by the quantum
well's boundaries, and therefore also have their spinmatigperpendicular to the external
field, the electrons in the 2DEG, and the Mn ions. It is thenefmost likely that a BAP
spin scattering mechanism involving the photoexcited sidaesponsible for the carrier

effects demonstrated here.
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4.5.3 Spin Polarization and Selection Rules

In addition to the effects of temperature and carriers noeetl so far, as the magnetic field
increases, according to the Brillouin function, the averdn spin aligns with the field.
Because the deviation in Mn spin has decreased, as elet¢temes$ through the material
they experience less disorder. Therefore, the scattetegal local variations in the Mn
spin through the VG and exchange scattering mechanismeatas. This is demonstrated
for both samples shown in Fig._4113. The lifetime increasits magnetic field up to the
highest magnetic field available.

The effect of Mn content on the collective mode lifetime i®wh in Fig. [4.1B. As
the previous results for the temperature and magnetic figetdence of the spin wave
lifetime have shown, as the Mn spin polarization increages2DEG experiences a more
uniform g-factor, and therefore a slower relaxation rats.iddicated in Equation 4.8, the
frequency also depends on the Mn concentration. As expettiedrequency increases
with Mn concentration. This pattern should continue ufgibecomes a significant factor
due to the increasing number of antiferromagneticly cadip@ neighbors.

In addition to studying the decay of the collective spin flipae, we also determined
its selection rules. The pump-probe data taken in diffegegmetries is shown in Fig.
[4.14. When horizontal, the polarization of the probe is lpelréo the externally applied
magnetic field. The excitation and background are senditiv@e probe’s polarization.
The spin flip wave also is sensitive to the pump’s polarizatigth stronger excitation for
circularly polarized light where only one of the possiblénsgtates is excited. We also
measure the reflectivity of the probe instead of the poltidmaotation. Under such condi-
tions, the spin flip wave also observed, but it was weaker.|3tge electronic background
signal indicating photogenerated carriers was also dedeataking the setup less optimal

for measurement.
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Figure4.13 Lifetime x frequency as a function of magnetic field for two samples wiffering
Mn concentrations. The degree of spin polarization of th&@Dncreases with both magnetic field
and Mn concentration. The lifetime here shows the same diper on both factors.

4.6 FutureWork

Further information about the decay of the collective mozhes be determined by testing
the system under higher magnetic fields. Because the dptedalited heavy holes likely
play a role and because their spins rotate toward an exkgagglied magnetic field, we
would expect the decay to stop increasing after a magnéicsiidficient to align the heavy
hole spins along the field’s direction. For a more accurat@sneement of the resonance be-
havior of the spin flip wave, ps length pulses with much naeognergy distributions could
be used. The Tsunami laser we used cannot be easily modifseatima way, but other ps
Ti-sapphire lasers are commercially available. Furtherkvi®also needed to identify the

single particle spin flip excitation or explain the lack ointpump-probe measurements.
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Chapter 5

GaM nAs Ferromagnetism

5.1 Introduction

As previously mentioned, GaMnAs cannot be grown under i@es growth conditions
(86). As Mn incorporation under equilibrium conditions isnited to 1%, relatively low
substrate temperatures are required to incorporate sutastguantities of Mn while avoid-
ing formation of MnAs clusters (87). As a result of the lowgth temperature, the lattice
contains many defects (88). Material quality has improwesyever, by altering the As flux
and other growth conditions to minimize defects. This hésaadd ferromagnetic GaM-
nAs Curie temperatures and Mn concentrations to reachttieoretical limit(89; 87). The
highest T GaMnAs samples are now around 173 K.

As in CdMnTe, neighboring Mn atoms behave antiferromagaéti. This commonly
occurs when MnAs precipitates in poorly grown GaMnAs andanferclusters. The ferro-
magnetism in GaMnAs is mediated by the acceptor holes adedoivith substitutionally
doped Mrg, This process is described by theories originally desigonedther systems
now called RKKY theory(87] 90; 91). However, while the Mn do&ct as an accep-
tor, it is not a perfect one. The locallized defect stateqenliandgap. These levels have
been observed previously in several measurements studgfagts in semiconductors (92).
With sufficient doping, these localized defects begin tofardefect band above the GaAs

valence band (93).
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In this chapter, two aspects of ferromagnetism in GaMnAsbelstudied, building on
earlier results in the dissertation of Daimian Wang (94)st-the effect of growth condi-
tions on the Damon-Eshbach modes was studied, specifitalgftect of the As source.

Second, SIS measurements of GaMnAs in a magnetic field wdismissed.

5.2 Growth Conditions

Earlier work by Daimian Wang reported on Damon-Eshbachgsgion modes in ferro-
magnetic films|(95). Damon-Eshbach modes are standing spie wiodes in confined
layers of ferromagnetic material (96). In the case of thiskwtayers of GaMnAs act as
a ferromagnetic slab. The excitation mechanism to cre&setlpin waves was similar to
reported results in nickel thin films (97) where laser haptiaused generation of magnons.
Whereas in the previous chapter, laser heating caused thg démagnons in our param-
agnetic CdMnTe films, in the ferromagnetic GaAs discussed, ltleat heating is the cause
of the perturbation resulting in the generation of magnadins occurs because of the reori-
entation of the easy axis of the GaMnAs ferromagnet with tnajpire. The laser heating
causes an immediate deviation of the easy axis of the fegnatacreating an impulsive
restoring force.

We conducted pump-probe measurements on two sets of sagnpbes to nearly iden-
tical specifications. The measurements consisted of appéyimagnetic field to the sample
of 2 T for 20 minutes to align the ferromagnetic GaMnAs aldmgfield, and then a reduc-
tion in the field to lower values. The measurements were derdeacribed in chapter 2,
with the polarization rotation detected by the balanceeaet. The laser was at 800 nm,
and the sample held at 5 K. All of the samples used in (95) weawgusing an As cracker
cell. In such a system, Ads evaporated from a pure As source. The evaporAwds
then cracked at high temperature, decomposing into A early example of a cracker

cell and its function is described in a paper by Krusor (98).
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Figure 5.1 Damon-Eshbach mode oscillations in GaMnAs grown with and As;. This data
was taken at 0.13 T at 6 K.

Identical ultrafast measurements were performed on thasgles grown without a
cracker cell. In previous studies of structural charastes of GaMnAs films, it has been
noted that films grown with Asdimers grow higher quality films with higher Curie tem-
peratures| (99). The samples all consisted of 50 nm GaMnAerdayith concentrations
of 2-6% Mn grown with a substrate temperature near 250 C.eltvas no GaAs capping
layer, all samples were grown after an epitaxial, GaAs lgyewn at 590 C.

Shown in Fig. [5.ll are the Damon-Eshbach oscillations in W damples. These
ISRS measurements were done as described in Chapter 2} &efepe taking data the
ferromagnetic GaMnAs was aligned by a larger external fiéltl 65 T. The two samples
measured in Figl_5.1 have similar Curie temperatures at duKthe oscillations in the
sample grown with Aghas clearly weaker oscillations. At a magnetic field of 0B87
the observed spin wave mode in thesAsmple has an amplitude of 2.179E-6 V on the
detector. The Assample has an amplitude of 1.224E-5, about a factor of 6la8ilar
results are obtained at other low magnetic field values, anddmples of several concen-
trations. Also, the higher order modes observed in (95) at@bservable here in the As
grown sample. These findings suggest that the defects chyskd As species used, while

not affecting the overall ferromagnetic behavior througé Curie temperature, do affect
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the behavior of spin waves. Because the Damon-Eshbach moelésghly dependent on
the surface conditions, the As species used evidently @ayismportant role in interface

formation.

5.3 Spontaneousinelastic scattering of Mn defect states

We have also used spontaneous inelastic scattering to swidtyGaMnAs. Earlier,
Daimian Wang reported on the observation of Mn-related ddévels in bulk GaMnAs
(94). These energy states involve holes bound to Mn ionsitattice. The excitation noted
in SIS was the transition between the ground and first exbibethd Mn state. The presence
of these individual, bound hole states indicates parantagmgions of non-interacting Mn
separated from the ferromagnetic region of the GaMnAs fayer

The excitation between ground to excited state was obsenv8ts only under a nar-
row range of exciting laser wavelengths. Additionally, igmlayed several side-peaks, as
well as selection rules depending on the state of the intiaeth scattered light. Shown in
Fig.[5.2 is a set of SIS data taken earlier demonstrating thetside peaks due to magnon
scattering and the selection rules at high temperature (B¢ selection rules indicated
were obtained by placing a quarter wave plate before andthitesample, followed by an
analyzing polarizer. Because we have already stated thaethon of the bound hole tran-
sition excitation is paramagnetic, there must be an intenabetween the bound hole and
the nearby ferromagnetic bath for magnons to be involvelerstattering process. This is
likely due to the optically formed exciton. The lower enemgak labelled O corresponds
to the absorption of a magnon. This weakens with decreasimmgerature as less magnons
are available. On the other hand, the peaks labelled 2 and@&pond to the creation of
magnons.

Earlier data indicates a dependence on the incoming scatteolarization independent

of the scattered light polarization (94). This was demaistt as a function of magnetic
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Figure 5.2 Spontaneous inelastic scattiner of GaMnAs showing triansitbetween bound hole
states. a) Demonstration of the side peaks cause by magatiarsw. b) Selection rules at high
temperature.

field for two samples in Fid. 5.3. This behavior suggestedmeddence on the level popu-
lation. As the defect levels are Zeeman split by the extgriaplplied magnetic field, as the
field rises above the thermal energy, the upper Zeeman spligg level becomes increas-
ingly empty. With one spin level depopulated, only the dacyolarization corresponding
by the lower energy spin is resonant.

We performed a pair of experiments, one with the thermalgnbelow the Zeeman

splitting at a magnetic field of 3 T (temperature of 2.6 K), amdther with a temperature

comparable to the Zeeman splitting (temperature of 7 K).r€kalts are shown in Fig. 5.4.
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Figure 5.3 The ratio of the SIS peak intensity between orthogonal trcincident scattering
polarizations as a function of magnetic field

Figure[5.4b shows a close up of the SIS data at 3 T demongtrdtindifference in SIS
amplitude under different incident polarizations. The 8$a is summarized in Fig. 5.4c
at two different temperatures. At the higher temperaturere is no evidence of splitting
up to the maximum field we could apply. At the lower tempemtihne splitting is very
apparent, confirming that the selection rules are relatéehtperature. With the earlier ev-
idence involving the Zeeman splitting, we can conclude tietpin split level population

is responsible for the selection rules observed.
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Chapter 6

Conclusion

Dilute magnetic semiconductors will remain an area of isgestudy and research. New
applications for well known magnetic systems, like the egted electrons in the CdMnTe
guantum well, continue to be developed. The properties @hthaterial systems are still
being studied, as has been done in this work for spin flip wav€xdMnTe and defects
in GaMnAs. New structures, new materials, and new opticalsueement techniques all
provide additional means of research.

Using the system of pulse shaping and coherent control dstmaded in GaAs in chap-
ter 2, we were able to control the spin states of isolated thalactrons in a CdMnTe
guantum well, as demonstrated in chapter 3. Collectivetatxons in the well-understood
GaAs 2DEG in a quantum well provided an ideal test of our setiging a pair of pulses
created by the pulse shaper, the ground and excited statgeathensity excitations showed
the expected sinusoidal dependance on pulse separatiom. thie previously established
system of entangled, bound electrons in a CdMnTe quantumnnasl controlled in a sim-
ilar fashion by a pair of pulses constructed by the pulse shafaking advantage of the
spatial separation of the time separated pulses from tlse ghlaper, the optimal pulse pair
for eliminating the single spin flip signal was constructed ahown to work as expected
experimentally, leaving the double spin flip signal dominarthe spectrum. Furthermore,
pump-probe measurements demonstrated the expectedgmear dependence of the spin

flip signals. While these simple results are promising, thigecent control measurements
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demonstrate the limitations due to inhomogeneous broaders pulse shaping with pulses
separated by more than the period of the spin flip result in easurable signal.

Advances in material quality are evident in the creation@E®s in modulation doped
dilute magnetic CdMnTe quantum wells. In chapter 4, we destrate pump-probe mea-
surements generating spin flip waves involving the Zeemdih lspvest sublevel of the
guantum well and explored the mechanisms responsibledaeitay. Heating dominates
the spin decay even under levels of illumination consides@all in other pump-probe
measurements and also results in formation of zones oftelvamperature with illumi-
nation above a critical fluence. From fits to the Brillouin\eirthe temperature of the
magnetic system was extracted from the spin-flip wave frequén the pump-probe mea-
surement data. The applied external magnetic field and Moerdgration play a role in
spin decay through the variation of the Mn spins and the splarjzation of the 2DEG
electrons. When heating and magnetic field are carefullyrotbed, however, the effects
of carrier excitation become evident, indicating the imeohent of the heavy hole in the
decay process.

The complicated GaMnAs system has been extensively studidwn in less than
ideal conditions, GaMnAs has defect states related bottmpeifections in the lattice and
the Mn acting as acceptors. In this work, we have opticaligigtd both of these in exter-
nal magnetic fields. In chapter 4, data shows that the magroalesnof epitaxially grown
GaMnAs depend on the material quality of grown films. Despitailar Curie tempera-
tures, samples grown with different As species show widalymg magnon amplitudes.
It is understood that Asgrows higher quality material than Asluring low temperature
growth of GaAs. Our pump-probe measurements indicate keainterface quality also
depends on the As source used. Finally, in a separate sepefieents studying para-
magnetic islands in ferromagnetic GaMnAs samples, theteterules demonstrated by
transitions between Mn-related defect states were a restiie thermal population of the

defect states.
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Light scattering has proven very useful in studying dilutagmetic semiconductors.
Optical measurements are an important tool to non-destaligimeasure the properties of
both carrier and lattice excitations. Furthermore, theatenals have shown dramatic im-

provement in the last two decades, and may yet prove viabkewade variety of spintronic

applications.
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Appendix

Pulse Shaper Script

This is the Matlab script used to generate the desired r@taes for the pulse shaper ele-

ments. The G1 and G2 refer to the two LCD arrays as shown irdFig.

clear;

%lInitialize time, frequency, incoming, and target pulses
t = -10000:0.1:9999.9;

w = linspace(0.000000001, 10, 200000);

Ei = exp(j *2+t=*pi *0.375). =*exp(-1 *(t).”2./(100)"2);

%step pulse form

%Ef = 0xt;

%Ef (99000:101000) = 1  *exp(j *2+*t(99000:101000)  *pi *0.375);
%two pulses

Ef = exp(j =*2*t=*pi *0.375). =*exp(-1 =*(t-747).72./(100)"2)+ \\

exp(j *2+t=*pi x0.375). =*exp(-1 = (t+747)."2./(100)"2);

%chirped pulse

%Ef = exp(j *2+t=*pi x0.375). =*exp(-1 =(1).”2./(100)°2). * \\
exp(j *t"2 x0.0375°2 =*4xpi°2),

Ei = Ei ./ sum(abs(Ei));
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Figurel Pulse Shaper.
Ef = Ef ./sum(abs(Ef));

Es = Ef;

%Fourier Transform of both pulses, with shifts to correct
Ewi = fft(fftshift(Ei));
Ewf = fft(fftshift(Ef));

%Calculating A coefficients and normalizing

A = Ewf./Ewi;
A = AJ(max(A(7372:7629)));
A(1:7371) = 0;

A(7628:length(w)) = O;

%Solving for retardances G1, G2

Gl = Ot
G2 = Ot
G1lt = 0+t
G2t = 0+t
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for k = 7372:7627
if (imag(A(k)) > 0.01)

'Possible Error, imaginary part is significant’;

end
G1lt(k) = acos(real(A(k)));
G2t(k) = -1 *G1t(k);

end

%Reducing from 256 points to 128 pixels

for k = 1:128
G1(7372+(k-1) *2)=(G1t(7372+(k-1)  *2)+G1t(7373+(k-1)
G1(7373+(k-1) *2)=(G1t(7372+(k-1)  *2)+G1t(7373+(k-1)
G2(7372+(k-1) *2)=(G2t(7372+(k-1)  *2)+G2t(7373+(k-1)
G2(7373+(k-1) *2)=(G2t(7372+(k-1)  *2)+G24(7373+(k-1)
G1f(k) = (G1t(7372+(k-1) ¥ 2)+G1t(7373+(k-1)  *2))/2;
G2f(k) = (G2t(7372+(k-1) * 2)+G2t(7373+(k-1)  *2))/2;
end
g = 1:128;
G1f = G1f+2 *pi;
G2f = G2f+2 *pi;
filel = fopen(output.txt’, 'wt’, 'n’);
for k=1:128
fprintf(filel, '%4.07\t%4.0f\n’, \\
real(G1f(k))/pi * 400-200,real(G2f(k))/pi * 400+200);

end

fclose(filel);
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