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PREFACE

This theoretical and numerical study addresses in-cylinder heat transfer modeling
and its applications to a spark-ignition engine and a Homogeneous Charge Compression
Ignition (HCCI) engine. Accurate prediction of in-cylinder heat transfer is critical
because engine operating parameters such as in-cylinder temperature and pressure are
affected by heat transfer. To improve the prediction of heat transfer, variable density
effects are introduced into the new heat transfer model which is named VDHT (Variable
Density Heat Transfer) model. The density, dynamic viscosity variation and variable
density effects on turbulent Prandtl number and eddy viscosity ratio variation in thermal
boundary layers are employed in the VDHT model with a power-law approximation. This
approximation yields a model constant. The basis of the VDHT model is thoroughly
investigated through quantification of critical parameter effects on in-cylinder heat
transfer modeling. The model constant of VDHT model is found by matching
experimental heat flux measurements in a spark-ignition engine. The VDHT model with
this constant is then applied to an HCCI engine and the effect of turbulence modeling on
thermal conditions is investigated through the analysis of the probability density function

of the charge temperature.
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CHAPTER 1

INTRODUCTION

1.1  Background

Heat transfer is one of the important issues in the study of internal combustion
engines because it affects critical engine operating parameters such as in-cylinder
temperature and pressure. However, analysis and modeling of engine heat transfer are
among the most complex engineering subjects because of the turbulence in the cylinder
charges, the combustion process and piston motion within a combustion chamber of
complex shape. All of these factors contribute to strong unsteadiness and local changes in
in-cylinder heat transfer. Therefore, the details of turbulence, combustion and piston
motion must be investigated before discussing the development of in-cylinder heat

transfer modeling.

Turbulence develops in the in-cylinder charge under typical operating conditions
of internal combustion engines as the Reynolds number is sufficiently high. Furthermore,
when the air-fuel mixture is introduced into the cylinder chamber, complex motions such
as tumbling and swirling flows are created. Due to the unsteadiness and local changes
caused by turbulence, tumbling, swirling motions and interactions with valve motions,

engine heat transfer undergoes unsteadiness and local changes.



The combustion process also has a significant impact on engine heat transfer
because it increases density, pressure and temperature in the cylinder rapidly. In
particular, in spark ignition engines, flame propagation separates the cylinder charge into
burning and unburned zones, thus creating a strong local change in heat transfer.
Furthermore, the flame interacts with turbulence flows, which also adds to the complexity

of engine heat transfer.

The compression and expansion of the piston affects in-cylinder heat transfer as
well. Furthermore, the position of the piston at ignition has strong effects on combustion
processes. Turbulence is also affected by piston speed because the Reynolds number is
directly proportional to piston speed. Thus understanding these influential factors is a

prerequisite to modeling of engine heat transfer.

Heat transfer modeling is an important issue in the numerical study of internal
combustion engines. Inaccurate predictions of heat transfer cause inaccurate predictions
of thermal conditions and inaccurate predictions of cylinder thermal conditions have
adverse effects on the predictions of combustion processes and engine performance.
Therefore, the accurate prediction of heat transfer is a prerequisite for an accurate

prediction of engine performance.

Furthermore, heat transfer has a strong influence on exhaust emissions because
temperature has a strong effect on emissions [1-7]. For example, the formation of nitric
oxides (NOy) has an exponential dependence on temperature. A reduction in the peak
combustion temperature of 25-50 K can halve the NOx emissions [7]. Furthermore, the

wall temperature is important for emissions because in spark ignition engines, NOy



emissions increase significantly with increasing surface temperatures [1]. Therefore, the

accurate prediction of heat transfer is important for the accurate prediction of emissions.

In Homogeneous Charge Compression Ignition (HCCI) engines, the accurate
prediction of thermal conditions is critical because thermal conditions strongly affect the
combustion process [8 - 11]. For example, the wall temperature strongly influences the
heat-release rate. Specifically, the enhanced thermal stratification caused by the lowered
wall temperatures decreases the peak heat release rate significantly [9]. Another
experimental study [10] shows that the increase of thermal stratification delays the
pressure rise rates during combustion. As discussed in the study of Dec and Sjéberg [12],
intake temperatures have strong influences on CO (Carbon Oxide) emissions in an HCCI
engine. In their study, as intake temperatures are increased, the CO emissions are
decreased significantly. For these reasons, reliable heat transfer models are the basis for

the accurate prediction of engine performance and emissions in HCCI engines.

In engine design, the analysis of heat transfer is also important. For example,
accurate prediction of heat flux is essential for the analysis of thermal stress limits for
cylinder materials. In particular, the accurate prediction of heat flux is also useful for the

determination of the cylinder chamber geometry to minimize emissions.

1.2 Review of in-cylinder heat transfer models
In-cylinder heat transfer models were categorized as global, zonal, one-
dimensional and multi-dimensional by Borman and Nishiwaki [13], based on their spatial

resolution. This categorization is based on the core region resolution. In strict meaning,



both one-dimensional and multi-dimensional models by Borman and Nishiwaki are one-
dimensional models because a simplified one-dimensional equation of the thermal
boundary layer is solved for these models. Therefore, in this study, one-dimensional
models and multi-dimensional models by Borman and Nishiwaki definition are referred

to as one-dimensional heat transfer models.

Global [14-21] and zonal models [22-24] are empirical correlations with
dimensionless numbers as parameters. Global and zonal models use correlations to

calculate the overall heat transfer coefficient h.

To investigate the procedure of heat flux calculation in global and zonal models,

the representative correlation and heat flux equation are examined.
=hl/ _ n
NU =l ~CRe (1.1)

q=h(, -T,) (1.2)

Eq. (1.1) shows the typical correlation in global heat transfer models, where NU
denotes the Nusselt number, which is non-dimensional and represents the heat transfer
coefficient divided by the thermal conductivity k and the length scale I. Re denotes the
Reynolds number and C and n denote model constants. From the known model constants
and the Reynolds number, an overall heat transfer coefficient can be obtained from Eq.

(1.1).

Eq. (1.2) is the heat flux equation for global and zonal models. Heat flux q is
calculated from the overall heat transfer coefficient h, the temperature of the global core

region Ty and the wall temperature Ty.



Figure 1. 1 shows a schematic of a global heat transfer model and Figure 1. 2
shows a schematic of a two-zone heat transfer model as an example of zonal heat transfer
models. In two-zonal models [22, 23], the cylinder was divided into an unburned and a
burned zone. Each unburned and burned zone has its own history of the heat transfer
coefficient for the calculation of heat flux of each zone. Therefore, this model can

consider the effects of heat transfer variation caused by the flame propagation.

However, these global and zonal models do not yield specific local information of
heat transfer. Moreover, this type of model requires ad-hoc parameter tuning and is
strongly dependent on empirical constants. Thus their applicability is limited to the
operating range from which the correlation is derived. Because the detailed spatial
variation of heat-flux, temperature and flow field is not available from these approaches,

these models are applied to engineering applications that require only global quantities.

In one-dimensional heat transfer models [25-31], the wall heat flux is calculated
directly by solving an energy equation of thermal boundary layers without using the heat
transfer coefficient. Figure 1. 3 shows a schematic of one-dimensional heat transfer
models with a global core zone. For one-dimensional heat transfer models, the near-wall
region and the core region are distinguished. For the near-wall region, the elaborated
solution based on the assumptions of thermal boundary layers is calculated. The core
region is considered a global region with uniform properties without spatial distinction or
multi-dimensional core regions. Compared to global and zonal models, one-dimensional
heat transfer models can consider the physics of thermal boundary layers because an

energy equation of thermal boundary layers is directly solved with modeling assumptions.



An interesting approach in heat transfer modeling was made by a two-zone HCCI
model [32], which is based on a boundary layer heat transfer model [33]. This two-zone
model calculated the overall heat transfer coefficient based on the energy equation of
thermal boundary layers unlike previous approaches where the overall heat transfer

coefficient was obtained from empirical correlations.

In internal combustion engine flows, the core region cannot be considered
globally because there are local changes in the core region due to turbulence, swirling,
tumbling motions and combustion effects with the flame propagation. Therefore, one-
dimensional heat transfer models with multi-dimensional core regions are required for a

detailed and an advanced analysis of heat transfer.

In multi-dimensional approaches, the three dimensional governing equations of
mass, momentum and energy conservation are solved for core regions. For near-wall
regions, two approaches are available. The first one is to solve wall-layer regions with
full governing equations. In other words, without distinction between core regions and
near-wall regions, the full governing equations of whole regions are solved. In DNS
(Direct numerical Simulation), the full governing equations are solved without any
modeling. To solve near-wall regions without modeling, all turbulent length and time
scales need to be resolved. As is well known, a huge amount of calculation time is
required to resolve all turbulent length and time scales for practical high Reynolds
number flows. Because of the huge amount of computational cost at near-wall regions, it

is not practical to solve the wall-layer without modeling for turbulent flows.



To bypass the huge amount of computational cost at near-wall region, a zonal
approach was adopted by Jennings and Morel [34] where the core region is solved using
full governing equation and the wall-layer is solved using two-dimensional parabolized
governing equations. However, this approach has the disadvantage of additional
computational effort for wall-layer solving and the difficulty of matching solutions in
wall regions to the outer-layer solutions. At high Reynolds number flows, this approach
still requires a huge amount of computational cost. Therefore, this method is only

applicable to low Reynolds number flows.

The second approach is the wall-layer modeling. Figure 1. 4 shows the schematic
of a one-dimensional heat transfer model with multi-dimensional core regions. For the
near-wall layer region, a heat flux solution based on the assumptions of thermal boundary
layers is used without solving the full governing equation numerically. The representative
wall-layer modeling is the law of the wall. The law of the wall was developed based on
experimental results and dimensional analysis for the steady, incompressible and fully-
developed turbulent flows. The near-wall region consists of viscous sub-layers and log-
layers. Therefore, without solving near wall-regions, the solutions of viscous sub-layers
and log-layers are used to avoid the huge amount of computational cost of the near-wall
resolution. However, this law of the wall was derived from incompressible, steady, fully-
developed turbulent flows. Therefore, the law of the wall has inherent drawbacks and
limits when this wall treatment is applied to internal combustion engine flows that have
wall-bounded turbulent flows with strong density variable effects caused by temperature

variation.



One of the main issues in in-cylinder heat transfer modeling is to improve the heat
flux wall-layer modeling from the classical wall-layer modeling based on the

assumptions of incompressible flows.

Each category of in-cylinder heat transfer model has its own role to play. In fact,
heat transfer correlations are used as a simplified model for practical application where
time-consuming detailed approaches are not required. Multi-zone approaches can be used
as a compromise between global and one-dimensional heat transfer models. However,
only one-dimensional heat transfer models with multi-dimensional core regions offer the
detailed spatial information of heat transfer. The results of one-dimensional heat transfer
models with multi-dimensional core regions can be used as a good comparison to analyze
experiment data and its parametric study can be used for advanced heat transfer

correlations.

In particular, the detailed spatial information of thermal conditions is important
because details of emissions, thermal stresses distribution can be investigated based on
detailed spatial thermal information. Furthermore, for an HCCI engine, the thermal
distribution itself has a strong influence on combustion processes [9]. Thermal
stratification has strong effects on the peak heat-release rates and knocking intensity in an
HCCI engine. Therefore, a reliable heat transfer model is a prerequisite for the study of
HCCI engines. In this study, a one-dimensional in-cylinder heat transfer model is
developed to improve the predictions of in-cylinder heat transfer and the resulting

temperature field.



The details of in-cylinder heat transfer models based on the thermal boundary
layer equation are discussed. Essentially, in-cylinder heat transfer modeling is the wall-
layer modeling for thermal boundary layers. As discussed before, the classical law of the
wall of incompressible flows is not applicable to internal combustion engine flows
because of the disparity between incompressible boundary layers and in-cylinder

boundary layers.

Compressible turbulent boundary layers can be divided into two categories:
turbulent boundary layers with compressibility effects and turbulent boundary layers with
variable density effects. The effects associated with the density change of the fluid in
response to pressure change caused by high Mach number are compressibility effects and
the effects associated with the density change of the fluid from temperature change are

variable density effects.

Unlike the classical incompressible boundary layers, in-cylinder boundary layers

have strong thermal effects which involve variable density effects on boundary layers.

The importance of variable density effects on turbulent boundary layers were
discussed in previous studies [7, 35, 36]. Nijeweme et al. [7] emphasized that variable
density effects of the boundary layer are important parameters, these effects needs to be
considered for in-cylinder heat transfer modeling. DNS results [35] show variable density
effects change the law of the wall of compressible boundary layers. White and Christoph
show that variable density effects change the law of the wall of compressible boundary

layers using momentum integral methods [36].



Various attempts have been made to develop in-cylinder heat transfer models. The
earlier studies focused on the laminar thermal boundary layers [25-27] derived heat
transfer equations for laminar thermal boundary layers under time dependent pressure
with simplified assumptions of isentropic compression and thermal conductivity
proportional to temperature. In this ideal case, the wall heat loss is the summation of
thermal energy defect in the boundary layers and the work done in compressing boundary
layers. The thermal energy defect means the energy stored in thermal displacement
thickness which is defined as the change in the thermal boundary layer thickness by
compression. However, these laminar heat transfer model is not applicable to real

turbulent engine flows.

Yang and Martin [28] proposed an improved thermal boundary layer model by
employing turbulent conductivity k.. In their model, a linearized thermal boundary layer
equation is solved using the empirical correlation for turbulent thermal conductivity. The
wall-unit correlations based on incompressible flows are adopted for this model. This
result was compared to the motored experimental data and showed good performance.
However, their turbulent conductivity involves the characteristic length which is the
function of friction velocity u*. Therefore, their solution is strongly dependent on the
choice of u*. By tuning u*, the results of this model were matched to experimental data.
Furthermore, Han and Reitz [31] showed the effect of this unsteady solution is negligible

for the firing conditions of a spark ignition engine.

The heat transfer model built in KIVA 3V [30] is most widely used. This model
considers the turbulent conductivity effects. However, this model is based on the

assumptions of incompressible flows. Density and viscosity are assumed to be constant
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across thermal boundary layers. Laminar thermal conductivity and turbulent Prandtl
number variation are not considered. The Han and Reitz [31] model considered density
variation. On the other hand, this model assumes kinematic viscosity is constant and
adopts the wall unit correlations of incompressible flows and curve fitting of wall unit
function shows a step increase, which denotes the wall unit function is arbitrarily tuned.
In other words, there is a contradiction because one part adopts partial variable density
effects and other parts adopt assumptions of incompressible flows, which is also pointed
out by the previous study [7]. Thus, full variable density effects on thermal boundary
layers are not employed thoroughly. Table 1. 1 summarizes the drawbacks of the

previous heat transfer models.

Table 1. 1 Summary of assumptions of previous heat transfer models

KIVA 3V Han and Reitz [31]
Density Constant Variable
Kinematic Constant Constant

Viscosity

Law of the | Incompressible flow correlation | Incompressible flow correlation

wall with wrong curve-fitting

To date, full variable density effects on in-cylinder heat transfer modeling have
not been employed and the quantitative importance of variable density effects has not

been investigated. Furthermore, heat transfer modeling is expected to be affected by
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turbulence modeling because a heat flux equation of heat transfer modeling is a function
of turbulent quantities. However, the effects of turbulence modeling on engine heat

transfer and thermal conditions have not been investigated.

HCCI combustion processes are significantly influenced by thermal conditions.
Therefore, heat transfer has a direct effect on HCCI combustion. However, the effects of
one-dimensional heat transfer modeling with multi-dimensional core regions on the

prediction of HCCI combustion processes have not been examined.

In this study, variable density effects on in-cylinder heat transfer modeling,
turbulence modeling effects on the prediction of heat transfer and in-cylinder heat
transfer modeling effects on the prediction of HCCI combustion process are investigated.
As will be shown, these issues can be investigated through the development of an
improved heat transfer model and application of this model to an HCCI combustion

engine.

To develop advanced in-cylinder heat transfer models, various influential factors
on heat transfer need to be investigated, as shown in Figure 1. 5. First, it should be
noticed that various phenomena such as combustion, turbulent motions and piston
motions are present in internal combustion engines. For turbulent motions, a reliable
turbulence model needs to be adopted for the solution of turbulence variables. For
turbulent combustion, a reliable turbulent combustion model needs to be adopted.
Additionally, the grid and time step can have an effect on heat transfer predictions.

Therefore, grid and time-step independency need to be investigated for heat transfer
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predictions. The effects of operation range from motoring to high-load firing conditions

on heat transfer predictions need to be examined.

Ultimately, an improved in-cylinder heat transfer model needs to be developed
and validated against a wide range of experimental measurements with the combination
of turbulence modeling, combustion modeling and grid and time-step independency study.
In this study, an advanced heat transfer model is presented by employing variable density
effects on kinematic viscosity, turbulent Prandtl number and eddy viscosity ratio
variation using a power law approximation. This model is compared to the heat transfer

model built in KIVA 3V which is based on the assumptions of incompressible flows.

1.3 Objectives and Study Overview

The objective of this study is the improvement of predictions of in-cylinder heat
transfer by developing an advanced heat transfer model. To develop an advanced heat
transfer model, the physics of in-cylinder thermal boundary layers need to be thoroughly
investigated. Through the sensitivity studies of parameter effects, the details of in-
cylinder thermal boundary layers are examined. Based on this analysis, the new heat
transfer model was developed. This new heat transfer model is named as VDHT

(Variable Density Heat Transfer) model [37].

The model constant of VDHT model is determined by applying this heat transfer
model to a spark-ignition engine. Subsequently, the VDHT model with the model
constant determined from a spark-ignition engine is applied to an HCCI engine and the

effects of heat transfer models on the prediction of an HCCI engine are investigated in
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detail. The effects of turbulence models are also investigated by the analysis of

probability density function of the charge temperature and the prediction of heat transfer.

The detailed study overview is summarized as follows.

Turbulence and Combustion modeling

Before discussing in-cylinder heat transfer modeling, turbulence modeling, wall-
layer modeling and turbulent combustion models need to be reviewed because heat
transfer modeling is closely related to turbulence modeling, wall-layer modeling and
turbulent combustion models. A reliable turbulence model and combustion model are

necessary as prerequisites for heat transfer modeling study.

The concept of wall-layer modeling is also explained because the concept of wall-

layer modeling is fundamental to the heat transfer modeling.

Development of an advanced in-cylinder heat transfer model

In-cylinder heat transfer modeling is closely related to the physics of thermal
boundary layers. Various heat transfer models can be developed based on whether
physical parameters are considered or not. For example, the conductivity and turbulent
Prandtl number variation inside thermal boundary layers are important parameters. In
particular, variable density effects on thermal boundary layers are important issues in in-
cylinder heat transfer modeling as discussed by previous studies [7, 31]. First, the heat
transfer model built in KIVA3V s investigated through the examination of model

derivation and its assumptions. And then, the VDHT model is derived.

14



Although variable density effects are important parameters in in-cylinder heat
transfer modeling, variable density effects on thermal boundary layers have not been
investigated thoroughly before this study. Based on physics of thermal boundary layers,
it is found that variable density effects are present in density, viscosity, turbulent Prandtl
number and eddy viscosity variation. In the present study, full variable density effects on
thermal boundary layers are employed using a power law assumption based on
dimensional analysis. Fundamentally, this VDHT model is an innovatively different
model compared to previous heat transfer models. Nevertheless, this model employs a
constant, which is inevitably required to model variable density effects on thermal
boundary layers. This modeling approach with a model constant is similar to the
turbulence modeling in turbulent k-¢ models where model constants were adopted for

eddy viscosity modeling.

Quantification of parameter effects on in-cylinder heat transfer modeling

Although effects of laminar conductivity, turbulent Prandtl number variation and
variable density are main factors in in-cylinder heat transfer modeling, systematic and
quantified analysis is not available. To quantify the effects of laminar thermal
conductivity and turbulent Prandtl number variation, three in-cylinder heat transfer

models based on the assumptions of incompressible flows are defined.

The first model does not consider laminar thermal conductivity and turbulent
Prandtl number variation. This model is named as IHT (Incompressible Heat Transfer

model without laminar thermal conductivity and turbulent Prandtl number variation)
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model. The second model considers only laminar thermal conductivity and is named as
Intermediate | model. The third model considers both laminar thermal conductivity and
turbulent Prandtl number variation and is named as Intermediate |1 model. By comparing
IHT model, Intermediate | and Intermediate 11 model, the effects of laminar thermal
conductivity and turbulent Prandtl number variation can be studied. The heat transfer

model built in KIVA3V is compared to these three models and the results are discussed.

To quantify the effects of density variation and dynamic viscosity variation, two
in-cylinder heat transfer models are defined. The first model is defined as Intermediate Il
model with density variation and is named as Intermediate 111 model. The second model
is defined as Intermediate 1l model with dynamic viscosity variation and is named as
Intermediate IV model. By comparing Intermediate Ill, Intermediate 1V model and
Intermediate |1 model, variable density effects on density and dynamic viscosity variation
can be studied. The effects of conductivity, turbulent Prandtl number variation and
density and dynamic viscosity variation are summarized through classification and

quantifications of in-cylinder heat transfer models.

These sensitivity studies of various parameters clearly reveal the quantitative
importance of effects of laminar thermal conductivity, density variation and dynamic
viscosity variation. Furthermore, sensitivity studies of various parameters offer the
quantitative information of heat flux predicted by various heat transfer models. In
particular, quantification of parameters effects on in-cylinder heat transfer modeling

offers the basis of VDHT model.
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Determination of the VDHT model constant

To determine the model constant in VDHT model, VDHT model is applied to
premixed spark ignition experimental data. The heat transfer model built in KIVA 3V is
also applied to this spark ignition engine for the comparison with VDHT model. Heat
flux measurements of four test conditions of the spark ignition engine are used for this

study.

For premixed combustion, the CFM 2-b model is chosen among various coherent
flamelet turbulent combustion models and the RNG k-¢ model is adopted in this study
because these models show better agreement with experimental data compared to other
models. Through error analysis, the model constant of VDHT model is determined and

the details of the heat flux predicted by each heat transfer are discussed.

Application to an HCCI engine

For HCCI engines, thermal conditions are critical in combustion processes
because chemical kinetics has dominant influences on HCCI combustion. Therefore, heat
transfer has strong effects on combustion processes. A reliable heat transfer model is
essential for accurate predictions of HCCI combustion process. However, the detailed

numerical study of heat transfer effects on HCCI engines is not available.

First, VDHT model and the heat transfer model built in KIVA 3V are applied to
motoring conditions of an HCCI engine because accurate predictions of motoring

conditions are fundamentals for upcoming ignition and combustion processes. The effects
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of heat transfer and turbulence models on the predictions of pressure trace, temperature
are investigated for three operating conditions based on different coolant temperatures
and swirling conditions. Through the comparisons of probability density function of
temperature, the effects of heat transfer and turbulence models on thermal stratification

are investigated.

Finally, heat transfer models are applied to firing conditions and the details of
effects of heat transfer modeling on HCCI combustion processes are investigated through
the comparisons of the predicted pressure trace, heat flux and mean charge temperature

by the VDHT model and the heat transfer model built in KIVA 3V.
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CHAPTER 2

TURBULENCE AND COMBUSTION MODELING

2.1  Turbulence modeling

Turbulent modeling is required to solve practical engineering flows in high
Reynolds number. Turbulent flows have a wide range of length scales from mean flows
to the smallest scale which is known as the Kolmogorov scale. To solve turbulent flows

thoroughly, all length scales as well as time scales should be resolved.

Numerical approaches in turbulent flows can be divided into three categories;
Direct Numerical Simulation (DNS), Large Eddy Simulation (LES) and Reynolds
Averaged Navier-Stokes (RANS) [38]. DNS resolves all turbulent scales without any
modeling. However, as Reynolds number increases, the ratio of the Kolmogorov scale to
large scales is increased. The required grid resolutions are exponentially proportional to
the Reynolds number. Therefore, in high Reynolds number flows, even for moderate
Reynolds number flows, the computational requirement of DNS is very intensive so that
the application of DNS to real engineering turbulent flows is impractical. The application

of DNS is limited to low Reynolds number flows and used for academic purposes.

As an alternative, LES has been used to reduce the amount of computational time

because this approach resolves only large scale flows with modeling of small scale flows.
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The philosophy of LES comes from the distinction between turbulent small scales and
large scales. According to experimental analysis and turbulent physics, turbulent small
scales have universal structures while turbulent large scales are specific to boundary
conditions. Therefore, small scales can be modeled, while large scales should be solved.
In LES, filtered governing equations are used. This filtering operation is a low-pass
filtering. In other words, low wave number quantities which are related to large scale
flows are maintained while high wave number quantities which are related to small scale
flows are suppressed or set to zero. This filtering operation on governing equations
introduces unknown filtered turbulent stress terms, thus creating closure problems for the
governing equations. Turbulence modeling in LES is to solve this closure problem, which
results from unknown filtered turbulent stresses. This LES resolves the unsteady three
dimensional large scales in turbulent flows. Therefore, the performance of LES is
expected to be prominently better for unsteady, complex turbulent flows. However,
rigorous LES is still expensive because of near-wall layer resolution. Therefore, rigorous
LES is not applicable to high Reynolds number flows with near-wall layers. Furthermore,
applications of DNS and LES to complex geometry and moving boundary layers are not
developed well. Therefore, the application and validation of LES to internal engine flows

are still not developed well.

To avoid this huge amount of computational requirement, in classical engineering
applications, RANS has been widely used. In RANS approaches, governing equations are
ensemble-averaged. Therefore, RANS approaches directly solve mean flows. By
introducing ensemble-average operation into nonlinear terms (convection terms) of the

Navier-Stokes equation, unknown Reynolds stress terms are introduced, thus making
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governing equations closure problems. Turbulence modeling in RANS approaches is
required to solve this closure problem, which results from unknown Reynolds stresses.
Based on the method for modeling Reynolds stress terms, the turbulence modeling can be

classified. The most popular turbulence models are eddy viscosity models.

The representative eddy viscosity models are algebraic, one-equation and two-
equation models. Among various models, k- models are the most widely used. In k-¢
models, the transportation of turbulent kinetic energy k and dissipation rate ¢ are solved
and the eddy viscosity is calculated from k and e. Various engineering problems are
applied with this type of models. For the numerical simulation of internal combustion

engine, the standard k-¢ models and the RNG k-¢ model are widely used.

For RANS approaches, core-regions are solved using full mass, momentum,
energy and species equations with turbulence modeling. One the other hand, wall-layers
are modeled with the solution of one-dimensional boundary layer equation to bypass the

huge amount of computational cost.

The details of wall-layer modeling and the previous study of turbulence modeling

for the simulation of internal combustion engine are discussed.

2.1.1 Wall-layer modeling
In multi-dimensional approaches, wall-layer modeling is applied to velocity
boundary layers and thermal boundary layers. Wall-layer modeling can be easily

explained with Figure 2. 1 and Figure 2. 2.
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At normal cells, full governing equations are solved after temporal and spatial
discretization of governing equations. In case of cells adjacent to wall, wall-layer
modeling is applied to alleviate the huge amount of computational cost. In other words,
the friction and heat flux at the wall is expressed using known quantities based on

modeling.

First, wall-layer modeling for velocity boundary layers is reviewed. Although
turbulent thermal boundary layers have dominant effects on in-cylinder heat transfer
prediction, turbulent velocity boundary layers are also important because the velocity
boundary layers affect the thermal boundary layers through the turbulent conduction term
which involves friction velocity u*. For the velocity boundary layer modeling, the law of
the wall is most widely used because this model is robust and easy to implement. The

frictional velocity is defined in two ways.

ur= |fw (2.1)
P
/ /12

u*=cy ‘K (2.2)

The choice of u* definition is important because u* is closely related to turbulent
thermal boundary layers. KIVA |1 adopted Eqg. (2.1) and KIVA3V adopted Eq. (2.2).
Previous numerical studies [39, 40] showed that u* predicted by Eq. (2.2) improves the

in-cylinder heat transfer prediction. Physically, the superiority of Eq. (2.2) to Eq. (2.1)
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can be explained. Frictional velocity defined by Eq. (2.1) is based on incompressible
boundary layers. Instead, well-developed dimensional analysis can be applied without
constraint of geometry. The preliminary comparison between the KIVA Il and the
KIVA3V heat transfer model showed the superiority of u* definition by Eq. (2.2).

Therefore, for u*, Eq. (2.2) is adopted in this study.

In case of thermal boundary layers, the wall heat flux needs to be modeled using
known quantities of cells adjacent to wall and wall quantities. For example, density,
temperature, viscosity of cells adjacent to wall and wall temperature are important

parameters for heat transfer modeling.

2.1.2  Turbulent modeling for core regions

As mentioned earlier, k-¢ turbulence models are widely used in various
engineering applications. However, a reliable turbulence model for internal combustion
engine flows needs to be investigated. Even with an improved heat transfer model,
without a reliable turbulence model, accurate estimation of a heat transfer model is not
possible. The dedicated research on turbulence modeling of internal combustion engine

flows is available in a previous study [41].

LES, linear k-¢ and non-liner k-¢ models [42] were applied to internal combustion
engine flows. LES and non-linear k-¢ models require huge amount of computational time
compared to linear models. Specifically, for LES, a compressible version of the Dynamic
Smagorinsky Model [43] was applied and a quadratic version of the non-linear standard

k-¢ and the RNG k-¢ turbulence model were applied. The performance of non-linear
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turbulence model is worse than linear k-¢ models for the prediction of mean velocity
profiles and recirculation length for a backward facing step. Non-liner models also
showed high grid dependency for confined coflow jets. Moreover, for direct injection in a
stratified charge engine, nonlinear models were incapable of converging the energy
equation. The performance of LES is overwhelmed by the numerical diffusion produced
by the finite difference scheme. In fact, LES was first developed using spectral scheme
where the order of accuracy is very high. However, this spectral scheme is applicable to
simple geometry because of the nature of spectral numerical method. In fact, periodicity
of spectral methods requires simple geometry. Therefore, application of LES to complex

geometry with finite difference method is not developed well.

On the other hand, the linear RNG k-¢ model [44] showed the best performance
for the prediction of re-circulating flows for a backward facing step. Moreover, the RNG
k-¢ model showed a better trend in capturing the details of the velocity field in the mid-
section of the combustion chamber for direct injection in a stratified charge engine.
Therefore, the linear RNG k-¢ model is adopted throughout this study for combustion

simulations.

2.2  Combustion modeling

Another important factor in heat transfer modeling is turbulent combustion
modeling. Turbulent combustion modeling has direct effects on the engine heat transfer.
Even with a reliable turbulence and heat transfer models, without a reliable turbulent

combustion model, accurate predictions of heat transfer cannot be achieved. In this study,

24



combustion modeling of two combustion modes is discussed. The first one is spark-
ignition combustion and the second is HCCI combustion. Each combustion mode has
quite different mechanism for ignition and combustion processes. The details of

combustion models of each combustion mode are reviewed.

2.2.1 Spark ignition combustion

The dedicated research of turbulence combustion modeling on spark ignition
combustion is available from a previous study [45]. Brief review of turbulent combustion
modeling is as follows. The KIVA combustion model is a chemistry-controlled global
reaction model. This model is incapable of producing proper amount of turbulent
combustion heat-release rates without ad-hoc tunings. Fundamentally, this model

excludes the effects of turbulence. Therefore, applicability of this model is limited.

Among various turbulent combustion models [46-50], the coherent flamelet
model (CFM) was successfully applied to spark ignition engines. The coherent flamelet
model represents the chemical reaction as an ensemble of wrinkled laminar flame
surfaces. Therefore, the local reaction rate is determined by the flame surface density
which is defined as the flame sheet per unit volume. The flame surface density transport
equation is solved. And based on the solution of the flame surface density, the
combustion reaction source term is determined. Based on the definition of production and
destruction term in the flame surface density transport equation, various CFM models are

available.
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Among various CFM models, the CFM1 [49], the CFM 2a and the CFM 2b model
are most-popular models. The performance of CFM models for premixed turbulent
combustion cases was investigated by previous studies [45, 51]. Among them, the CFM
2b model [50] showed the best performance in numerical studies [45, 51]. As shown in
the numerical study [50, 52, 53], the CFM 2b model showed the best agreement with
experimental data. Therefore, the CFM 2b model is adopted as a turbulent combustion

model throughout this study.

Coherent flamelet combustion models are embedded in the KIVA 3V code by
Vanzieleghem [45]. This CFM code is used for this study. The heat transfer model part of
the original coherent flamelet code was modified to employ the new heat transfer model.
In addition, this original CFM combustion code was developed for a gasoline fuel. In this
study, propane is used as an engine fuel. Therefore, burning velocity and pressure
exponents for the original CFM code need to be changed. Burning velocity and pressure
exponents were modified for propane fuel based on curve fitting data from experiment

results [54].

2.2.2 HCCI combustion

It is well known that HCCI is essentially controlled by chemical kinetics with
little direct effect of turbulence [55]. Spectroscopic and imaging investigations of HCCI
verified that simultaneous multi-point ignition occurs with no flame propagation, which
supports that heat release is dominated by chemical kinetics [56-59]. Therefore, HCCI

combustion can be calculated accurately by fully integrating a computational fluid
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dynamics code with a detailed chemical kinetics code. In this case, very fine grids are
required to resolve the temperature distribution in the cylinder (10%-10°). However,
calculation of both fluid dynamics and detailed chemical kinetics with this resolution is

impractical due to huge amount of computational time.

To reduce the computational time, a sequential multi-zone modeling approach
[60-62] was introduced. In this approach, decoupling of the turbulent mixing process and
chemistry are assumed. The limitation of the sequential method is that once the chemistry
calculation begins, the detailed information from the CFD (Computational Fluid
Dynamics) code is lost and there is no mixing between zones. These models under-
predict the CO emissions by an order of magnitude. To overcome the limitation of
sequential method, a coupled CFD / multi-zone model was developed by Flowers et al
[63]. In their approach, CFD cells are grouped based on the temperature in a similar
range for mapping between CFD cells and multi-zone for detailed chemical kinetics. This
method improved the HC and CO emissions compared to sequential multi-zone method.
However, under certain conditions, the effect of composition stratification cannot be

captured by this model because multi-zones are defined only by temperature ranges.

As an improved model, a fully coupled CFD and multi-zone model is developed
by Babajimopoulos et al. [55]. In this approach, the fluid dynamics are solved at the
CFD cells with fine grids in KIVA 3V and the detailed chemical kinetics are solved at
multi-zones with coarse grids to reduce computational time. The composition of the cell
is mapped back and forth between KIVA 3V CFD cells and the multi-zone cells. For
mapping, CFD cells are grouped based on the temperature and equivalence ratio in the

similar range.
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This approach offers a computational efficiency while maintaining good
agreement with the detailed solution. The HCCI combustion code developed by

Babajimopoulos is adopted in this study.
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CHAPTER 3

DERIVATION OF IN-CYLINDER HEAT TRANSFER MODELS

3.1  Parameters related to in-cylinder heat transfer modeling

In-cylinder heat transfer modeling is closely related to the physics of thermal
boundary layers. There are important parameters, which are closely related to the physics
of thermal boundary layers. For example, thermal conductivity and turbulent Prandtl
number variation inside thermal boundary layers are important parameters. In particular,
variable density effects on thermal boundary layers are important issues in multi-
dimensional in-cylinder heat transfer modeling as discussed in previous studies [7, 31].
Although variable density effects are important parameters, detailed analysis of variable
density effects on thermal boundary layers is not available. Therefore, the employment of
full variable density effects on in-cylinder heat transfer modeling has not been suggested.
Based on physics of thermal boundary layers, it is found that variable density effects are

present in viscosity, turbulent Prandtl number and eddy viscosity variation.

In this section, two in-cylinder heat transfer models are investigated in detail. The
first one is a heat transfer model with assumptions of incompressible flows. The second
one is a heat transfer model with full variable density effects. The heat transfer model
built in KIVA 3V corresponds to the heat transfer model with assumptions of

incompressible flows. First, the detailed derivation of the heat transfer model built in
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KIVA 3V is investigated in this section because this model is widely used and offers
good comparisons with newly developed in-cylinder heat transfer models for the
following chapters of quantification of parameter effects on in-cylinder heat transfer

modeling and numerical applications.

A heat transfer model with full variable density effects corresponds to a new in-
cylinder heat transfer model which is named as VDHT (Variable Density Heat Transfer)
model. Full variable density effects on thermal boundary layers are employed using a
power law assumption. Fundamentally, this VDHT model is an innovatively different
model compared to previous heat transfer models because this model has a model
constant, which is inevitably required to model variable density effects on thermal
boundary layers. This modeling approach with a model constant is a general approach in
turbulence modeling such as turbulent k-¢ models, where model constants are introduced
for the unknown turbulent stress terms and these model constants are found by matching

predicted turbulent quantities with experimental data or theory.

After derivation of each heat transfer model, the detailed difference between
VDHT model and the heat transfer model built in KIVA3V is examined. The basis of
VDHT model is also discussed in chapter 4 through the quantification of parameter
effects on in-cylinder heat transfer modeling. And the heat transfer model built in KIVA

3V is classified based on the results of quantification study of parameter effects.
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3.2  Eddy viscosity ratio and turbulent Prandtl number correlations

To derive the in-cylinder heat transfer models, correlations of wall unit y* are
required for eddy viscosity ratio and turbulent Prandtl number variation. These
correlations need to be integrated to obtain a heat flux equation. However, the integration
of these correlations is not an easy task because of a complex functional shape and
integration of correlations needs to be expressed in closed form equation for a final heat
flux equation. Using the curve-fitting technique with polynomial equations, the
integration of correlations is facilitated. In this section, the curve-fitting technique with

polynomial equations is investigated.

3.2.1 Eddy viscosity ratio correlation
Eddy viscosity ratio is defined as eddy viscosity divided by laminar viscosity. For
boundary layers of incompressible flows, an eddy viscosity ratio v* correlation based on

the experimental data is available from Reynolds [64].
v =1+xy [l—exp(-y ™/ A?)] (3.2.1-1)
Von-karman constant k is 0.41 and A is 26 in Eqg. (3.2.1-1)

Figure 3. 1 shows an eddy viscosity ratio correlation based on Eq. (3.2.1-1). As
can be seen in Eq. (3.2.1-1), direct integration is not an easy task. Moreover, although
integrated value can be obtained by numerical integration, this integrated value does not
offer the equation in closed form. Therefore, a polynomial curve-fitting technique is
introduced because polynomial formulation is easy to be integrated and the integrated

results can be expressed in a closed form of equation.
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Polynomial curve-fitting formulation is defined as
v* =1-0.0495y" +0.01055y* for y* <40,
vt =042y for y* >40 (3.2.1-2)

For y* < 40, a quadratic polynomial equation is used and for y* > 40, a linear
equation is used. As can be seen in Figure 3. 2, the correlation and the curve-fitting
equation show a good agreement. For the derivation of heat transfer modeling, the
inverse of Eq. (3.2.1-2) is integrated. This Eq. (3.2.1-2) is used for the derivation of

various heat transfer models, where turbulent Prandtl number is assumed to be constant.

3.2.2 Turbulent Prandtl number and eddy viscosity ratio correlation

A Pr/v* correlation is available by combining two correlations. Reynolds [64]
and Yakhot and Orszag [65] are used for Pry/v* correlation. The Pry/v* correlation is
obtained by combining these two correlations and the shape of Pr/v* correlation is a
function of wall unit y*. Figure 3. 3 shows the shape of Pr/v* by Han and Reitz [31]

using Reynolds [64] and Yakhot and Orszag [65] correlations.
Polynomial curve-fitting formulation is defined as
Pr/v* =0.1+0.025y" +0.013y?  fory" <45,
Pr./v* =059y" fory* >45 (3.2.1-3)

For y* < 45, a quadratic polynomial equation is used and for y* > 45 a linear

equation is used. As can be seen in Figure 3. 4, the correlation and the curve-fitting
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equations show a good agreement. This Eq. (3.2.1-3) is used for the derivation of various

heat transfer models in chapter 4, where turbulent Prandtl number variation is considered.

3.3 The heat transfer model built in KIVA 3V
The heat transfer model built in KIVA 3V is derived based on assumptions of
incompressible flows with perturbation theory [29]. In KIVA 3V, thermal boundary

layers are modeled as a one-dimensional flow based on following assumptions.

e The flow is quasi-steady.

e The fluid velocity is directed parallel to a flat wall and varies only in the

direction normal to the wall.

e There are no streamwise pressure gradients.

e There are no chemical reactions in the gas or on the wall surface.

e There is no spray source.

e The dimensionless wall heat loss is small compared to unity.

e Reynolds number is large and laminar viscosity is very smaller than eddy

Viscosity.

e Mach number is small, so that dissipation of turbulent kinetic energy is a

negligible source to the internal energy.
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Based on above assumptions, energy equation is given as

dT
G =(k+k) - 331
y

By the assumption that turbulent thermal conductivity is considerably larger than laminar

thermal conductivity, laminar thermal conductivity k is neglected.

qy = (kt)i:l—T (3.3.2)
y

From the definition of k; and the closure definition of k- model eddy viscosity

k _ Cplut _ Kz
t= Pr. Hy —Cy/?? (3.3.3)

Combination Eq. (3.3.2) with Eq. (3.3.3) and normalization of T by Ty, K by u*?, ¢ by
u**ly and p by py give

c *k—zydT+—qWPnu*— 3.3.4
P dy c,7,T, d (3.34)

From a steady one-dimensional momentum boundary layer equation without unsteady,

convective, pressure gradient, other source terms,

dy (3.3.5)

Normalization of u by u* with using definition of eddy viscosity of Eg. (3.3.3)

L k? du*
iy =1 (3.3.6)

Application of perturbation theory to Eq. (3.3.4) and Eq. (3.3.6) gives

U =Uy + UG+, (3.3.7)
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From Eg. (3.3.7) and Eq. (3.3.8)

dr™ /du™ _
dy / dy °

From Eg. (3.3.9),

dTi+l _ i

dizoand

dy dy dy

du,

For the first-order perturbation solution,

T =T,+ (U, +¢,)c

(3.3.8)

(3.3.9)

(3.3.10)

If { goes to zero, boundary layers become isothermal thermal boundary layer conditions,

Therefore, To=1.
T =1+, +Cy)¢

u

+ 0
uO -
u=

By dimensionalization of Eqg. (3.3.11) and arrangement gives

SERR T

Therefore, heat flux is given as

= (T _TW)Cppu* (U—O-FCJ_]-

" Pr, u

and constant C is given as
C =11.05 Pr_
Pr,
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(3.3.12)

(3.3.13)

(3.3.14)

(3.3.15)



C is obtained by matching temperature profiles of logarithmic regions with
temperature profiles of viscous sub-layer regions based on assumptions that linear

temperature profiles for viscous sub-layer regions (y*<11.05).

Therefore, for log layer regions (y*>11.05) with law of the wall of incompressible flows

and with Pr=0.74 and Pr=0.90,

Y C =2.32558In(y+) + 3.52647 (3.3.16)
u*

For viscous sub-layer regions, based on liner temperature profiles assumptions,

_ (T -T)Cppv (3.3.17)
Pry

w

Finally, rearrangement gives the heat flux equation of the heat transfer model built in

KIVA 3V as

= _TV@CPP M (3.3.18)
I'=0.74y" for y'<11.05,

I'=2.093In(y*)+3.173 for y">11.05 (3.3.19)

As shown in the derivation of the built-in KIVA 3V heat transfer model, the law
of the wall of incompressible flows is employed. Laminar thermal conductivity is

neglected with constant turbulent Prandtl number with 0.9.

Laminar thermal conductivity effects are considered indirectly by linear
temperature profiles for viscous sub-layer regions. As can be seen later, incompressible
heat transfer model has the formation of the common numerator part of Eq. (3.3.18) with

a different denominator part.
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3.4  Derivation of VDHT model

In this section, VDHT model is developed. Full variable density is employed in
this in-cylinder heat transfer model. Variable density effects on thermal boundary layers
are important issues in one-dimensional in-cylinder heat transfer modeling as discussed
in previous studies [7, 31]. However, the understanding of variable density effects on
thermal boundary layers was not sufficient. Therefore, variable density effects on in-
cylinder heat transfer modeling were not employed rigorously. Based on the physics of
thermal boundary layers, variable density effects can be divided into three categories;
Density, dynamic viscosity and turbulent Prandtl number and eddy viscosity ratio

variation.

By the Sutherland law, variable density effects on viscosity are employed. VDHT
model employs variable density effects on turbulent Prandtl number and eddy viscosity
ratio variation by a power approximation based on dimensional analysis. Because
variable density effects on turbulent Prandtl number and eddy viscosity ratio variation is
unknown, inevitably, in-cylinder heat transfer modeling needs to come up with a model
constant. This modeling approach with a model constant is a similar approach in
turbulence modeling. For example, the optimal model constant ¢, and c, for turbulent k-&
models were found by matching experimental data or theory. This concept of using
model constant distinguishes this VDHT model from previous in-cylinder heat transfer

models.
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In this modeling approach, the quasi-steady assumption is adopted. Engine wall
heat transfer is unsteady in nature. However, Greif el al. [26] showed that the unsteady
effects on wall temperature are small when the temperature change of wall is small
compared to core region temperature change. In typical metal engine conditions, the wall
temperature cyclic swing is less than 10 K. On the other hand, core region temperature
change is higher than 2000 K. Moreover, Han and Reitz [31] showed that the unsteady
effects on the amount of heat transfer prediction are negligible and variable density
effects on thermal boundary layer have dominant effects on the magnitude on heat

transfer prediction.

From the energy equation of compressible flows by neglecting viscous dissipation

based on assumption of low Mach number flows,

Dh DP .
— == +div(q)+5 (35.1)
P ot~ Dt (@)

Thermal boundary layers are modeled as a one-dimensional flow based on

following assumptions.

e The flow is quasi-steady.

e The direction of fluid velocity is parallel to the wall.

e The pressure is assumed to be uniform in space.

e Variables are only function of wall-normal direction.

e Chemical reaction effects are negligible in the near wall region.
where heat flux g is given as
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q=—(k+k)VT (35.2)

After applying thermal boundary layers assumptions to equation (1), the integration of

equation (1) from the wall gives the magnitude of wall heat flux as

dT
=k +k, ) — 3.5.3
O (+t)dy (35.3)

This Eq. (3.5.3) is a widely used formulation for one-dimensional heat transfer modeling

with multi-dimensional core regions [30, 31].

Substitution k and k; with

K= C,u (3.5.4)
Pr

k= ot (355)
Pr,

and introduction of u* give

CP
—pu*dT =
qW L + i
Pr Pr,
VDHT model employs the density variation, variable density effects on kinematic

d(yu®) (3.5.6)

viscosity, turbulent Prandtl number and eddy viscosity ratio. The right hand side of Eqg.
(3.5.6) is normalized by introducing eddy viscosity ratio v* and the turbulence wall unit

y" is introduced.

C,u* 1 . 3.5.7
20T - d(y) (35.7)

"
Qw Vw 4

Pr Pr,

Kinematic viscosity is not the constant across thermal boundary layers. By

introducing the Sutherland law, kinematic viscosity variation is considered.
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T3/2
Lo / A (3.5.8)

_T+a2

Eq. (3.5.8) shows the Sutherland law for kinematic viscosity. For the Sutherland
law constant a; and ay, air constants are used and Eq. (3.5.8) is integrated. The integral
form of Eq. (3.5.8) from the wall to the wall unit at the height of the cell adjacent to the

wall is
T,
J'&u_*ﬁd'r = j‘;d(w)
q, Vo T +a, i+ v’ (3.5.9)
Pr Pr,
The left hand side consists of a temperature function with constants such as u*, Cp, wy,

Ty 0

which are not the function of position. First, the left hand side is integrated.

BC,u*aT®” 47~ U*Coty
7O vy T+a, QuVw
TC
2tan‘1£a23’2 —2Ta, +=T?%? (3.5.10)

2
. 3T,

w

For the wall kinematic viscosity v, calculation, based on low Mach number assumptions,
pressure is assumed to be uniform. With ideal gas law, the relation between temperature

and density becomes reciprocal.

Therefore, wall density can be calculated as

T
Py = % (3.5.11)
Therefore,
T 3/2
Vv, = _IM/,OW (3.5.12)
w + az
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By employing Egs. (3.5.10), (3.5.11) and (3.5.12), variable density effects on
dynamic viscosity and density variation across boundary layer are considered in Eq.

(3.5.9).

The right hand side of Eq. (3.5.9) is a wall unit function. Fundamentally, this non-
dimensional wall unit function part is not derivable. Instead, this wall unit function part
needs to be obtained by experimental data. For incompressible flows, experimental data
for v'/Pry is available. Previous models [29-31] calculated this wall unit function part
based on incompressible flow data because compressible flow data is not available.
Because variable density effects on v*/Pry are unknown, no previous in-cylinder heat
transfer model employed full variable density effects. The new heat transfer model
employs the variable density effect on this right hand side of Eq. (3.5.9) with a power law

approximation.

The basis of a power law approximation is as follows. First, the right hand side of
Eqg. (3.5.9) is non-dimensional. Based on dimensional analysis, a non-dimensional term
which can represent the variable density effects is introduced. Variable density effects are
directly related to density variation inside boundary layers and density variations inside
the boundary layers are strongly dependent on temperature variation. Based on the
assumption of low Mach number flows, density and temperature are in reciprocal relation.
Therefore, only a non-dimensional temperature term is sufficient to define variable
density effects. Non-dimensional variable density effects can be introduced by
normalized temperature with wall temperature. For the normalized temperature, two

temperatures are available for multi-dimensional approaches; the wall temperature and
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the temperature at the height of cell adjacent to the wall. With these two temperatures,

normalized temperature is defined as

m =T/ Tw (3.5.13)

The right hand side of Eq. (3.5.9) needs to satisfy three conditions. First is the
constraint that the right hand side of Eq. (3.5.9) reaches the formulation derived by the
eddy viscosity and turbulent Prandtl number variation based on incompressible flow data
asymptotically when the difference between T, and T,, becomes negligible. Second is the
difference between the right hand side of Eg. (3.5.9) and the formulation derived by the
eddy viscosity and turbulent Prandtl number based on incompressible flow data is
increased when the difference between T, and T,, becomes larger. Third, the right hand
side of Eq. (3.5.9) is a function of 7. Various shapes of function can satisfy these three

conditions.

A power law approximation is chosen for variable density effects because power
law function can cover wide range of increasing or decreasing shape of functions with

one simple exponent parameter.

oo A

d + _ [ d +
glﬂ* ) (—TW] £1+w )
Pr Pr Pr Pr (3.5.14)

t comp. t incomp.

Based on Eg. (3.2.1-3) with Pr=0.7, incompressible data for right hand side of

equation (3.5.9) is calculated.

= (I—C)M x (7.12196 tan*(0.0925855y * +0.0890245) — 0.632362) for y+<45,

w
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I'= (_-I_I-—C)'VI (1.69492In(y ") + 2.4589) for y+>45. (3.5.15)

w

The constant M should be found by matching the predicted heat transfer rate with

experimental data.

Finally, the heat flux equation of the VDHT model is given as

u*C,a,
=—FX

w
VW

T

2tan‘1£a;”2 ~-2JTa, + 29|
Ja, 3 ] (3.5.16)

3.5  Model Comparison

Detailed derivation of heat transfer models is investigated. The heat transfer
model built in KIVA 3V is representative of the heat transfer models based on the
assumptions of incompressible flows. VDHT model is developed by employing variable
density effects on kinematic viscosity, turbulent Prandtl number and eddy viscosity ratio

variation with a power law approximation.

This VDHT model suggests a totally different approach compared to previous in-
cylinder heat transfer models. Because variable density effects on Prandtl number and
eddy viscosity ratio are unknown, inevitably, in-cylinder heat transfer modeling needs to
come up with a matching constant. This modeling approach with a model constant is a
general approach in turbulence modeling. For example, the optimal model constant c, and

c. for turbulent k-¢ models were found by matching the predicted turbulent quantities
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with experimental data. Because eddy viscosity is unknown, turbulence k-¢ model

introduced the c, and c,.

This concept of using a model constant distinguishes this new heat transfer model
from previous in-cylinder heat transfer models. The model constant which can yield

accurate match with the experimental data should be found.
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CHAPTER 4

QUANTIFICATION OF EFFECTS OF MODELING PARAMETERS ON IN-
CYLINDER HEAT TRANSFER PREDICTION

41  Outline

As can be seen in the derivation of the previous chapter, turbulent Prandtl number,
thermal conductivity and variable density effects are important parameters in in-cylinder
heat transfer modeling. However, a systematic and quantitative analysis of the effects of
these modeling parameters on in-cylinder heat transfer predictions is not available. In this
work, the effects of laminar thermal conductivity, turbulent Prandtl number variation,
density variation and dynamic viscosity variation on in-cylinder heat transfer modeling
are investigated. Furthermore, various heat transfer models are classified systematically

based on these parameters.

The following five heat transfer models are defined for comparisons.

e IHT model is Incompressible Heat Transfer Model without laminar

thermal conductivity and turbulent Prandtl number variation.

e Intermediate | model is defined as IHT model with laminar thermal

conductivity effects.
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e Intermediate Il model is defined as Intermediate | model with turbulent

Prandtl number variation.

e Intermediate 11l model is defined as Intermediate 11 model with density

variation.

e Intermediate IV model is defined as Intermediate 11 model with dynamic

viscosity variation.

The first three models are compared to the heat transfer model built in KIVA 3V,
where, laminar thermal conductivity effects are considered indirectly by the introduction
of linear temperature profiles for viscous sub-layer regions. Because the IHT model, the
Intermediate | and Il models, the heat transfer model built in KIVA 3V are based on the
assumptions of incompressible flows, the numerator part of these heat transfer model

equations is identical and only the denominator part is different.

The last two models are compared to Intermediate 11 model. The Intermediate II,
Il and 1V model have the same modeling assumptions for laminar thermal conductivity
and turbulent Prandtl number variation. For these models, the denominator part of the
wall unit function is identical. But other parts of the heat transfer equation are different.
Therefore, by comparing these models, the effects of density variation and dynamic

visco