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d$_liq$ = Liquid height [m]
d$_ox$ = Oxide thickness [m]
$\Delta s$ = Distance traveled [m]
$\Delta V$ = Spacecraft change in velocity [m/s]
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_l$</td>
<td>Liquid thickness [m]</td>
</tr>
<tr>
<td>$E_{BG}$</td>
<td>Background electric field [V/m]</td>
</tr>
<tr>
<td>$E_{ch}$</td>
<td>Charging electric field [V/m]</td>
</tr>
<tr>
<td>$E_{dipole}$</td>
<td>Electric field from a dipole moment [V/m]</td>
</tr>
<tr>
<td>$E_{ex}$</td>
<td>Extraction electric field [V/m]</td>
</tr>
<tr>
<td>$E_{ex,cyl,thresh}$</td>
<td>Threshold electric field for extracting cylinders [V/m]</td>
</tr>
<tr>
<td>$E_{ex,sph,thresh}$</td>
<td>Threshold electric field for extracting spheres [V/m]</td>
</tr>
<tr>
<td>$E_{liq}$</td>
<td>Electric field applied to liquid [V/m]</td>
</tr>
<tr>
<td>$E_{liq,p}$</td>
<td>Electric field applied to liquid perturbation [V/m]</td>
</tr>
<tr>
<td>$E_{liq,thresh}$</td>
<td>Threshold electric field for instability [V/m]</td>
</tr>
<tr>
<td>$E_{max}$</td>
<td>Maximum electric field [V/m]</td>
</tr>
<tr>
<td>$E_s$</td>
<td>Surface electric field [V/m]</td>
</tr>
<tr>
<td>$E_{spread}$</td>
<td>Electric field spread [V/m]</td>
</tr>
<tr>
<td>$E_{sw}$</td>
<td>Standing wave electric field [V/m]</td>
</tr>
<tr>
<td>$E_{thresh}$</td>
<td>Threshold electric field [V/m]</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Permittivity [F/m]</td>
</tr>
<tr>
<td>$\varepsilon_k$</td>
<td>Kapton tape Permittivity [F/m]</td>
</tr>
<tr>
<td>$\varepsilon_l$</td>
<td>Liquid permittivity [F/m]</td>
</tr>
<tr>
<td>$\varepsilon_o$</td>
<td>Vacuum permittivity [F/m]</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Liquid viscosity [Pa-s]</td>
</tr>
<tr>
<td>$F_b$</td>
<td>Buoyant force [N]</td>
</tr>
<tr>
<td>$f_c$</td>
<td>Cutoff frequency [Hz]</td>
</tr>
<tr>
<td>$F_d$</td>
<td>Drag force [N]</td>
</tr>
<tr>
<td>$F_{edl}$</td>
<td>Electric double layer force [N]</td>
</tr>
<tr>
<td>$F_{el}$</td>
<td>Electric force [N]</td>
</tr>
<tr>
<td>$F_{ep}$</td>
<td>Electric force on liquid perturbation [N]</td>
</tr>
<tr>
<td>$F_{ex}$</td>
<td>Extraction force [N]</td>
</tr>
<tr>
<td>$F_f$</td>
<td>Frictional force [N]</td>
</tr>
<tr>
<td>$F_g$</td>
<td>Gravitational force [N]</td>
</tr>
<tr>
<td>$F_{grad}$</td>
<td>Gradient electric force [N]</td>
</tr>
<tr>
<td>$F_N$</td>
<td>Normal force [N]</td>
</tr>
</tbody>
</table>
\[ F_r = \text{Resisting force [N]} \]
\[ F_s = \text{Surface tension force [N]} \]
\[ F_{sw} = \text{Standing wave gradient force [N]} \]
\[ F_{up} = \text{Electric force on unperturbed liquid surface [N]} \]
\[ F_{vdw} = \text{Van der Waals force [N]} \]
\[ g = \text{Gravitational Acceleration [m/s}^2\text{]} \]
\[ \Gamma_{\text{group}} = \text{Charging ratio for particles in a group} \]
\[ \Gamma_{\text{post}} = \text{Charging ratio for particles on a post} \]
\[ \gamma = \text{Liquid surface tension [N/m]} \]
\[ I_{sp} = \text{Specific impulse [s]} \]
\[ I_{sp_{\text{cyl}}} = \text{Specific impulse from cylindrical particle [s]} \]
\[ I_{sp_{\text{sph}}} = \text{Specific impulse from spherical particle [s]} \]
\[ i(t) = \text{Current [A]} \]
\[ i_s(t) = \text{System current [A]} \]
\[ h = \text{Lifshitz-van der Waals constant [J]} \]
\[ K = \text{Particle kinetic energy [J]} \]
\[ l = \text{Particle length [m]} \]
\[ m = \text{Propellant mass [kg]} \]
\[ m_{\text{cyl}} = \text{Mass of cylindrical particle [kg]} \]
\[ m_p = \text{Payload mass [kg]} \]
\[ m_{\text{sph}} = \text{Mass of spherical particle [kg]} \]
\[ m_t = \text{Total spacecraft mass [kg]} \]
\[ \dot{m} = \text{Mass flow rate [kg/s]} \]
\[ P = \text{Power [W]} \]
\[ p = \text{Electric dipole moment [C-m]} \]
\[ P_z = \text{Polarization vector within liquid medium [C/m}^2\text{]} \]
\[ q = \text{Propellant charge [C]} \]
\[ q_{\text{cyl}} = \text{Charge of cylindrical particle [C]} \]
\[ q_m = \text{Measured charge [C]} \]
\[ q_o = \text{Initial charge [C]} \]
\[ q_{\text{sph}} = \text{Charge of spherical particle [C]} \]
$R$ = Particle separation [m]

$Re$ = Reynolds number

$R_f$ = Feedback resistance [Ω]

$R_l$ = Perturbation radius [m]

$R_p$ = Particle resistance [Ω]

$r$ = Particle radius [m]

$r_c$ = Contact radius [m]

$r_k$ = Radius of knife edge orifice [m]

$r_s$ = Liquid perturbation radius within plane containing liquid surface [m]

$\rho$ = Particle density [kg/m$^3$]

$\rho_l$ = Liquid density [kg/m$^3$]

$\rho_s$ = Surface charge density [C/m$^2$]

$\rho_{ps}$ = Liquid surface polarization charge density [C/m$^2$]

$\sigma_l$ = Liquid conductivity [S/m]

$\sigma_{ox}$ = Oxide conductivity [S/m]

$T$ = Thrust [N]

$T_{osc}$ = Oscillation time [s]

$t$ = Time [s]

$\tau_c$ = RC circuit time constant [s]

$\tau_l$ = Liquid charging time constant [s]

$\tau_p$ = Particle charging time constant [s]

$\tau_{rb}$ = Shear stress [Pa]

$\theta$ = Angle with respect to z-axis [rad]

$U_{dipole}$ = Potential energy of dipole moment [V/m]

$u(t)$ = Velocity [m/s]

$u_{ex}$ = Propellant exhaust velocity [m/s]

$u_t$ = Terminal velocity [m/s]

$V$ = Voltage [V]

$V_{ch}$ = Charging voltage [V]

$V_{ch}$ = Electric double layer voltage [V]

$V_{ex}$ = Extraction voltage [V]
$v_{\text{offset}}$ = Offset voltage [V]
$v_{\text{out}}$ = Output voltage [V]
$W_s$ = Liquid surface potential energy [J]
$W_{\text{vdw}}$ = Van der Waals adhesion/cohesion energy [J]
y = Height of liquid perturbation above liquid surface [m]
z = Adhesion/cohesion separation [m]
$z_{\text{ad}}$ = Adhesion separation [m]
$z_c$ = Separation between charge centers [m]
$z_{\text{co}}$ = Cohesion separation [m]
$\zeta_{\text{sph}}$ = Ratio of spherical particle diameter to electrode gap
$\zeta_{\text{cyl}}$ = Ratio of cylindrical particle length to electrode gap
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A new electrostatic propulsion system that utilizes micro- and nano-particles is under development. At its core, multi-layer grids establish electric fields that charge and accelerate the particles. Before charging, the particles are transported to charging/accelerating zones from storage reservoirs. One method of transport delivers the particles suspended in liquid through microfluidic channels. Another method transports the particles through micro-sieves as a dry powder.

Advantages over current technologies include the ability to tune its operational parameters over a large range, elimination of life-limiting characteristics, and increased design flexibility. Note that other applications such as materials processing and nano-printing may also benefit from emitted high-energy particles.

This thesis investigates several limiting obstacles, which are associated with charging particles, extracting particles from liquids, and overcoming adhesion/cohesion of
particles. The results provide new direction towards the final thruster design concept.

Here, the obstacles under discussion include:

- The ability to accurately charge the particles and to maximize their charge-to-mass ratios is investigated. Theoretical analyses and simulations suggest that restricting the maximum electric field at the particles’ surfaces is a necessary condition to avoid breakdown or field emission. With this constraint, spheres obtain greater charge-to-mass ratios than cylinders because they more uniformly distribute charge over their surfaces. Experimental results suggest that the charging models are reasonable under appropriate conditions.

- When transporting particles in a liquid suspension, the ability to extract them with an electric force while preventing the liquid from becoming unstable is critical. Theoretical modeling and experimentation prove that both spherical and cylindrical particles can be extracted successfully. But, it may not be possible to extract particles smaller than the micron range without inducing an instability, which leads to the formation of Taylor cones and limits thruster performance.

- When transporting and emitting dry particles, preventing particle adhesion/cohesion is important. Theoretical models developed here, which are supported by experimental results, suggest that an electric force can be use to overcome the adhesion of particles in the nanometer range. A functional micro-sieve thruster prototype capable of operating continuously has demonstrated the ability to overcome adhesion/cohesion in the micron range.
Chapter 1

Motivation, Background, and Introduction

1.1. Motivation of Research

The research presented in this thesis investigates the development of a new space electrostatic propulsion concept that is motivated by the use of micro- and nano-electromechanical systems (MEMS/NEMS) to transport, charge, and accelerate micro- and nano-particle propellant. This propulsion concept may have the potential to be a revolutionary system, which is likely to be critical for the success of future in-space missions.

Unlike traditional electrostatic propulsion systems, which ionize atoms, the micro- and nano-particle thruster concept electrostatically charges the particles with a high strength electric field, which allows the charge-to-mass ratio of the propellant to be efficiently and precisely adjusted over a large range. Adjusting the charge-to-mass ratio enables the capability of tuning operational parameters such as the specific impulse. In addition, this concept appears to offer a way to reduce life-limiting physical characteristics of present state-of-the-art ion propulsion systems by eliminating the need for a discharge chamber and reducing or eliminating charge-exchange (CEX) collision effects in the ion optics region. Further, MEMS technologies may provide an approach to achieve scalability and system simplification by creating scalable “flat panel” thrusters.
This “plug-and-play” technology also decouples the thruster design from the spacecraft design. The system scalability provides may be ideal for micro-satellites and formation flying. By providing a wider range of operating parameters, eliminating life-limiting characteristics, and offering greater design and operational flexibility, micro- and nano-particle thrusters are both a mission enhancing and mission enabling technology.

1.2. Background of Space Electrostatic Propulsion

State-of-the-art electrostatic propulsion systems operate by accelerating charged ions with an applied static electric field to produce thrust. However, regardless of whether the propellant is ions, macroscopic liquid droplets, or solid particles, they are all subject to the same governing physics. This section presents the governing physics of electrostatic propulsion systems, compares electrostatic propulsion with chemical propulsion, and briefly discusses the operation of four electrostatic propulsion technologies.

1.2.1. Electrostatic Propulsion Physics

The rocket equation that governs all propulsion systems was developed by Tsiolkovsky and provides a relation between the dry mass, \( m_0 \), the total mass, \( m_t \), the specific impulse, \( \text{Isp} \), and the net velocity change of the vehicle, \( \Delta V \).\(^5.6.7\)

\[
\frac{m_0}{m_t} = \exp \left( -\frac{\Delta V}{g\text{Isp}} \right)
\]  

(1.1)

As seen in the rocket equation, the specific impulse, \( \text{Isp} \), describes the fuel efficiency. It is defined as a function of the thrust, \( T \), and the propellant mass flow rate, \( \dot{m} \).
The thrust is defined as a function of the mass flow rate and the propellant exhaust velocity, $u_{ex}$.

$$T = \dot{m}u_{ex} \quad (1.3)$$

A more common expression for the specific impulse is determined by combining Equations (1.2) and (1.3), which reveals that the specific impulse scales with the propellant exhaust velocity.

$$I_{sp} = \frac{u_{ex}}{g} \quad (1.4)$$

Using conservation of energy, the exhaust velocity of an electrostatic propulsion system is easily shown to be a function of the propellant’s charge-to-mass ratio, $\frac{q}{m}$, and the total accelerating voltage, $V$.\(^8\)

$$u_{ex} = \sqrt{\frac{2qV}{m}} \quad (1.5)$$

Substituting Equation (1.5) into Equation (1.4), the specific impulse of an electrostatic propulsion system is expressed as a function of its operating parameters.
\[ I_{sp} = \frac{1}{g} \sqrt{\frac{2qV}{m}} \quad (1.6) \]

The thruster power is a function of the propellant’s charge-to-mass ratio, the mass flow rate, and the accelerating voltage.

\[ P = q \frac{\dot{m}}{m} V \quad (1.7) \]

The thrust-to-power ratio is determined from Equations (1.3), (1.5), and (1.7).

\[ \frac{T}{P} = \sqrt{\frac{2m}{qV}} \quad (1.8) \]

It is important to note the importance the propellant’s charge-to-mass ratio on the thruster performance, particularly the specific impulse and the thrust-to-power ratio. The specific impulse is directly proportional to the square root of the charge-to-mass ratio, and the thrust-to-power ratio is inversely proportional to the same square root quantity.

1.2.2. Comparison of Electrostatic and Chemical Propulsion

Current state-of-the-art electrostatic propulsion systems, such as ion and Hall thrusters, operate with much higher specific impulses than standard chemical rockets. Typical electrostatic thrusters have a specific impulse on the order of a few thousand seconds. For example, the NSTAR ion thruster used by NASA’s Deep Space 1 has a specific impulse of 3,200 seconds.\(^9\) Conversely, chemical rockets generally operate with a specific impulse on the order of several hundred seconds. The chemically driven space
shuttle main engine (SSME) has a specific impulse on the order of 450 seconds.\textsuperscript{10,11} As discussed in the previous sub-section, a thrusters’ specific impulse describes its fuel efficiency, where a higher specific impulse indicates a more efficient use of propellant. Therefore, electrostatic propulsion systems are typically more propellant efficient, which provides advantages over standard chemical propulsion. To illustrate how the specific impulse affects the propellant efficiency, Figure 1.1 is a plot of the dry mass fraction from Equation (1.1) as a function of the mission $\Delta V$ for two specific impulses. The dry mass fraction is defined as the ratio of the dry mass to the total mass (dry mass + propellant mass).

![Figure 1.1: Dry mass fraction as a function of $\Delta V$ for specific impulses of 450 s and 3000 s.](image)
Figure 1.1 illustrates that an electric propulsion system operating with a specific impulse of 3,000 seconds has a much higher dry mass fraction than a chemical rocket operating with a specific impulse of 450 seconds, when achieving the same ΔV. Therefore, an electrostatic propulsion system operating with a high specific impulse can afford a larger payload mass and/or a larger ΔV.

While an electrostatic propulsion system is typically more fuel-efficient than a chemical rocket, it does have its disadvantages. The mass flow rate of an electrostatic propulsion system is generally much less than for a chemical rocket. Therefore, chemical rockets typically have the ability to produce much higher thrust levels, which is important for launch vehicles and fast maneuvers.

1.2.3. Current Electrostatic Propulsion Technologies

This subsection presents a brief overview of the operation of four current electrostatic propulsion technologies.

1.2.3.1. Gridded Ion Thruster

Figure 1.2 is a diagram and photograph of the gridded electrostatic ion thruster, NSTAR.
The gridded electrostatic ion thruster uses an ionized gas as propellant and is composed of a large plasma discharge chamber mounted behind a duel electrode grid structure.\textsuperscript{14,15} Neutral propellant, usually xenon, is injected into the plasma discharge chamber through the anode, and is ionized by bombardment with high-energy electrons. The resulting ions are accelerated by the electric potential applied across the dual grids and ejected to generate thrust. To maintain spacecraft neutrality, an electron source is required.

1.2.3.2. Hall Effect Thruster

Figure 1.3 is a diagram and a photograph of a Hall effect thruster. The photograph is of the NASA-173M Hall thruster.
Figure 1.3: Diagram (left)\textsuperscript{16} and photograph (right)\textsuperscript{13} of a Hall effect thruster.

The Hall effect thruster is an axially symmetric system that generates a radial magnetic field and an axial electric field in a circular channel as shown in Figure 1.3.\textsuperscript{17,18} Electrons emitted from the cathode are trapped in the exit plane of the thruster by the ExB force and circulate in the trench generating a Hall current. The propellant, generally xenon, is injected into the trench through the anode and ionized by collisions with the high-energy electrons. The axial electric field, which is generated by the potential difference between the anode and the hollow cathode plasma in the exit plane, accelerates and ejects the ionized propellant to produce thrust. As the ions are ejected, they pull along electrons to neutralize the thruster.

1.2.3.3. Field Emission Electric Propulsion

Figure 1.4 is a diagram of a single emitter from a field emission electric propulsion (FEEP) system.
Figure 1.4: Diagram of a single FEEP emitter.

The field emission electric propulsion system operates by flowing a liquid metal, typically cesium or indium, through a small channel or over the surface of a high aspect ratio tip. A high strength electric field is generated at the surface of the liquid metal by applying a large electric potential difference between the liquid and a downstream electrode grid. Note that the field strength at the emitter tip is intensified due to the field-focusing that occurs at sharp points. As a result, the liquid becomes unstable forming a Taylor cone. Under the appropriate conditions, ions are stripped from the tip of the cone structure. These ions are accelerated and ejected to produce thrust.

1.2.3.4. Colloidal Thruster

Figure 1.5 is a diagram of a single emitter from a colloidal thruster.
The design of a colloidal thruster is very similar to that of a FEEP thruster as shown by a comparison of Figure 1.4 and Figure 1.5. The main difference between the operations of these two systems is that a colloidal thruster accelerates small liquid droplets from the tip of the Taylor cone instead of ions. Using larger liquid droplets as opposed to ions decreases the propellant charge-to-mass ratio, which offers a different operational regime with a decreased Isp and increased thrust-to-power.

1.3. Introduction to the Micro- and Nano-Particle Thruster

At the core of the MEMS/NEMS based micro- and nano- particle thruster concept, we propose to use millions of MEMS based micron-size vias that have a multi-layer electrode grid to establish the critical electric fields to charge, accelerate, and eject the conducting particles to generate thrust. The concept operates by transporting the conducting particle propellant from a storage reservoir to the charging zones. Note that multiple transport systems are under development and are discussed later in this section.
Once delivered to the charging zones, the particles are charged by an applied high strength electric field against a source electrode. The electric force acting on the charged particles then accelerates the particles through the acceleration zones, made up of a series of stacked grids that are electrically biased to generate the accelerating electric fields. Finally the particles are ejected to generate thrust.

Three design configurations of the micro- and nano-particle propulsion system are under consideration, all of which charge, accelerate, and eject the particle propellant in a similar manner. The difference between the configurations is the method of particle transport from the storage reservoir to the charging zones. The three configurations are termed insulating liquid, conducting liquid, and no liquid. This section presents an overview of each configuration.

1.3.1. Insulating Liquid Configuration

The insulating liquid configuration stores the particles in an insulating, low vapor pressure liquid. The particle solution is circulated and transported between the storage and the charging zones through pressure driven microfluidic channels as is shown by a proof-of-concept experiment in Figure 1.6. This proof-of-concept experiment demonstrated the transport of 20 μm polystyrene particles in both water and 50 cSt silicone oil.
Figure 1.6: Transport of 20 μm particles from a large storage reservoir through microfluidic channels.

Particles delivered to the charging zones through the microfluidic transport system become electrically charged when they contact the source electrode that is submersed in the liquid, shown in the diagram of a single emitter in Figure 1.7. After acquiring sufficient charge, the particles are transported by the applied electric field to the liquid surface, extracted through the surface, accelerated in the channels, and finally ejected to produce thrust. Note that the liquid surface is pinned between the charging grid and extraction grid in Figure 1.7 using a knife-edge orifice (not shown), which is discussed at a top level in Chapter 3.

Figure 1.7: Design of a single emitter from the insulating liquid configuration
The insulating liquid configuration was the first design considered in the development of the micro- and nano-particle thruster, which is discussed in further detail throughout this thesis.

1.3.2. Conducting Liquid Configuration

The conducting liquid configuration (Figure 1.8) is very similar to the insulating liquid configuration in that the particles are transported in a liquid solution through microfluidic channels from the storage reservoir to the charging zones. But, since the liquid is conducting, the application of the electric potential across the stacked grids does not generate an electric field within the liquid, and the particles cannot be charged while submersed. Therefore, the particles must break through the liquid surface without the aid of the electric force. This may be possible through the use of thermal motion or convective mixing. Particles that break through the liquid surface are charged by the electric field in the vacuum region and use the liquid surface as the source electrode. Once charged, the particles are fully extracted from the liquid, accelerated, and ejected just as in the insulating liquid configuration. Similar to the insulating liquid case, the liquid surface is pinned below the extraction grid using a knife-edge orifice (not shown) to assure that the liquid does not climb up the channel and short out the applied electric fields.
Figure 1.8: Design of a single emitter from the conducting liquid configuration

The conducting liquid configuration is the least developed design considered in the development of the micro- and nano-particle thruster and is not discussed any further in this thesis.

1.3.3. No Liquid Configuration

Concerns of the liquid surface becoming unstable when subjected to high strength electric fields led to the development and design of the no liquid configuration, which eliminates the liquid and microfluidic channels, and instead transports dry particles in powder form. Two methods of transporting the dry particles are discussed in Chapter 6. First, the dry propellant is transported through an ultra-fine sieve with the aid of mechanical vibrations to separate the clumped powder into individually isolated particles prior to charging. The conducting particle sieve is mounted beneath the stacked accelerating gates and serves as the source electrode for particle charging. The second
method uses the electric force that arises from a gradient in an applied electric field to separate and transport the propellant to the source electrodes.

1.4. Summary of Research Contributions

The purpose of the research presented in this thesis is the development of the new concept regarding the micro- and nano-particle propulsion system and is focused on developing an understanding of the fundamental physics governing and limiting the thruster operation, fabricating functional prototypes to demonstrate operation, and providing insight and direction for the overall system design. Research topics and contributions of this work include the following:

- The charge acquired by individual conducting spherical particles when subjected to a high strength electric field is derived with the aid of simulation software. An extension of this derivation studies the effects of charging groups of particles. An investigation of a method to increase the particles’ total charge by charging them on high aspect ratio charging posts is presented. In addition, this thesis discusses an overview of the cylindrical particle charging model and compares spherical and cylindrical particle charging as potential particle shapes for use with micro- and nano-particle thrusters. Experimental results of charging spherical and cylindrical conducting particles are presented and reveal limitations affecting the time required to charge the particles.

- The initiation of a liquid surface instability when applying high strength electric fields is investigated, and the threshold electric fields required to induce the instability in both earth-gravity and zero-gravity environments are derived. A method to suppress
and control the liquid instability is discussed as well as the time required to induce the instability. Experimental results of inducing a liquid surface instability on both insulating and conducting liquids in an earth-gravity environment are presented.

• The process of extracting charged spherical and cylindrical particles through the surface of an insulating liquid by way of an applied high strength electric field is investigated, and the strength of the electric fields required to extract both particle shapes are derived. An extension of this derivation studies the effects of particle kinetic energy on the extraction process and the dynamics of liquid draining from the particle surface. In addition, this thesis discusses the effects and limitations of the liquid instability on particle extraction and compares the extraction of spherical and cylindrical particles as potential particle shapes for use with micro- and nano-particle thrusters. Experimental results of extracting spherical and cylindrical particles are presented.

• The adhesion force between a single conducting spherical particle and the planar source electrode and the cohesion force between two conducting spherical particles are investigated. In addition, the electric force arising from the charging electric field acting on the charged particle is investigated, both theoretically and experimentally, as a method to overcome the adhesion force and achieve particle removal, specifically for the application of micro- and nano-particle thrusters.

• Two potential methods of transporting dry micro- and nano-particles from the storage reservoir to the charging zones are investigated. The first method utilizes the electric force on uncharged particles that arises from the gradient in the electric field, and the second method uses a simple method of expelling the particles through micro- and
nano-sieves. In addition to theoretical discussions, this thesis presents simple proof-of-concept experiments of each method.

1.5. Dissertation Overview

This thesis is composed of seven chapters, five of which address the five research topics discussed in the previous section.

Chapter 1 introduces the topic and provides motivation and background information. It also lists the contributions of this thesis.

Chapter 2 presents a theoretical and experimental investigation of spherical and cylindrical particle charging.

Chapter 3 discusses the tendency of a liquid surface to become unstable when subjected to a high strength electric field.

Chapter 4 provides theoretical and experimental results for extracting both spherical and cylindrical particles through the surface of an insulating liquid.

Chapter 5 investigates the adhesion and cohesion forces that affect the behavior of micro-particles.
**Chapter 6** details two potential methods of transporting dry micro- and nano-particles from the storage reservoir to the charging zones.

**Chapter 7** concludes the research presented in this thesis, summarizes the results, and suggests a path for future development.
Chapter 2

Electrostatic Charging of Spherical and Cylindrical Particles

2.1. Introduction

Regardless of the operational design configuration (insulating liquid, conducting liquid, or no liquid), micro- and nano-particle thrusters charge particle propellant electrostatically by inducing a charge transfer from an electrode surface onto the particles with an applied high strength electric field. The ability to accurately and reliably charge conducting particles is important to the foundation of micro- and nano-particle thrusters. This chapter first presents an analytical derivation of the charge acquired by individual conducting spherical and cylindrical particles. An extension of this derivation studies the effects of charging groups of particles and investigates a method of increasing the particles’ total charge by charging them on high aspect ratio charging posts. In addition, this chapter discusses an overview of the cylindrical particle charging model and compares spherical and cylindrical particles as potential particle shapes for use with micro- and nano-particle thrusters. Here, experimental results of charging scaled up spherical titanium and aluminum micro-particles with diameters ranging from approximately 800 μm to 4,000 μm and cylindrical aluminum particles with diameters of 300 μm and lengths of 1.3 mm and 1.7 mm are presented.
2.2. Theory of Particle Charging

This section presents the theory of the charge acquired by spherical and cylindrical particles when in contact with a planar source electrode in the presence of an electric field. The resulting charge-to-mass ratio of the spherical and cylindrical particles are presented and compared as possible particle shapes for use with micro- and nano-particle thrusters. Finally, the effects of charging spherical particles in groups and on high aspect ratio charging posts are investigated.

2.2.1. Spherical Particle Charging

The model for the charge acquired by a spherical particle in contact with an infinite planar electrode and subjected to an applied electric field is shown in Figure 2.1, and consists of two infinite parallel planar electrodes with a conducting spherical particle in contact with the upper surface of the bottom electrode. An electric potential bias, V, is applied across the electrodes to generate an electric field within the gap.

![Figure 2.1: Model for determining the charge acquired by a conducting spherical particle in contact with an infinite planar electrode and subjected to an electric field.](image)
Here, the background electric field, $E_{BG}$, is assumed to be the electric field in the electrode gap of two infinite plates without the presence of the particle and is only dependent on the applied voltage and the electrode separation.

$$E_{BG} = \frac{V}{D} \quad (2.1)$$

The presence of the particle in the electrode gap modifies the electric field, with the largest field modification occurring in the vicinity of the particle as presented later in this section. The electric field at the surface of the conducting particle, $E_s$, is normal to the particle surface and is the key to understanding the charge acquired by the particle.

The charge acquired by the particle is computed by integrating the particle’s surface charge density over the particle’s surface as described by Gauss’s Law.$^{27}$ Due to the symmetry about $\phi$, the surface charge density is a function of $\theta$, where $\theta=0^\circ$ corresponds to the top of the particle and $\theta=180^\circ$ corresponds to the bottom of the particle.

$$q_{sph} = \iint \rho_s(\theta) dA \quad (2.2)$$

The surface charge density is dependent on the electric field normal to the particle surface and the permittivity of the surrounding medium. $\hat{r}'$ is the radial unit vector.

$$\rho_s(\theta) = \hat{r}' \cdot \varepsilon \overline{E}_s(\theta) = \varepsilon E_s(\theta) \quad (2.3)$$
The electric field at the surface of the particle is calculated in the same way as for a single tip of a field emission device. This field is a function of the background electric field, $\theta$, and the ratio of the particle diameter to the electrode gap, $\zeta_{sph}$.

$$E_s(\theta) = E_{BG} \alpha_{sph}(\theta, \zeta_{sph})$$ \hspace{1cm} (2.4)

$\alpha_{sph}(\theta, \zeta_{sph})$ can be thought of as the spherical particle field-focusing factor. Equations (2.3) and (2.4) are substituted into Equation (2.2), and the only unknown in the particle charge expression is $\alpha_{sph}(\theta, \zeta_{sph})$.

$$q_{sph} = \int_0^{2\pi} \int_0^\pi e E_{BG} \alpha_{sph}(\theta, \zeta_{sph}) r^2 \sin(\theta) d\theta d\phi = 2\pi r^2 e E_{BG} \int_0^\pi \alpha_{sph}(\theta, \zeta_{sph}) \sin(\theta) d\theta$$ \hspace{1cm} (2.5)

The solution to the integral, $A_c(\zeta_{sph})$, is only a function of the ratio of the particle diameter to the electrode gap, $\zeta_{sph}$, and can be thought of as the integrated field focusing factor for spherical particle charging.

$$A_c(\zeta_{sph}) = \int_0^\pi \alpha_{sph}(\theta, \zeta_{sph}) \sin(\theta) d\theta$$ \hspace{1cm} (2.6)

Thus, the particle charge is directly proportional to the square of the particle radius, the background electric field, the permittivity of the surrounding medium, and $A_c(\zeta_{sph})$.

$$q_{sph} = 2\pi r^2 e E_{BG} A_c(\zeta_{sph})$$ \hspace{1cm} (2.7)
Before finding values for $A_c(\zeta_{sph})$, $\alpha_{sph}(\theta,\zeta_{sph})$ needs to be examined. $\alpha_{sph}(\theta,\zeta_{sph})$ was investigated for conducting spherical particles as shown in Figure 2.1 by employing COMSOL™ Version 3.3a, a multi-physics simulation environment. COMSOL™ provides a method of modeling the electric field in the presence of complex structures. Note that the simulation presented here is an extension to the simulation performed by Smith et al, which determined the field-focusing factor of 2-dimensional posts. The simulation reported here was created in a 2-dimensional environment with axial symmetry. The potential difference between the electrodes was chosen so that the bottom electrode and particle were charged positively, although it was verified that reversing the polarity does not change the problem. The width of the simulation environment was set to 10 times the electrode gap to eliminate field screening due to edge effects, which was verified to be a sufficient margin by experimentation and is discussed in Appendix B. The simulation cell size was chosen to ensure that the simulation solution was not a function of cell size. A cell size on the order of a hundred times smaller than the particle was determined to be adequate in the vicinity of the particle surface. Here, the medium separating the electrodes was vacuum, although other insulating medium can be used between the electrodes as long as its dielectric properties are accounted for.

It is expected that $\alpha_{sph}(\theta,\zeta_{sph})$ is maximum at the top of the particle ($\theta=0^\circ$) where field focusing occurs and minimum at the bottom of the particle ($\theta=180^\circ$) where the particle contacts the electrode. To understand how $\alpha_{sph}(\theta,\zeta_{sph})$ depends on the ratio of the particle diameter to the electrode gap and $\theta$, $\zeta_{sph}$ was varied from 0.005 to 0.95 and $\alpha_{sph}(\theta,\zeta_{sph})$ was measured for $\theta$ ranging from $0^\circ$ to $180^\circ$. Figure 2.2 is a plot of $\alpha_{sph}(\theta,\zeta_{sph})$ as a function of $\theta$ for several values of $\zeta_{sph}$. 
Figure 2.2: Plot of $\alpha_{\text{sph}}(\theta, \zeta_{\text{sph}})$, the field-focusing term for a spherical particle between infinite plates, as a function of $\theta$ for several values of $\zeta_{\text{sph}}$.

The plot in Figure 2.2 shows that regardless of the ratio of the particle diameter to the electrode gap, $\zeta_{\text{sph}}$, the electric field at the surface of the spherical particle is maximum at the top of the particle ($\theta=0^\circ$) and goes to zero at the bottom of the particle ($\theta=180^\circ$) when it contacts the electrode, as expected. When holding the background electric field constant and changing $\zeta_{\text{sph}}$, the electric field at the particle surface is larger for larger $\zeta_{\text{sph}}$. In addition, as the ratio of the particle diameter to the electrode gap goes to zero, $\alpha_{\text{sph}}(\theta=0, \zeta_{\text{sph}} \rightarrow 0)$ approaches a constant value of approximately 4.2, which is the field-focusing factor for a spherical particle on an infinite planar electrode when the top electrode is at an infinite distance. Felici confirmed this value using image theory for the same geometry.\textsuperscript{29}
Using the plot of $\alpha_{\text{sph}}(\theta,\zeta_{\text{sph}})$ in Figure 2.2 and Equation (2.6), $A_c(\zeta_{\text{sph}})$ can be numerically calculated. Figure 2.3 is a plot of $A_c(\zeta_{\text{sph}})$ as $\zeta_{\text{sph}}$ ranges from 0.005 to 0.95.

![Figure 2.3: Plot of $A_c(\zeta_{\text{sph}})$ as a function of $\zeta_{\text{sph}}$.](image)

According to Figure 2.3, $A_c(\zeta_{\text{sph}})$ approaches approximately 3.28 as the ratio of the particle diameter to the electrode gap approaches 0 ($\zeta_{\text{sph}}\rightarrow0$). This approximation appears to be valid to within less than 2% error when the particle diameter is less than one-third of the electrode gap ($\zeta_{\text{sph}} < 0.33$). As the particle size increases relative to the electrode gap, $A_c(\zeta_{\text{sph}})$ increases. Figure 2.3 along with Equation (2.7) completes the derivation of the charge acquired by a spherical particle when in contact with the source electrode and subjected to an electric field. As $\zeta_{\text{sph}}$ increases, the particle charge increases when holding everything else constant. This result can be somewhat
misleading. When charging spherical particles on a source electrode as shown in Figure 2.1, it may be important to maintain the maximum electric field in the system, which is located at the top of the particle, below the electrical breakdown of the background medium or below the electron field emission threshold. If this maximum electric field is held constant as $\zeta_{sph}$ varies, the background electric field does not remain constant as suggested by Figure 2.2.

The following analysis investigates the effects on the particle charge as $\zeta_{sph}$ varies while holding the maximum electric field in the system constant. The maximum electric field at the top of the particle, $E_{\text{max}}$, is determined from Equation (2.4).

\[
E_{\text{max}} = E_{\text{BG}}(\zeta_{sph})\alpha_{sph}(\theta = 0, \zeta_{sph}) (2.8)
\]

The expression in Equation (2.8) is substituted into Equation (2.7) to find the particle charge when the maximum electric field is held constant. Note that it is assumed that $\theta=0^\circ$ for the remainder of this analysis.

\[
q_{sph}(\zeta_{sph}) = 2\pi r^2 \varepsilon \left( \frac{E_{\text{max}}}{\alpha(\zeta_{sph})} \right) A_r(\zeta_{sph}) (2.9)
\]

The ratio of the particle charge when $\zeta_{sph} = \zeta_1$ to the charge when $\zeta_{sph} = \zeta_2$ is only dependent on $\alpha_{sph}(\zeta_{sph})$ and $A_r(\zeta_{sph})$. 
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Figure 2.4 is a plot of \( q_{\text{sph}}(\xi_1):q_{\text{sph}}(\xi_2) \), and illustrates how the particle charge changes when the maximum electric field is held constant as the ratio of the particle diameter to the electrode gap varies. In other words, it is a plot of the particle charge normalized to the case when the particle is much smaller than the electrode gap.

\[
\frac{q_{\text{sph}}(\xi_1)}{q_{\text{sph}}(\xi_2)} = \frac{A_s(\xi_1)}{A_e(\xi_1)} \alpha_{\text{sph}}(\xi_1) \gamma_{\text{sph}}(\xi_1) \tag{2.10}
\]

Figure 2.4 indicates that when the maximum electric field is held constant, the particle charge is greatest when the ratio of the particle diameter to the electrode gap is small, but the acquired charge decreases slowly as \( \xi_{\text{sph}} \) increases up to approximately 0.6. This occurs because minimizing the ratio of the particle diameter to the electrode gap ensures
that the charge density is distributed as evenly over the entire particle surface as allowed by this model as shown by Figure 2.2.

The remainder of this chapter focuses on the case where the particle is small relative to the electrode gap, which is valid to within less than 1% error when the particle diameter is less than one-third of the electrode gap ($\xi_{\text{sph}} < 0.33$).

$$q_{sph}(\xi_{sph} < 0.33) \approx 2\pi r^2 \varepsilon E_{BG} \frac{3}{2}$$  \hspace{1cm} (2.11)

It should be noted this result agrees with Felici's calculation to within three significant figures.$^{29}$

$$q_{sph,Felici} = 2\pi r^2 \varepsilon E_{BG} \frac{\pi^2}{3}$$  \hspace{1cm} (2.12)

2.2.2. Cylindrical Particle Charging

The model for the charge acquired by a vertically oriented cylindrical particle in contact with an infinite planar electrode and subjected to an applied electric field is very similar to the model used for the charge acquired by a spherical particle. It is shown in Figure 2.5, and again consists of two parallel infinite planar electrodes with a conducting vertically oriented cylindrical particle in contact with the upper surface of the bottom electrode. The cylindrical particle is modeled as a cylinder capped with a hemisphere. It has been determined that the exact shape of the bottom of the particle (flat or rounded) does not significantly affect the total particle charge when its length is more than five times its diameter. Note that the derivation of the charge acquired by a cylindrical
particle assumes that the particle length is much smaller than the electrode gap as a result of the conclusions made from charging spherical particles in the previous section. According to Smith et al, this assumption is valid when the particle length is less than one-third of the total electrode gap, which is the same result obtained for spherical particles.28

The charge acquired by a vertically oriented cylindrical particle can be calculated using Gauss’s Law just as the case of a spherical particle.

\[ q_{cyl} = \iint \rho_s dA \]  

(2.13)

The surface charge density is dependent on the electric field normal to the particle surface and the permittivity of the surrounding medium as given by Equation (2.4). The electric field at the surface of the particle is calculated in a similar way as for a spherical particle, but uses a modified field-focusing factor, \( \alpha_{cyl}(\beta, \theta, z) \), specific to the cylindrical geometry, where \( \beta \) is the particle aspect ratio \( \beta = \ell/d \).
\[ E_s(\theta, z) = E_{BG} c_{y} \alpha_{cyl}(\beta, \theta, z) \]  

Note that this derivation assumes the length of the cylinder to be much less than the electrode gap \((l << D)\). Equations (2.3) and (2.14) are substituted into Equation (2.13), and the only unknown in the particle charge expression is \(\alpha_{cyl}(\beta, \theta, z)\).

\[ q_{cyl} = \iint \varepsilon E_{BG} \alpha_{cyl}(\beta, \theta, z) dA = \varepsilon E_{BG} \iiint \alpha_{cyl}(\beta, \theta, z) dA \]  

Due to the particle geometry, the integral must be broken down into two terms. The first term integrates the field-focusing factor over the surface of the hemispherical cap, and the second term integrates over the shaft of the cylinder.

\[ q_{cyl} = \varepsilon E_{BG} \left[ \int_0^{\frac{\pi}{2}} \int_0^r \alpha_{cyl}(\beta, \theta, z) r^2 \sin \theta d\theta d\phi + \int_0^{2\pi} \int_0^l \alpha_{cyl}(\beta, \theta, z) r dz d\phi \right] \]  

\[ q_{cyl} = 2\pi r^2 \varepsilon E_{BG} \left[ \int_0^{\frac{\pi}{2}} \int_0^r \alpha_{cyl}(\beta, \theta, z) \sin \theta d\theta + \frac{1}{r} \int_0^l \alpha_{cyl}(\beta, \theta, z) dz \right] \]  

The solution to the sum of the integrals, \(A_{cyl}(\beta)\), is only a function of the particle geometry, and can be thought of as the integrated field focusing factor for cylindrical particle charging.

\[ A_{cyl}(\beta) = \int_0^{\frac{\pi}{2}} \int_0^r \alpha_{cyl}(\beta, \theta, z) \sin \theta d\theta + \frac{1}{r} \int_0^l \alpha_{cyl}(\beta, \theta, z) dz \]  

\[ (2.17) \]
Thus, the particle charge is directly proportional to the square of the particle radius, the background electric field, the permittivity of the surrounding medium, and $A_{\text{cyl}}(\beta)$.

$$q_{\text{cyl}} = 2\pi r^2 e E_{BG} A_{\text{cyl}}(\beta) \tag{2.18}$$

Note the similarity between the expressions for the charge acquired by spherical and cylindrical particles from Equations (2.7) and (2.18), respectively. Before finding values for $A_{\text{cyl}}(\beta)$, $\alpha_{\text{cyl}}(\beta,\theta,z)$ needs to be examined. Values for $\alpha_{\text{cyl}}(\beta,\theta,z)$ were simulated using the same simulation environment described in the previous section with the only change being the shape of the particle.

To understand how $\alpha_{\text{cyl}}(\beta,\theta,z)$ depends on the particle dimensions, the length and diameter were varied and $\alpha_{\text{cyl}}(\beta,\theta,z)$ was measured over the surface of the entire particle. The results indicate that the field-focusing factor depends on the particle aspect ratio, $\beta$, and not the length or diameter independently. Figure 2.6 is a plot of $\alpha_{\text{cyl}}(\beta,\theta,z)$ for several values of $\beta$ over the surface of the hemispherical cap, and Figure 2.7 is a plot of $\alpha_{\text{cyl}}(\beta,\theta,z)$ for several values of $\beta$ over the surface of the cylindrical shaft.
Figure 2.6: Plot of $\alpha_{\text{cyl}}(\beta)$ over the surface of the hemispherical cap.

Figure 2.7: Plot of $\alpha_{\text{cyl}}(\beta)$ over the surface of the cylindrical shaft.
The plots show that regardless of the particle aspect ratio the electric field at the surface of the cylindrical particle is maximum at the top of the particle \( (\theta=0^\circ) \) and goes to zero at the base of the particle \( (z=0) \) where it contacts the electrode. When holding the background electric field constant and changing \( \beta \), the electric field at the particle surface is larger for larger \( \beta \) as expected.

Using the plots of \( \alpha_{cyl}(\beta,\theta,z) \) and Equation (2.18), \( A_{cyl}(\beta) \) can be numerically calculated. Figure 2.8 is a plot of \( A_{cyl}(\beta) \) as \( \beta \) ranges from 5 to 100.

![Figure 2.8: Plot of \( A_{cyl}(\beta) \) as a function of \( \beta \), the aspect ratio of the cylindrical particle. Includes simulated results and a comparison with Felici’s calculations [29].](image)

According to the simulation results in Figure 2.8, \( A_{cyl}(\beta) \) increases with \( \beta \). Also included in Figure 2.8 are Felici’s calculations for the charge acquired by a cylindrical particle.\(^{29}\)

Note that the difference between Felici’s results and the simulation presented here is due
to a difference in the shape of the particle. Felici modeled the particle as an elongated ellipse, but obtained very similar results that deviate by no more than 20%. The actual shape of the particle will depend on the method of fabrication. Note that largest discrepancy between the models occurs for small values of $\beta$ (19% at $\beta=5$), and the models approach each other as $\beta$ increases (14% at $\beta=100$). Due to this similarity, the remainder of this thesis will use Felici’s expression to approximate the charged obtained by a cylindrical particle regardless of the exact geometry as given by Equation (2.19).

$$q_{cyl} = \frac{\pi \varepsilon E_{BG} l^2}{\ln\left(\frac{2l}{r}\right) - 1}$$  \hspace{1cm} (2.19)$$

The cylindrical particle charge is rewritten in terms of the particle’s aspect ratio.

$$q_{cyl} = \frac{4\pi r^2 \beta^2 \varepsilon E_{BG}}{\ln(4\beta) - 1}$$  \hspace{1cm} (2.20)$$

Before comparing the charge acquired by spherical and cylindrical particles in the next subsection, it is important to understand the electric field intensification that occurs at the top of the cylindrical particle, $\alpha_{cyl}(\beta, \theta=0)$, which is plotted in Figure 2.9 and also discussed for the spherical particle above.
Figure 2.9: Plot of $\alpha_{cyl}(\beta, \theta=0)$ as a function of $\beta$ and a linear fit over $5<\beta<80$.

Figure 2.9 suggests that the cylindrical field-focusing factor is approximately linear as the aspect ratio ranges from 5 to 80.

$$\alpha_{cyl}(\beta) = 1.4\beta + 6.5$$

(2.21)

This cylindrical particle field-focusing factor is used in the next section, which compares the charging of spherical and cylindrical particles.

2.2.3. Comparison of Spherical and Cylindrical Particle Charging

The charge-to-mass ratio of propellant used with electric propulsion systems is an important parameter that directly influences the efficiency of propellant usage (specific
impulse) of the thruster. This section compares the maximum attainable charge-to-mass ratios of both spherical and cylindrical particles. The charge-to-mass ratio of a spherical particle, $\chi_{\text{sph}}$, is approximated using Felici’s model from Equation (2.12) and the mass of a spherical particle with mass density $\rho$. Note that this section assumes the particle size to be much smaller than the electrode gap.

$$\chi_{\text{sph}} \approx \frac{\pi^2 \varepsilon E_{BG}}{2r\rho}$$  \hspace{1cm} (2.22)

Similarly, the charge-to-mass ratio of a cylindrical particle, $\chi_{\text{cyl}}$, is approximated using Felici’s model from Equation (2.20) and the mass of a cylindrical particle with mass density $\rho$.

$$\chi_{\text{cyl}} \approx \frac{2\beta e E_{BG}}{r\rho[\ln(4\beta) - 1]}$$ \hspace{1cm} (2.23)

Using the same radius for the spherical and cylindrical particles and keeping all other parameters constant, specifically the background electric field, the ratio of the charge-to-mass ratios of a spherical particle to that of a cylindrical particle is only a function of $\beta$ over the range $5 < \beta < 80$.

$$\frac{\chi_{\text{sph}}}{\chi_{\text{cyl}}} = \frac{\pi^2 [\ln(4\beta) - 1]}{4 \frac{\ln(4\beta) - 1}{\beta}}$$ \hspace{1cm} (2.24)
Figure 2.10 is a plot of the ratio of the charge-to-mass ratios of a spherical particle to that of a cylindrical particle as a function of $\beta$ when keeping the background electric field constant.

![Figure 2.10: Plot of $\chi_{\text{sph}}/\chi_{\text{cyl}}$ as a function of $\beta$ using a constant background electric field.](image)

As shown in Figure 2.10, a cylindrical particle has a greater charge-to-mass ratio, which is a result of the highly intensified electric fields and charge densities that occur at the sharp tip of a high aspect ratio cylinder. However, this result can be misleading. When charging spherical and cylindrical particles, it may be important to maintain the maximum electric field strength in the system, which is located at the top of the particles, below the electrical breakdown of the background medium and the electron field emission limit.
The following analysis investigates the effects of charging spherical and cylindrical particles while holding the maximum electric field in the system constant. The maximum electric field at the top of the particle, $E_{\text{max}}$, is determined from the background electric field and the field focusing-factor, regardless of the particle shape.\textsuperscript{28}

\[ E_{\text{max}} = E_{BG} \alpha \] \hspace{1cm} (2.25)

The ratio of the charge-to-mass ratios of a spherical particle to that of a cylindrical particle is calculated by substituting Equation (2.25) into Equations (2.22) and (2.23) and using the appropriate field-focusing factor for each particle shape.

\[ \frac{\chi_{\text{sph}}}{\chi_{\text{cyl}}} = \frac{\pi^2 \left( \ln(4\beta) - 1 \right) a_{\text{cyl}}}{4 \beta a_{\text{sph}}} \] \hspace{1cm} (2.26)

Recall from Section 2.2.1 that the spherical particle field-focusing factor approaches approximately 4.2 when the particle is much smaller than the electrode gap and the cylindrical particle field-focusing factor is approximated as Equation (2.21).

\[ \frac{\chi_{\text{sph}}}{\chi_{\text{cyl}}} \approx \frac{\pi^2 (1.4\beta + 6.5) \left[ \ln(4\beta) - 1 \right]}{16.8 \beta} \] \hspace{1cm} (2.27)

Figure 2.11 is a plot of the ratio of the charge-to-mass ratios of a spherical particle to that of a cylindrical particle as a function of $\beta$ when holding the maximum electric field at the top of the particle constant.
Figure 2.11: Plot of $\chi_{\text{sph}}/\chi_{\text{cyl}}$ as a function of $\beta$ using a constant maximum electric field.

The plot in Figure 2.11 suggests that when using a constant maximum electric field, a spherical particle will always have a greater charge-to-mass ratio. In addition, a larger cylindrical particle aspect ratio leads to a smaller charge-to-mass ratio, which is opposite of the case when the background electric field is constant.

This analysis suggests that when using solid particles that cylindrical particles may be the better choice when limiting the strength of the background electric field, but spherical particles may be the better choice when limiting the strength of the maximum electric field at the top of the particle.
2.2.4. Specific Impulse using Spherical and Cylindrical Particles

This section discusses the particle size requirements and the obtainable specific impulses when using spherical and cylindrical particles and maintaining the maximum focused electric field strengths at the top of the particles constant. Using Equations (1.6), (2.22), (2.23), and (2.25) the specific impulses of a micro- and nano-particle thruster are predicted when using both spherical and cylindrical particles.

\[
 Isp_{sph} = \frac{1}{g} \sqrt{\frac{0.24\pi^2 eE_{max} V}{r\rho}} \quad (2.28)
\]

\[
 Isp_{cyl} = \frac{1}{g} \sqrt{\frac{4\beta eE_{max} V}{\ln(4\beta) - 1[1.4\beta + 6.5]r\rho}} \quad (2.29)
\]

Figure 2.12 plots the specific impulse and the exhaust velocity as a function of particle diameter for a spherical particle and a cylindrical particle with an aspect ratio of 80. The maximum focused electric field strength at the top of both particles is 500 MV/m, the particles’ densities are as 1,000 kg/m³, and an accelerating voltage of 40 kV is applied. A 1,000 kg/m³ density can be either a hollow particle or a glass particle with a thin metallic coating. The strength of the electric field is limited to 500 MV/m to assure that the electron emission threshold is not exceeded. An accelerating voltage of 40 kV is used as approximate upper limit for space applications.
Figure 2.12: Specific impulse and exhaust velocity as a function of particle diameter for spherical and cylindrical particles per Equations (2.28) and (2.29), respectively.

Figure 2.12 suggests that a micro- and nano-particle thruster may be capable of producing a specific impulse greater than 1,000 seconds when using spherical particles on the order of 10 nm and smaller (future work must address quantum effects). Increasing the particle size or decreasing the applied electric field and voltage can reduce the specific impulse, if required. Note that the specific impulse of the cylindrical particle is less than the specific impulse of the spherical particle, which is a result of the intense field-focusing that occurs at the sharp tip of a high aspect ratio cylinder.

2.2.5. Required Particle Separation During the Charging Process

The spherical particle charging model presented in section 2.2.1 assumes that a single particle is charged on an infinite planar electrode. This subsection investigates the effects
of the charge acquired by a particle of interest when it is charged in a group. It is possible that a group of particles charging in close proximity may modify the electric fields, and, as a result, each particle may not be able to reach the highest possible charge that an isolated particle can achieve. To investigate the effects that a group of particles has on the charge acquired by the particle of interest, the model used for a single particle, shown in Figure 2.1, is extended. The new model is a modification of the single particle model and introduces additional particles in the vicinity of the particle of interest. Figure 2.13 is an illustration of the model showing a horizontal cross-sectional view and a top down view of the source electrode. The particle of interest is located in the center and surrounded by densely packed particles at a separation distance of R. Note that this is a worse case scenario, and it is expected that the spacing of the nearby particles would be much lower than shown in Figure 2.13.
Figure 2.13: Model for the charge acquired by a conducting spherical particle in contact with a planar electrode and subjected to a high strength electric field with additional particles in the vicinity of the particle of interest.

The charge acquired by the particle of interest is calculated using the method from section 2.2.1 and utilizes Equations (2.6) and (2.7), but requires a modified spherical particle field-focusing factor, $\alpha_{sph}(\theta, R)$, and integrated field-focusing factor, $A_c(R)$. These two variables are independent of $\xi_{sph}$ because of the assumption that $\xi_{sph} \ll 1$, but are now functions of the particle separation distance, $R$. Again, COMSOL™ was used to establish the field focusing factor variation as a function of $\theta$. The group of particles surrounding the particle of interest was approximated with a solid metal ring. This is the worst case scenario when the surrounding particles are tightly packed. Again, the width of the simulation environment was set to 10 times the electrode gap to eliminate field screening due to edge effects, and the simulation cell size was chosen through trial and
error to ensure that the simulation solution was not a function of cell size, but truly represents the expected results.

To understand the effects that the group of particles has on the charge acquired by the particle of interest, the ratio of the charge acquired by the particle of interest to the charge acquired by a single isolated particle charged on a planar electrode, $\Gamma_{\text{group}}$, is evaluated as a function of the ratio of the particle separation to the particle diameter, $\frac{R}{d}$, when keeping everything else constant.

$$\Gamma_{\text{group}} = \frac{q_{\text{sph}}(\frac{R}{d})}{q_{\text{sph}}(\frac{R}{d} \rightarrow \infty)}$$  \hspace{1cm} (2.30)

Figure 2.14 is a plot of $\Gamma_{\text{group}}$ as function of the ratio of the particle separation to the particle diameter.
Figure 2.14 indicates that the total charge acquired by the particle of interest is highly dependent on the particle spacing. A small particle spacing results in the particle acquiring much less charge than a single isolated particle, but a particle spacing of at least one order of magnitude larger than the particle ($\%d \geq 10$) results in the particle acquiring at least 98% that of a single isolated particle. This analysis suggests that it is best to separate the particles while charging them, and it is recommended that the particles have a separation distance of at least one order of magnitude of the particle size. The solid ring used to represent the particles is expected to produce the worst-case scenario. In reality, the particles surrounding the particle of interest would be spaced further apart, and the spacing with respect to the particle of interest could be decreased slightly.
2.2.6. Charging Spherical Particles on High Aspect Ratio Posts

The spherical particle charging model presented in section 2.2.1 investigated charging spherical particles in contact with an infinite planar source electrode. According to Equation (2.5), the total charge on the particle is directly related to the strength of the electric field at the particle surface. Figure 2.2 indicates that the strength of the electric field is greatest at the top of the particle and zero at the bottom of the particle. When charging particles against a source electrode, the maximum electric field at the top of the particle may be limited by the electrical breakdown of the surrounding medium \[E_B(0=0^\circ) \leq E_{BD}\], and the electric field is always zero at the contact point between the particle and the electrode \[E_B(0=180^\circ) = 0\]. But, it may be possible to increase the strength of the electric field over the remaining particle surface \(0^\circ < \theta < 180^\circ\) by manipulating the geometry of the source electrode. This subsection investigates the possibility of increasing the total particle charge by charging the spherical particle on a high aspect ratio post as opposed to an infinite planar surface.

Figure 2.15 is the model for charging spherical particles on a high aspect ratio post, which is an extension to the model used for charging particles on a planar electrode. The charging post is a conducting cylinder capped with a hemisphere and mounted on an infinite planar electrode. The charging post and the spherical particle have the same diameter and a combined height of \(\ell\), which is much less than the electrode gap so that the strength of the electric field at the surface of the particle is approximately a function of the aspect ratio and not the electrode gap as shown in Figure 2.15.
The charge acquired by the particle is calculated using the method from section 2.2.1 and section 2.2.5 and utilizes Equations (2.6) and (2.7), but requires a modified spherical particle field-focusing factor, $\alpha_{\text{sph}}(\theta, \beta)$, and integrated field-focusing factor, $A_c(\beta)$. These two variables are independent of $\zeta_{\text{sph}}$ because of the assumption that the post length is much less than the electrode gap, but are now functions of the combined aspect ratio of the post and particle, $\beta = \ell/d$. The modified spherical particle field-focusing factor and integrated field-focusing factor were evaluated using an extension to the simulation presented in section 2.2.1, which utilizes COMSOL™. Again, the width of the simulation environment was set to 10 times the electrode gap to eliminate field screening due to edge effects, and the simulation cell size was chosen through trial and error to ensure that the simulation solution was not a function of cell size, but truly represents the expected results. A cell size of two orders of magnitude smaller than the particle diameter was used.

To understand the effects that the high aspect ratio charging post has on the charge acquired by the particle, the ratio of the charge acquired by the particle when charged on a post to the charge acquired by a particle when charged on a planar electrode, $\Gamma_{\text{post}}$, is
evaluated as a function of $\beta$, when keeping the maximum electric field strength at the top of the particle constant. The case when the particle is charged on a planar electrode corresponds to $\beta=1$.

$$\Gamma_{\text{post}} = \frac{q_{\text{sph}}(\beta)}{q_{\text{sph}}(\beta \to 1)}$$  \hspace{1cm} (2.31)

Figure 2.16 is a plot of $\Gamma_{\text{post}}$ as function of $\beta$.

![Plot of $\Gamma_{\text{post}}$ as function of $\beta$.](image)

**Figure 2.16:** Plot of $\Gamma_{\text{post}}$ as function of $\beta$, for the situation of a spherical particle on a post with a combined height to diameter ratio of $\beta$.

Figure 2.16 indicates that the total charge acquired by the particle when charged on a high aspect ratio charging post is dependent on the post aspect ratio. An aspect ratio of
80 may be capable of increasing the particle charge approximately by a factor of 1.8 when compared to the charge acquired on an infinite planar electrode.

The absolute theoretical charging limit when constraining the strength of the electric field on the surface of the particle is obtained by allowing the electric field over the entire surface of the particle to be equal to the maximum electric field allowed by the background medium. This is not possible when charging against a source electrode since the surface electric field must go to zero at the contact point, but does provide insight to the limit. The resulting particle charge is approximately 2.5 times greater than when charged on a planar electrode. This analysis suggests that charging spherical particles on a high aspect ratio charging post as opposed to a planar electrode can increase the particle charge slightly, but not by orders of magnitude.

It should noted that the high aspect ratio posts would need to have larger separations than the spherical particles discussed in Section 2.2.5 to assure that adjacent post do not affect particle charging. The exact spacing required is beyond the scope of this thesis, but it is expected that high aspect ratio posts will affect the shape of the electric field at much larger distances than spherical particles with the same diameter. Increasing the separation distances would decrease the thrust density, but can be used as method of increasing the propellant charge-to-mass ratio and therefore the thruster specific impulse. An initial assessment indicates that the required post spacing is dependent on the length of the posts. But, it is recommended that future work father investigate the required post spacing and its effects on the thruster performance.
2.3. Experimental Setup

To experimentally investigate the charge acquired by spherical and cylindrical conducting particles when in contact with an infinite planar electrode and exposed to a high strength electric field, the system depicted in Figure 2.17 was constructed with 10 cm square stainless steel electrodes, which is very similar to the models in Figure 2.1 and Figure 2.5, with the addition of an insulating liquid medium filling the electrode gap.

![Figure 2.17: Depiction of the experimental setup used for investigating the charging of spherical and cylindrical particles against a planar electrode with a high strength electric field.](image_url)

The main goal of the experiment is to measure the charge acquired by both spherical and vertically oriented cylindrical particles against an infinite planar electrode when exposed to a high strength electric field. An additional goal is to measure the time required to fully charge the particles.

The experiment is performed by depositing a single test particle on the surface of the bottom electrode. Once the particle is in place, the upper electrode is carefully secured to provide the correct uniform electrode gap, which is regulated by an insulating spacer that ranges from approximately 6.0 mm to 14.0 mm thick. Next, a large electrical potential difference is applied between the parallel electrodes to generate the strong electric field.
within the gap, which charges the particle in contact with the bottom electrode. Note that the fringing fields at the edges of the electrodes can be neglected since the electrode width is much greater than the electrode gap. At sufficiently high electric fields, the particle is lifted from the bottom electrode and transported through the liquid to the top electrode. Once contacting the top electrode, the particle becomes charged with the opposite polarity and is transported back down to the bottom electrode by the electrostatic and gravitational forces. This process continues and the particle oscillates between the electrodes as depicted in Figure 2.18. Tobazeon\textsuperscript{30,31,32} presents an in-depth explanation of the dynamics of particle oscillation between parallel electrodes in an insulating liquid along with some charge measurements for spherical and cylindrical particles.

![Diagram of particle oscillation](image)

**Figure 2.18:** Oscillation of a charged particle between parallel electrodes biased to electric potential, $V$.

The oscillation of the charged particle produces a current, $i(t)$, in the system directly related to the particle current, which is dependent on the charge, $q$, and velocity, $u(t)$, of the particle, and the electrode separation, $s$.\textsuperscript{32}

$$\Delta i(t) = \frac{qu(t)}{s} \quad (2.32)$$
The total charge and location of the particle modifies the electric fields within the electrode gap, which causes movement of charge on the constant voltage electrode surfaces and gives rise to the system current. The measurement of the current using a low-pass current measuring circuit, which is presented in Section 2.3.1, has five distinct stages dependent on the particle location and motion, which are depicted in Figure 2.19.30

The stages are interpreted as follows.

1. The particle is at rest on either the top or bottom electrode, and the stationary particle does not produce any system current. All measured current is leakage current through the liquid.

2. The particle is lifted from the electrode and accelerated. As the particle’s velocity increases, the system current increases as described by Equation (2.32).

3. The particle reaches terminal velocity. Once the drag force balances the opposing electric force, the particle no longer accelerates. Since the particle is moving at a constant velocity, the current resulting from the motion of the particle is constant.

4. The particle reaches the opposite electrode, deposits its charge, and then charges with the opposite polarity. The large spike in current occurs as a result of the transfer of charge between the particle and the electrode.

5. The current measuring system dissipates the charge built up on an internal capacitor.
According to Ampere’s law, the total charge of the particle, $q_m$, can be calculated by measuring the current resulting from the oscillating particle and integrating over the time that the particle is in transport, which are stages 2 and 3 from Figure 2.19.

$$q_m = \int i(t) dt \quad (2.33)$$

The insulating liquid filling the electrode gap serves to increase the viscous drag on the particle and reduces the velocity of the particle during oscillation, which simplifies the current measurement procedure. The insulating liquid used in this experiment is silicone oil purchased from Clearco, which has a relative dielectric constant of approximately 1.9733 and conductivity on the order of $10^{-13}$ S/m. Silicone oil was chosen because of its very low conductivity, low vapor pressure, and because of its availability in various viscosities. The viscosity was chosen to control the velocity of the oscillating particle and was varied depending on the particle size and applied voltage from 50 cSt to 100 cSt. Note that the small conductivity of the liquid leads to a loss of
charge from the particle during transport, which is dependent on the liquid’s charging
time constant, \( \tau_c \). \(^{30}\)

\[
q(t) = q_0 e^{-t/\tau}
\]  

(2.34)

The liquid’s time constant is dependent on its conductivity and dielectric constant.\(^{30}\)

\[
\tau_c = \frac{\varepsilon_r}{\sigma}
\]  

(2.35)

According to Equation (2.35), the liquid’s time constant is on the order of 200 s, which is
much greater than the time of a single particle oscillation, which is on the order of a tenth
of a second. Therefore, the particle charge lost to the liquid during transport is neglected.

The experiment was performed using spherical particles made of aluminum and
titanium with diameters ranging from approximately 800 \( \mu \)m to 4,000 \( \mu \)m and cylindrical
aluminum particles with diameters of 300 \( \mu \)m and lengths of 1.7 mm and 1.3 mm. Table
2.1 lists the dimensions and tolerances of all the particles used in the experiment along
with the electrode gap and liquid viscosity used for each test case.

<table>
<thead>
<tr>
<th>Particle Shape</th>
<th>Particle Material</th>
<th>Particle Diameter (mm)</th>
<th>Particle Length (mm)</th>
<th>Electrode Gap (mm)</th>
<th>Liquid Viscosity (cSt)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>Titanium</td>
<td>3.97 ± 0.025</td>
<td>NA</td>
<td>11.3 ± 0.25</td>
<td>100</td>
</tr>
<tr>
<td>Sphere</td>
<td>Aluminum</td>
<td>2.37 ± 0.025</td>
<td>NA</td>
<td>6.15 ± 0.25</td>
<td>50</td>
</tr>
<tr>
<td>Sphere</td>
<td>Aluminum</td>
<td>1.98 ± 0.025</td>
<td>NA</td>
<td>6.15 ± 0.25</td>
<td>50</td>
</tr>
<tr>
<td>Sphere</td>
<td>Aluminum</td>
<td>1.59 ± 0.025</td>
<td>NA</td>
<td>6.15 ± 0.25</td>
<td>50</td>
</tr>
<tr>
<td>Sphere</td>
<td>Aluminum</td>
<td>0.79 ± 0.025</td>
<td>NA</td>
<td>6.15 ± 0.25</td>
<td>50</td>
</tr>
<tr>
<td>Cylinder</td>
<td>Aluminum</td>
<td>0.33 ± 0.025</td>
<td>1.3 ± 0.2</td>
<td>13.9 ± 0.25</td>
<td>100</td>
</tr>
<tr>
<td>Cylinder</td>
<td>Aluminum</td>
<td>0.33 ± 0.025</td>
<td>1.7 ± 0.2</td>
<td>13.9 ± 0.25</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 2.1: Properties of the particles used in the particle charge experiment and the
electrode gap and liquid viscosity used for each test case.
The following subsections present the design of the current measuring system and the method used to calculate the particle charge from the measured current.

2.3.1. Design of the Current Measuring System

Measuring the system current resulting from the oscillating particle requires a system capable of detecting currents on the order of tens to hundreds of pico-amperes with a very high sampling rate. This experiment used an inverting operational amplifier with a capacitor inserted in parallel with the feedback resistor, which is shown in Figure 2.20. The operational amplifier was a low-bias-current, high-stability, JFET operational amplifier from Analog Devices (OP41EJ).\textsuperscript{35}

![Diagram of an inverting operational amplifier with a capacitor inserted in parallel with the feedback resistor used to measure current of the oscillating charged particle.](image)

The system current, $i_s(t)$, resulting from the oscillating particle and leakage current though the liquid is calculated as a function of the output voltage, $v_{out}(t)$, the feedback resistor, $R_f$, the feedback capacitor, $C_f$, and an offset voltage, $v_{offset}$, which is a
characteristic of the operational amplifier. The output voltage is monitored with an oscilloscope.

\[ i_f(t) = -C_f \frac{dv_{out}(t)}{dt} - \frac{(v_{out}(t) + v_{offset})}{R_f} \]  \hspace{1cm} (2.36)

The values of the feedback resistor and capacitor are critical parameters that depend on the expected current through the test cell and the noise in the system. The signal-to-noise ratio was typically greater than 30. Determining the value of the feedback resistor is straightforward and depends on the expected range of the system current and the allowable range of the output voltage, which is a characteristic of the operational amplifier. The resolution of the measured current is maximized when its range fills the entire range of the output voltage. Typical resolutions were on the order of tens of picoamps.

\[ R_f = \frac{v_{out,max}}{i_{c,max}} \]  \hspace{1cm} (2.37)

The feedback capacitor serves as a low-pass filter to attenuate the high frequency noise above the cutoff frequency, \( f_c \).

\[ f_c = \frac{1}{2\pi R_f C_f} \]  \hspace{1cm} (2.38)

Measuring currents below the nano-ampere range proved to be very difficult due to noise in the testing environment from the laboratory lights, noises, computers, and even the
experiment personnel. Therefore, it is desirable to choose the value of the feedback capacitor that minimizes the cutoff frequency and attenuates as much high frequency noise as practical without severely decreasing the response time of the output voltage, which is dependent on the circuit’s RC time constant, $\tau_c$.\textsuperscript{36}

\[ \tau_c = R_f C_f \]  

(2.39)

To ensure that the system can differentiate the upward and downward movement of the particle within a single oscillation, the response time of the circuit must be less than half of the oscillation time of the particle, $T_{osc}$. This section defines the response time to be five times the RC time constant, which ensures that the circuit relaxes to over 99%. Finally, the maximum allowable value for the feedback capacitor is dependent on the particle oscillation time and the value of the feedback resistor.

\[ C_f \leq \frac{T_{osc}}{10 R_f} \]  

(2.40)

The expressions for the feedback components given in Equations (2.37) and (2.40) provide reasonable values for the feedback resistor and capacitor, but need to be optimized through experimental trial and error to account for additional unknown inductances, capacitances, and resistances in the entire system. The experimental results presented in Section 2.4 used a feedback capacitance of 100 pF and feedback resistances ranging from approximately 400 M$\Omega$ to 2 G$\Omega$. 
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In addition to choosing a proper feedback resistor and capacitor, other precautions are taken to minimize the noise. The two main precautions are grounding and shielding of the experimental setup. All ground wires are as short as possible and the entire experimental setup is inside a grounded shielding box. Using these methods, the total noise in the system was typically below a few tens of pico-amps.

2.3.2. Calculation of Particle Charge

The charge of the particles is calculated numerically by integrating the measured current as shown in Equation (2.33) over the time that the particle is in transit from the bottom electrode to the upper electrode, which corresponds to stages 2 and 3 in Figure 2.19. The numerical integration is performed using a MATLAB™ script, which takes the output voltage from the operational amplifier and calculates the current from Equation (2.36) before integrating.

2.4. Experimental Results

Figure 2.21 is an experimental trace of the current arising from an oscillating particle that is 800 microns in diameter and subjected to an approximate electric field of 570 kV/m. The numbered current stages correspond to the stages listed in Section 2.3.
Figure 2.21: Experimental current trace when oscillating an 800 micron, spherical, aluminum particle with an electric field of approximately 570 kV/m.

Figure 2.22, Figure 2.23, and Figure 2.24 are plots of the average charge acquired by various size and shape titanium and aluminum particles when charged between planar parallel electrodes and submersed in silicone oil as shown in Figure 2.17. The particle charge is plotted as a function of the applied electric field. The ranges of electric fields used were determined by the required field strengths to induce particle oscillation and the response of the ammeter. Note that these conditions change with particle size and shape. The test conditions are listed in Table 2.1. There is a maximum estimated total error of approximately 10% in the measurements, which was determined with the sum of squares method. The error in the measured particle charge is due mostly to three error terms in the experimental setup. These error terms are as follows: the numerical integration (9%), the electrode gap separation (4%), and the applied voltage (0.1%).
Figure 2.22: Spherical particle charge measurements using titanium. Particle oscillation in 100 cSt silicone oil between 11.30 mm spaced electrodes. The solid line is the theoretical charge from Equation (2.12).
Figure 2.23: Spherical particle charge measurements using aluminum. Particle oscillation in 50 cSt silicone oil between 6.15 mm spaced electrodes. The solid line is the theoretical charge from Equation (2.12).
Figure 2.24: Cylindrical particle charge measurements using aluminum. Particle oscillation in 100 cSt silicone oil between 13.9 mm spaced electrodes. The solid line is the theoretical charge from Equation (2.20).

The experimental data are plotted against the theoretical particle charge according to Equations (2.11) and (2.19). The measured charge of the titanium spherical particle (Figure 2.22) and the measured charge of the aluminum cylindrical particles (Figure 2.24) all follow the theoretical models closely for all tested electric fields. But, according to the plot in Figure 2.23, the aluminum spherical particles only acquired the predicted charge when lower strength electric fields were applied and acquired less charge than predicted when higher strength electric fields were applied. One possible explanation is presented in the following section.
2.5. Particle Charging Time

It is possible that the aluminum spherical particles did not acquire the charge predicted by the model when higher strength electric fields were applied because they were lifted from the electrode surface before the charging process was completed due to a poor electrical contact between the particle and the electrode. This section investigates the total time that the particles were allowed to charge and develops a model to predict the charging time constant of spherical particles against a source electrode.

2.5.1. Measured Particle Charging Times

The total time that the aluminum particles were allowed to charge is determined from the experiment by investigating the total time that the particles were in contact with the electrode before being lifted, which is represented as stages 4 and 5 from the previous oscillation and stage 1 from the present oscillation in Figure 2.19. Figure 2.25 shows the average charging time for the aluminum spherical particles as a function of applied electric field for three of the particles. Note that the charging times for the smallest aluminum particle in Figure 2.23 could not be measured.
According to Figure 2.25, the particle charging times for the aluminum spheres decreases as the applied electric field increases and increases as the particle size increases. If the aluminum particles are lifted from the charging electrode before becoming fully charged, the particle charging time constant, $\tau_p$, can be approximated from the measured charge, $q_m$, the expected charge, $q_o$, and the charging time, $t$.

$$q_m(t) = q_o \left(1 - e^{-t/\tau_p}\right)$$  \hspace{1cm} (2.41)

The calculated particle charging time constants for the three diameters of aluminum particles are plotted in Figure 2.26. Also included in the plot is a linear fit of the data points.
Figure 2.26: Measured particle charging time constants for aluminum spheres.

Figure 2.26 suggests that the charging time constants for aluminum spherical particles increase with the particle diameter for the particle sizes presented. In addition, it may take tenths of a second to charge spherical aluminum particles to their maximum capacity. The relatively large charging time constant is most likely a result of a poor electrical contact between the particle and the electrode surface. The following section develops a model for the particle charging time constant.

2.5.2. Theoretical Particle Charging Time Constant

This section develops a model for the particle charging time constant. It assumes that the insulating oxide layer that forms on the surface of most metals and the small contact
area between the spherical particle and the electrode are the sources of the poor electrical contact, which results in the large charging time constants. Figure 2.27 illustrates a possible simple RC circuit model of a spherical particle with an insulating oxide layer and in contact with an electrode.

![Diagram of a spherical particle in contact with a planar electrode](image)

**Figure 2.27:** A spherical particle in contact with a planar electrode is modeled as an RC circuit.

The value of the capacitance, \( C_p \), is approximated as the capacitance between the spherical particle and infinite planar electrode when assuming that the oxide layer thickness is much smaller than the particle.\(^{38}\)

\[
C_p = 4 \pi \epsilon_0 \left( 1 + \alpha_p + \frac{\alpha_p^2}{1 - \alpha_p^2} \right)
\]

(2.42)

The constant \( \alpha_p \) is dependent on the particle size and the separation between the electrode and the particle, which is regulated by the thickness of the oxide layers, which is dependent on the oxide conductivity, \( \sigma_{ox} \), and the contact area, \( A_p \).

\[
\alpha_p = \frac{r}{2(r + d_{ox})}
\]

(2.43)
The particle charging resistance, $R_p$, is approximated as the resistance through the physical contact between the electrode and particle.

$$R_p = \frac{d_{ox}}{\sigma_{ox} A_p}$$  \hspace{1cm} (2.44)

Combining Equations (2.42) and (2.44) gives the theoretical particle charging time constant.

$$\tau_p = R_p C_p = \left( \frac{4 \pi \rho d_{ox}}{\sigma_{ox} A_p} \right) \left( 1 + \alpha_p + \frac{\alpha_p^2}{1 - \alpha_p^2} \right)$$  \hspace{1cm} (2.45)

Using the approximation that the oxide layers are much smaller than the particle diameter, the particle charging time constant is simplified and approximated.

$$\tau_p \approx \frac{8 \pi \rho d_{ox}}{\sigma_{ox} A_p}$$  \hspace{1cm} (2.46)

Equation (2.46) suggests that the particle charging time constant is directly proportional to the particle size, which agrees with the measured particle charging time constants plotted in Figure 2.26 as shown by the linear fit. The variables in Equation (2.46) are known for many materials except the contact area, which is difficult to determine and depends on factors such as the particle and electrode surface roughness and the deformation of the particle and electrode. The theoretical investigation of the contact area is beyond the scope of this chapter, but is briefly discussed in Chapter 5. The oxide layer that forms on the surface of aluminum when exposed to the atmosphere, $\text{Al}_2\text{O}_3$, is a
very good insulator with a conductivity of approximately $10^{-12}$ S/m,\(^3\) and a typical thickness of approximately 4 nm.\(^4\) Note that most metals form thin oxides layers with thickness typically on the order of a few nanometers, thus justifying the thin approximation for the particle sizes greater than tens of nanometers.

Even though theoretically evaluating the contact area is beyond the scope of this chapter, it can be predicted using Equation (2.46) and the data from Figure 2.26. The predicted contact areas of the three particle diameters are listed in Table 2.2 and are approximately equal. The predicted contact area ranges from about 0.4\% to 1.0\% of the maximum cross-sectional areas of the particles ($A_{\text{max}} = \pi r^2$).

<table>
<thead>
<tr>
<th>Particle Dia. (mm)</th>
<th>Approximate Contact Area (mm(^2))</th>
<th>Percent of Maximum Cross Sectional Area (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.59</td>
<td>0.02</td>
<td>1.0</td>
</tr>
<tr>
<td>1.98</td>
<td>0.02</td>
<td>0.7</td>
</tr>
<tr>
<td>2.37</td>
<td>0.02</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Table 2.2: Predicted electrical contact area between spherical aluminum particles and the electrode

The expression for the particle charging time constant in Equation (2.46) may provide an explanation why only the aluminum spherical particles were not charged completely, yet the titanium spherical particles and aluminum cylindrical particles appear to have charged completely. For comparison, titanium does form a layer of titanium dioxide, TiO\(_2\), on its surface when exposed to the atmosphere.\(^4\) But, titanium dioxide has a conductivity of approximately two orders of magnitude greater than aluminum oxide ($10^{-10}$ S/m),\(^4\) which indicates that the particle charging time constant of a titanium particle may be two orders of magnitude less than the charging time constant of an aluminum particle when keeping all other variables constant. The higher conductivity of titanium dioxide may be the reason that the titanium particle in Figure 2.22 is fully charged.
according to Equation (2.11) for all applied electric fields. Additionally, the contact area between the aluminum cylindrical particles and the electrode is expected to be equal to the cross sectional area of the particle, 0.07 mm$^2$, which is almost four times greater than the evaluated contact area between the aluminum spherical particles and the electrode. The greater contact area between the aluminum cylindrical particles and the electrode may be the reason that the cylinders in Figure 2.24 are fully charged according to Equation (2.19) for all applied electric fields.

The evaluation of the electrical contact between the particles and the electrode presented in this section suggests that the oxide layer on metallic surfaces and the small contact area between a particle and the planar electrode may lead to an increase in particle charging time constants, which increases the time required to fully charge particles.

2.6. Effects of Particle Charging on Micro- and Nano-Particle Thrusters

The results from the experimental section indicate that spherical and cylindrical conducting particles are charged as predicted when using high strength electric fields as long as they remain in contact with the electrode much longer than the charging time constant. This result does impact the ability to use micro- and nano-particles as propellant for an electrostatic thruster because it is important that all of the particles are charged to the same state. Therefore, a good electrical contact between the particles and the electrode needs to be established, which means that the particles and electrode may need to be made from highly oxidation resistant materials, such as gold or platinum.\textsuperscript{43,44} Future experiments need to confirm the validity of the particle charging models and the
particle charging time constants as the particle size decreases down to the micron and nanometer ranges.

2.7. Conclusion

A method of charging spherical and cylindrical conducting particles against a source electrode with an applied electric field was investigated for use with micro- and nano-particle thrusters. The models suggest that the attainable charge-to-mass ratios of both spherical and cylindrical particles are increased when the particle diameters are decreased. Further, the charge-to-mass ratio of a spherical particle is greater than the charge-to-mass ratio of a cylindrical particle when keeping the maximum focused electric field constant. In addition, it may be possible to increase the charge on a spherical particle by charging it on a high aspect ratio charging post.

To investigate the particle charging models, various particle shapes, sizes, and materials were studied. The tests agreed reasonably well with the models when the particles remained in contact with the source electrode much longer than the particle charging time constants. But, the charge acquired by the spherical aluminum particles was less than predicted when the particles were removed from the source electrode faster than required by the particle charging time model. It is possible that the aluminum particles were not charged as predicted due to a limited electrical contact, which may result from the oxide layer coating the surfaces and the small contact area between the particle and the electrode.
Using micro- and nano-particles charged electrostatically by high strength electric fields still appears feasible from the charging standpoint, but charging time issues were made apparent.
Chapter 3

Liquid Surface Instability Initiated by an Applied High Strength Electric Field

3.1. Introduction

A potential limiting factor of the conducting and insulating liquid design configurations for use with micro- and nano-particle thrusters is the tendency of a liquid surface to become unstable when subjected to high strength electric fields. It is possible that a liquid instability may affect the extraction of the charged particle propellant, coat various components of the thruster with the liquid, or emit charged liquid droplets, all of which may degrade the thruster performance and possibly the lifetime. Therefore, it is desirable to operate micro- and nano-particle thrusters in a regime that does not induce any instabilities. This chapter investigates the initiation of the liquid instability caused solely due to an electric field and presents a derivation of the threshold electric field required to induce the instability in both earth-gravity and zero-gravity environments. A method to suppress and control the liquid instability is discussed as well as the time required to induce the instability. Experimental results of inducing a liquid surface instability on both insulating and conducting liquids in an earth-gravity environment is presented and compared to the theoretical predictions.
3.2. Liquid Instability Theory

This section presents the theory of the liquid surface instability initiated by an applied high strength electric field and derives the minimum electric field required to induce the instability for the earth-gravity and zero-gravity cases. Further, a method to suppress the liquid instability is presented along with the time required to induce the instability.

The model for the liquid surface instability induced by an applied electric field is shown in Figure 3.1, and consists of two infinite parallel electrodes. The electrode gap is partially filled with a liquid medium and the remaining volume is vacuum. An electric potential bias, V, is applied across the electrodes to generate an electric field within the gap, \( E_{liq} \).

![Figure 3.1: Model for liquid surface instability induced by an applied electric field.](image)

Assuming that the liquid has a finite conductivity greater than the vacuum region, free charge within the liquid medium ultimately migrates to the liquid surface until the electric field strength within the liquid is equal to zero. The time required for this to happen will depend on the conductivity of the liquid. The electric field strength in the vacuum gap is then only dependent on the applied voltage and the separation between the upper electrode and the liquid surface.\(^{27}\)
The instability of the liquid is a result of the electric field acting non-uniformly on the charged surface, which may occur due to small perturbations on the surface. A perturbation on the surface may lead to a locally intensified electric field and sufficiently strong electric force capable of deforming the surface into the shape of a cone, termed a Taylor cone. With the appropriate conditions, either charged liquid droplets or ions are ripped from the tip of the Taylor cone and accelerated to the upper electrode.

The following subsections investigate the minimum electric field required to initiate the liquid instability.

3.2.1. Instability Threshold Electric Field in an Earth-Gravity Environment on an Infinite Liquid Surface

The perturbation on a liquid surface that may lead to an instability can be the result of mechanical, thermal, or any other source capable of perturbing the liquid. Tonks used the simplified model of the liquid perturbation phenomenon shown in Figure 3.2. The perturbation is represented as a spherical hump protruding slightly above the plane containing the unperturbed surface. This analysis assumes an incompressible liquid.
Figure 3.2: Model of the liquid perturbation.

The radius of the sphere, $R_l$, is related to the perturbation radius in the plane containing the unperturbed surface, $r_s$, and the height of the hump above the same plane, $y$.

$$R_l = \frac{r_s^2 + y^2}{2y} \quad (3.2)$$

$$\sin \theta_o = \frac{r_s}{R_l} \quad (3.3)$$

Four forces act on the charged liquid surface: the electric force acting on the perturbation, $F_{ep}$, the electric force acting on the unperturbed liquid surface, $F_{eu}$, the gravitational force, $F_g$, and the surface tension force, $F_s$.\textsuperscript{50}

The most complex and difficult force to approximate is the electric force acting on the liquid perturbation, which directly pulls on the liquid hump to initiate the instability, and is the product of the liquid’s surface charge density with the electric field at the liquid surface and integrated over the perturbation.
Due to the symmetry about $\phi$, the surface charge density and the electric field at the surface of the perturbation are functions of $\theta$. In addition, the net force on the perturbation is only in the vertical direction, $F_{ep,z}$.

\[
F_{ep,z} = F_{ep} = \frac{1}{2} \int \rho_{s,p}(\theta,y)E_{liq,p,z}(\theta,y) dA
\]  

(3.5)

The surface charge density is dependent on the electric field normal to the perturbation surface and the permittivity of the vacuum region.

\[
\rho_{s,p}(\theta,y) = \varepsilon_o E_{liq,p}(\theta,y)
\]  

(3.6)

The vertical component of the electric field at the surface of the perturbation is easily calculated for the given geometry.

\[
E_{liq,p,z}(\theta,y) = E_{liq,p}(\theta,y)\cos(\theta)
\]  

(3.7)

The electric field at the surface of the perturbation is a function of the electric field in the vacuum region, $E_{liq}$, and a field-focusing factor that is dependent on the geometry of the perturbation, $\alpha_{liq}(\theta,y)$.

\[
E_{liq,p}(\theta,y) = E_{liq}\alpha_{liq}(\theta,y)
\]  

(3.8)
Equations (3.6), (3.7), and (3.8), are substituted into Equation (3.5).

\[
F_{ep} = \frac{1}{2} \int_0^{2\pi} \int_0^\theta \varepsilon_0 E_{liq}^2 \alpha_{liq} (\theta,y)^2 \cos(\theta) R_l^2 \sin(\theta) d\theta d\phi
\]  

(3.9)

Equation (3.9) is simplified by leaving only the \( \theta \) dependent functions inside the integral.

\[
F_{ep} = \pi R_l^2 \varepsilon_0 E_{liq}^2 \alpha_{liq} (\theta,y)^2 \cos(\theta) \sin(\theta) d\theta
\]  

(3.10)

Before solving the integral, \( \alpha_{liq}(\theta,y) \) is examined using COMSOL TM, a multi-physics simulation environment, to simulate the electric field at the surface of a perturbation when subjected to a uniform background electric field, shown by the model in Figure 3.3. Note this is an extension to the simulations presented in Chapter 2.

Figure 3.3: Model for liquid surface instability induced by an applied electric field.

The simulation was created in 2-dimensions with axial symmetry. The width of the simulation environment was set to 10 times the electrode gap to eliminate field screening due to edge effects. The field focusing term, \( \alpha_{liq}(\theta,y) \), was evaluated for \( \theta \) ranging from
0° to \( \theta_o \) for several perturbation heights and is plotted in Figure 3.4. \( \theta_o \) is the angle where the perturbation intersects with the unperturbed surface.

![Figure 3.4: Plot of \( \alpha_{\text{liq}}(\theta,y) \) as a function of \( \theta \) for several values of \( y \).](image)

Figure 3.4 shows that regardless of the perturbation height, the electric field at the surface of the perturbation is maximum at the top of the perturbation (\( \theta=0^\circ \)) and is minimum at \( \theta = \theta_o \). Due to complexity of the field-focusing factor and its dependence on both the perturbation height and \( \theta \), Equation (3.10) is approximated by replacing \( \alpha_{\text{liq}}(\theta,y) \) with its average value over the entire perturbation surface, which is only a function of the perturbation height.
Using the simulated data from Figure 3.4, the average field-focusing factor on the liquid perturbation is independent of $\theta$ and can be approximated as a linear function of the ratio of the perturbation height to the radius for $0 < y < R_{liq}$.\(^{50}\)

\[
\alpha_{liq,avg}(y) = 1 + \frac{2y}{r_s}
\]  

(3.12)

The electric force on the liquid perturbation is simplified by substituting in Equation (3.12).

\[
F_{ep} = \pi R_{liq}^2 \varepsilon_o \varepsilon_{liq} \alpha_{liq,avg} \left(\frac{y}{r_s}\right)^2 \int_0^\theta \cos(\theta)\sin(\theta) d\theta
\]  

(3.13)

The integral is now easily solved, and the electric force on the liquid perturbation is simplified.

\[
F_{ep} = \frac{1}{2} \pi \varepsilon_o \varepsilon_{liq} \left(r_s + 2y\right)^2
\]  

(3.14)

The electric force on the unperturbed surface transfers a force to the perturbation, which resists the initiation of the instability. According to Tonks, the electric force transferred to the perturbation from the electric force on the unperturbed liquid surface,
$F_{eu}$ is a function of the electric field in the vacuum region, the charge density of the unperturbed surface, and the cross-sectional area of the perturbation.\(^5\)

\[
F_{eu} = \frac{1}{2} \rho_s E_{\text{liq}} A = \frac{1}{2} \varepsilon_0 E_{\text{liq}}^2 \pi r_s^2
\]  

(3.15)

The surface tension force depends on the surface tension of the liquid, $\gamma$, the radius of curvature of the liquid perturbation and the exposed cross-sectional area of the liquid perturbation.\(^5\)

\[
F_s = \frac{2\gamma A}{R_i} = \frac{4\gamma \pi r_s^2 y}{r_s^2 + y^2}
\]  

(3.16)

The gravitational force acting on the perturbation is simply the weight of the liquid above the plane that contains the liquid surface and is calculated using simple geometry.

\[
F_g = \left(\frac{\pi \rho_s g}{6}\right) \left(3r_s^2 y + y^3\right)
\]  

(3.17)

The threshold electric field required to initiate an instability on an infinite liquid surface in an earth-gravity environment is determined by combining Equations (3.14), (3.15), (3.16), and (3.17).

\[
E_{\text{liq,thresh}} = \sqrt{\frac{2\gamma r_s^2}{r_s^2 + y^2} + \frac{\rho_s g}{12} \left(3r_s^2 + y^2\right)}
\]  

(3.18)
Assuming that the perturbation height is small compared to its radius, Equation (3.18) simplifies with the assumption that \( y \ll r_s^{50} \).

\[
E_{\text{liq,thresh}} \approx \sqrt{\frac{2\gamma}{\varepsilon_0 r_s^4} + \frac{\rho_s g r_s}{4\varepsilon_0}}
\]

(3.19)

It is important to note that the threshold electric field required to initiate an instability is a function of the perturbation radius and has two terms: the surface tension term and the gravitational term. The surface tension term scales inversely with the square root of the perturbation radius, while the gravitational term scales directly with the square root of the perturbation radius. This implies that the threshold electric field increases as \( r_s \) increases in the gravitational regime and increases as \( r_s \) decreases in the surface tension regime. Therefore, there exists a value for \( r_s \) between the two regimes that gives rise to the minimum threshold electric field required to initiate the instability on an infinite liquid surface. The threshold value of \( r_s \) is calculated from Equation (3.19).

\[
r_s \approx \sqrt{\frac{8\gamma}{\rho_s g}}
\]

(3.20)

The minimum threshold electric field required to initiate an instability on an infinite liquid surface is determined by substituting Equation (3.20) into Equation (3.19).

\[
E_{\text{liq,thresh}} \approx \left( \frac{2\gamma \rho_s g}{\varepsilon_0^2} \right)^{1/4}
\]

(3.21)
The threshold electric field required to initiate the instability on the liquid surface is directly proportional the fourth root of the liquid surface tension and density, which indicates that the threshold electric field is larger for liquids with a higher surface tension and density. It should be noted that the expression derived here scales the same as Tonks’s model, but differs slightly in value. The difference is a result of using a different assumption when calculating the gravitational force acting on the perturbed surface. Tonks determined the gravitational force acting on the liquid perturbation by approximating the perturbation as a cylinder with height $y$ and radius $r$. The derivation presented here determined the gravitational force by calculating the volume and mass of the perturbation with its shape given by Figure 3.2.

Table 3.1 lists the room temperature densities and surface tensions of many liquids. In addition, the table lists the predicted threshold electric fields required to initiate the instability on an infinite liquid surface for many liquids along with the corresponding perturbation radii.

<table>
<thead>
<tr>
<th>Liquid Name</th>
<th>Density (kg/m$^3$)</th>
<th>Surface Tension (N/m)</th>
<th>Predicted Threshold Electric Field (MV/m)</th>
<th>Tonks Predictions (MV/m)</th>
<th>$r_s$ (mm)</th>
<th>References Density / Surface Tension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetone</td>
<td>785</td>
<td>0.023</td>
<td>1.5</td>
<td>1.8</td>
<td>4.9</td>
<td>[52] / [53]</td>
</tr>
<tr>
<td>Corn Oil</td>
<td>923</td>
<td>0.033</td>
<td>1.7</td>
<td>2.0</td>
<td>5.4</td>
<td>[57] / [58]</td>
</tr>
<tr>
<td>Distilled Water</td>
<td>1,000</td>
<td>0.073</td>
<td>2.1</td>
<td>2.5</td>
<td>7.7</td>
<td>[54] / [54]</td>
</tr>
<tr>
<td>Ethanol</td>
<td>789</td>
<td>0.022</td>
<td>1.4</td>
<td>1.7</td>
<td>4.8</td>
<td>[52] / [55]</td>
</tr>
<tr>
<td>Formamide</td>
<td>1,130</td>
<td>0.057</td>
<td>2.0</td>
<td>2.4</td>
<td>6.4</td>
<td>[52] / [56]</td>
</tr>
<tr>
<td>Hydrazine</td>
<td>795</td>
<td>0.066</td>
<td>1.9</td>
<td>2.3</td>
<td>8.3</td>
<td>[52] / [53]</td>
</tr>
<tr>
<td>Mercury</td>
<td>13,550</td>
<td>0.485</td>
<td>6.4</td>
<td>7.6</td>
<td>5.4</td>
<td>[52] / [54]</td>
</tr>
<tr>
<td>Methanol</td>
<td>791</td>
<td>0.022</td>
<td>1.4</td>
<td>1.7</td>
<td>4.8</td>
<td>[52] / [53]</td>
</tr>
<tr>
<td>Peanut Oil</td>
<td>916</td>
<td>0.036</td>
<td>1.7</td>
<td>2.0</td>
<td>5.6</td>
<td>[57] / [58]</td>
</tr>
<tr>
<td>Propanol</td>
<td>804</td>
<td>0.023</td>
<td>1.5</td>
<td>1.8</td>
<td>4.9</td>
<td>[52] / [53]</td>
</tr>
<tr>
<td>Silicone Oil</td>
<td>965</td>
<td>0.021</td>
<td>1.5</td>
<td>1.8</td>
<td>4.2</td>
<td>[33] / [33]</td>
</tr>
</tbody>
</table>

Table 3.1: Theoretical threshold electric field strengths required to initiate an instability on various liquid surfaces and the corresponding perturbation radii.
According to Table 3.1, most liquid surfaces in an earth-gravity environment become unstable when subjected to an electric field strength on the order of a couple megavolts per meter, and the corresponding perturbation radii are on the order of several millimeters.

Note that a liquid’s surface tension is typically inversely related to the surface temperature. For example, the temperature coefficient of surface tension, $\gamma_T$, for silicone oil has been reported to be -0.069 mN/m-K and -0.036 mN/m-K by Basu$^{59}$ and -0.072 mN/m-K by Ohta.$^{60}$ Using these values of temperature coefficients, Figure 3.5 plots the predicted surface tension of silicone oil as a function of temperature.

*Figure 3.5: The predicted surface tension of silicone oil as a function of its temperature.*
Figure 3.5 suggests that temperature has a large effect on the surface tension of silicone oil. This suggests that the threshold electric field required to induce a liquid instability will also be a function of temperature and will need to be addressed for a flight ready system. The remainder of this thesis will assume that all operations are at room temperature.

3.2.2. Instability Threshold Electric Field in a Zero-Gravity Environment

An instability can form on the surface of a liquid in a zero-gravity environment just as it does in an earth-gravity environment when subjected to an electric field. The derivation for the threshold electric field in the zero-gravity case follows the derivation presented in Section 3.2.1 closely with the exclusion of the gravitational force, and is easily determined from Equation (3.19) by setting $g$ equal to zero.

$$E_{\text{liq,thresh}} = \sqrt{\frac{2\gamma}{\varepsilon_o r_s}}$$

Note that the threshold electric field strength scales inversely with the square root of $r_s$, and there does not exist a minimum threshold value that corresponds to a finite perturbation radius, as in the earth-gravity case. This suggests that the liquid will become unstable when subjected to very small electric field strengths and the perturbation will be very large, unless it is controlled.
3.2.3. Suppressing the Liquid Instability

It has been shown by many researchers that liquids can be contained in open-ended reservoirs by way of a method that utilizes a knife-edge orifice to trap the liquids.\textsuperscript{61,62} Figure 3.6 depicts a model of a knife-edge that may be capable of suppressing the liquid instability. It consists of a thin cover over the liquid surface with a small orifice. The orifice is machined so that the surface against the liquid is recessed, which creates a pressure barrier. The physics of the knife-edge orifice is beyond the scope of this thesis, and it is only presented as a method of controlling the liquid instability.

![Figure 3.6: Model for suppressing the liquid surface instability with a knife-edge orifice.\textsuperscript{61,62}](image)

To understand the effects of the knife-edge orifice on the threshold electric field required to initiate the instability, recall from Equation (3.19) that the threshold field is a function of the perturbation radius, $r_s$. When in an earth-gravity environment, Section 3.2.1 demonstrated that the minimum threshold electric field occurs at an optimum value of $r_s$, which is generally on the order of several millimeters. But, it is possible to control the value of $r_s$ with the knife-edge orifice when the radius of the orifice, $r_k$, is less than the optimum perturbation radius. This analysis assumes that the perturbation radius is equal to the orifice radius when $r_k$ is less than or equal to the optimum radius. Note that it is
possible that the perturbation radius may be less than the orifice radius depending on the mode of the perturbation.\textsuperscript{62,63}

\[ E_{\text{liq,thresh}} = \begin{cases} \frac{2\gamma}{\varepsilon_\infty r_k} + \frac{\rho g r_k}{4\varepsilon_\infty} & \text{when } r_k < \sqrt{\frac{8\gamma}{g\rho_l}} \\ \left(\frac{2\gamma \rho_l g}{\varepsilon_\infty^2}\right)^{1/4} & \text{when } r_k > \sqrt{\frac{8\gamma}{g\rho_l}} \end{cases} \] (3.23)

Figure 3.7 plots the expected threshold electric fields required to initiate the instability as a function of the knife-edge radius for several liquids listed in Table 3.1 in an earth-gravity environment.

![Figure 3.7: Plot of the threshold electric field required to initiate a liquid instability when using a knife-edge orifice in an earth-gravity environment.](image-url)
It is also possible to utilize the knife-edge orifice in a zero-gravity environment to control the liquid instability. Recall from Section 3.2.2 that even a very small applied electric field may be able to induce an instability, which corresponds to a very large perturbation radius as described by Equation (3.22). When using a knife-edge orifice in zero-gravity, the perturbation radius is set equal to the knife-edge radius for all values. Figure 3.8 plots the expected threshold electric fields required to initiate the instability as a function of the knife-edge radius for several liquids listed in Table 3.1 in a zero-gravity environment.

Figure 3.8: Plot of the threshold electric field required to initiate a liquid instability when using a knife-edge orifice in a zero-gravity environment.
3.2.4. Time Required to Induce the Liquid Instability

It is important to note that the threshold electric fields presented in the previous sections are not functions of the liquid conductivity. But, the time required for the liquid instability to occur after generating the electric fields is a function of the conductivity. The derivations of the threshold electric field assume that the liquid surface is sufficiently charged so that the electric field within the liquid is zero. The surface charge density of the liquid is a function of the elapsed time after generating the electric fields and the liquid’s charging time constant.

\[
\rho_s(t) = \rho_s(t \to \infty) \left[1 - \exp\left(\frac{-t}{\tau_e}\right)\right]
\]  

(3.24)

The liquid’s charging time constant is a function of the conductivity and permittivity.

\[
\tau_e = \frac{\varepsilon_e}{\sigma_e}
\]  

(3.25)

Equation (3.24) illustrates that after a time of approximately five charging time constants, the liquid surface is charged to approximately 99% of its final value, which provides insight to the time required to initiate the instability. Table 3.2 lists the charging time constants of various liquids.

<table>
<thead>
<tr>
<th>Liquid Name</th>
<th>Conductivity (S/m)</th>
<th>Relative Dielectric Constant</th>
<th>Charging Time Constant (s)</th>
<th>References Conductivity / Permittivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distilled Water</td>
<td>(10^{-5})</td>
<td>80</td>
<td>(7 \times 10^{-7})</td>
<td>[64] / [65]</td>
</tr>
<tr>
<td>Mercury</td>
<td>(10^{9})</td>
<td>NA</td>
<td>&lt; (10^{-7})</td>
<td>[66]</td>
</tr>
<tr>
<td>Silicone Oil</td>
<td>(10^{-13})</td>
<td>1.97</td>
<td>170</td>
<td>[33] / [34]</td>
</tr>
</tbody>
</table>

Table 3.2: Theoretical charging time constants for a few liquids.
Table 3.2 suggests that the time required to initiate the liquid instability may vary significantly from almost instantly to minutes depending on the liquid conductivity.

3.3. Experimental Setup

To experimentally investigate the threshold electric field required to initiate the instability on an infinite liquid surface in an earth-gravity environment, the system depicted in Figure 3.1 was constructed with 10 cm stainless steel electrodes in a liquid tight acrylic container. Note that the experiment is performed in atmosphere, not vacuum.

The main goal of the experiment is to measure the minimum electric field required to induce the instability on an infinite surface using various liquids, and is performed by partially filling the electrode gap with the desired liquid. Next, the upper electrode is secured in place to provide the correct uniform electrode gap, which is regulated by an insulating spacer to range from approximately 6 mm to 18 mm. Note that the exposed liquid surface is approximately two orders of magnitude larger than the expected perturbation radius, which allows the surface to be approximated as infinite. The electric potential between the electrodes is applied to generate the electric field and is increased slowly while visually monitoring the liquid surface for the instability. Note that the electric field is increased at a slow enough rate \( \left( < \frac{1}{3\tau_i} \right) \) to ensure the liquid surface reaches its equilibrium charge density, which occurs when the electric field strength in the liquid is zero. Finally, the procedure is repeated for various liquid heights and electrode gaps to ensure that the experiment is repeatable.
The experiment was performed using silicone oil, corn oil, and peanut oil. The properties of each liquid are listed in Table 3.1 and Table 3.2.

3.4. Experimental Results

Figure 3.9 is a series of frames from the high speed camera showing the process of an instability forming on the surface of 100 cSt silicone oil when subjected to an electric field strength of approximately 1.7 MV/m. Frame (a) shows the unperturbed liquid surface just before the liquid becomes unstable. The liquid surface begins to deform under the force from the applied electric field as shown in frame (b). Due to field-focusing, the perturbation grows in frame (c). Frame (d) shows the evolution of the instability as the small perturbation evolves into a Taylor cone. Finally, the surface tension is broken and liquid droplets are accelerated away from the liquid surface in frame (e).

![Figure 3.9: Series of frames showing the process of an instability forming on the surface of 100 cSt silicone oil using an applied electric field of approximately 1.7 MV/m.](image)

Table 3.3 lists the measured minimum electric fields required to initiate the instability on the surface of various liquids. Also included in the table are the theoretical predicted field strengths. There is an estimated total error of approximately 10% in the
measurements, which was determined with the sum of squares method. The error in the
electric field is due mostly to three error terms in the experimental setup. These error
terms are as follows: the liquid height (8.5%), the electrode gap separation (4%), and the
applied voltage (0.3%).

<table>
<thead>
<tr>
<th>Liquid Name</th>
<th>Measured Threshold Electric Field (MV/m)</th>
<th>Predicted Threshold Electric Field (MV/m)</th>
<th>Tonks’s Threshold Electric Field (MV/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corn Oil</td>
<td>1.61 ± 0.18</td>
<td>1.7</td>
<td>2.0</td>
</tr>
<tr>
<td>Peanut Oil</td>
<td>1.58 ± 0.17</td>
<td>1.7</td>
<td>2.0</td>
</tr>
<tr>
<td>Silicone Oil</td>
<td>1.66 ± 0.18</td>
<td>1.5</td>
<td>1.8</td>
</tr>
</tbody>
</table>

Table 3.3: Measured and predicted threshold electric field strengths required to
initiate an instability on various liquid surfaces.

The experimental results listed in Table 3.3 suggest that the liquid instabilities occurred
in the appropriate range predicted by the model.

3.5. Conclusion

The effects of a liquid instability on the performance of micro- and nano-particle
thrusters when using either the insulating or conducting liquid design configuration is
beyond the scope of this chapter, but is presented in Chapter 4.

The initiation of an instability on a liquid surface by way of an applied high strength
electric field was investigated in both earth-gravity and zero-gravity environments. In
addition, a method to suppress and control the liquid instability and the time required for
the instability to form were presented. Experimental results of inducing a liquid surface
instability on various liquid surfaces in an earth-gravity environment agreed with the
theoretical predictions. It was also noted that the temperature may effect the surface tension of liquids, which can change the required threshold electric fields.
Chapter 4

Extraction of Spherical and Cylindrical Particles From an Insulating Liquid

4.1. Introduction

A critical issue associated with the insulating liquid design configuration for use with micro- and nano-particle thrusters is the ability to extract the charged micro- and nano-particle propellant through the liquid surface. This chapter investigates the process of charged particle extraction by way of an applied high strength electric field and derives the electric field strengths required to extract both spherical and cylindrical particles. An extension of this derivation studies the effects of particle kinetic energy on the extraction process and the dynamics of liquid draining from the particle surface. In addition, this chapter discusses the effects and limitations of the liquid instability, presented in Chapter 3, on particle extraction and compares the extraction of spherical and cylindrical particles as potential particle shapes for use with micro- and nano-particle thrusters. Experimental results of extracting spherical aluminum and tin particles with diameters ranging from approximately 300 μm to 800 μm and cylindrical aluminum and tungsten particles with diameters ranging from approximately 25 μm to 300 μm and lengths ranging from approximately 700 μm to 2,200 μm are presented to prove the feasibility of extracting particles through a liquid surface and for comparison with theoretical predictions.
4.2. Theory of Particle Extraction

This section presents the theory of charged particle extraction from an insulating liquid by way of an applied high strength electric field for spherical and cylindrical particles. The effects of the particle kinetic energy and the liquid draining from the particle surface are discussed. In addition, the limitation of the liquid instability imparted on particle extraction is addressed. Finally, the extraction of spherical versus cylindrical particles is compared as potential particle shapes for use with micro- and nano-particle thrusters.

4.2.1. Overview of Particle Extraction and Theoretical Assumptions

The model for charged particle extraction from an insulating liquid by way of an applied electric field is shown in Figure 4.1 and consists of three infinite parallel planar electrodes. The bottom electrode is the source electrode, the middle electrode is the charging grid, and the top electrode is the extraction electrode. Here, an insulating liquid completely fills the gap between the source electrode and the charging grid, and partially fills the gap between the charging grid and the extraction electrode. An electric potential difference, $V_{ch}$, is applied between the source electrode and the charging grid to generate the charging electric field, $E_{ch}$, and an electric potential difference, $V_{ex}$, is applied between the charging grid and the extraction electrode to generate the extraction electric field, $E_{ex}$. A conducting particle much smaller than the electrode gaps, either spherical or cylindrical, is placed in contact with the source electrode directly beneath a hole in the charging grid, which has a diameter $d_h$. 
The charging electric field is responsible for inducing the charge transfer from the source electrode onto the particles and transporting the particles from the source electrode through the liquid towards the liquid surface. The extraction electric field is responsible for extracting the particles through the liquid surface and then accelerating the particles to the extraction electrode. Note that model would need to be modified for an actual thruster, where a hole in the extraction electrode would be included to allow the particles to be ejected. Additional grid structures could also be mounted above the extraction electrode to provide additional electric potential to further accelerate the particles.

Figure 4.1: Model for the extraction of a charged particle from an insulating liquid by an electric field.

Assuming that the diameter of the hole in the charging grid is less than the separation of both electrode gaps \(d_h<d_{ch}; \ d_h<d_{ex}\), the charging and extraction electric fields are approximately uniform except near the edges of the hole in the grid. The strength of the charging electric field is approximated without the presence of the particle or the hole.

\[
E_{ch} \approx \frac{V_{ch}}{d_{ch}}
\]
The strength of the extraction electric field is approximated as the electric field strength in the non-liquid region of the upper electrode gap without the presence of the hole in the grid and is dependent on the liquid height and permittivity. The electric field strength is calculated using \( V = -\int \vec{E} \cdot d\vec{s} \).

\[
E_{\text{ex}} = \frac{V_{\text{ex}}}{d_{\text{ex}} - d_{\text{liq}} \left(1 - \frac{\varepsilon_o}{\varepsilon_i}\right)}
\]  

(4.2)

The particle in contact with the source electrode is charged electrostatically in the presence of the charging electric field as described in Chapter 2. Assuming that the particle diameter and length are much smaller than the gap between the source electrode and the charging grid, the charge acquired by the spherical and cylindrical particles is dependent on the particle size, the strength of the charging electric field, and the dielectric constant of the liquid medium as described by Equations (2.12) and (2.20), respectively. As a result of the electric force arising from the charging electric field acting on the charged particle, the particle is removed and lifted from the source electrode and transported through the hole in the charging grid and to the liquid surface. It is assumed that the time required to transport the particle from the source electrode to the liquid surface is much less than the discharge time of the particle in contact with the insulating liquid, and the particle does not lose significant charge. The liquid’s charging time constant and its effect on the particle charge are discussed in Chapter 2.3.

Upon arriving at the liquid surface, the electric force arising from the extraction electric field acting on the charged particle, \( F_{\text{ex}} \), works to pull the particle through the
liquid surface. Three additional forces must be considered at the liquid surface: the surface tension force, $F_s$, the gravitational force, $F_g$, and the buoyant force, $F_b$. These are illustrated in the free body diagram in Figure 4.2. Note that in a zero gravity environment, the gravitational and buoyant forces are neglected.

![Figure 4.2: Forces acting on charged spherical and cylindrical particles during the extraction process through the liquid-vacuum interface.](image)

The following two subsections use the forces on the particles shown in Figure 4.2 to derive the minimum strength of the extraction electric field required to achieve particle extraction for both spherical and cylindrical particles. But, before continuing with the derivations, several assumptions are considered to simplify the models and to provide insight into the process of particle extraction. Note that these assumptions may slightly sacrifice the accuracy of the resulting solution but are necessary to allow for a time-independent solution. Therefore, the derivations in the following subsections are intended to provide approximate estimates of the required extraction electric fields and, more importantly, to illustrate the trends of the required extraction electric field as a function of particle size. The following is a list and brief explanation of the assumptions used to simplify the particle extraction models.
• The particle arrives at the liquid surface with negligible kinetic energy compared to the liquid surface energy:

This assumption allows the models to neglect the energy absorbed by the liquid surface when decelerating the particle during the extraction process. A later section discusses the expected particle kinetic energy and suggests that for most particles with diameters of a couple hundred microns and smaller, it is generally much less than the potential energy of the liquid surface used in the experimental section. In addition, the kinetic energy of larger particles is also shown to be negligible under certain restrictions.

• The liquid surface is charge free and the polarization charge is negligible:

The liquid is assumed to be a perfect insulator and allows the models to approximate the extraction electric field without accounting for free charge on the liquid. In addition, it is assumed that the polarization surface charge density on the liquid surface is much less than the charge density on the particle.

• The particle is extracted with a uniform liquid film coating:

This assumption allows the models to approximate the liquid film coating the particle during the extraction process to have a uniform thickness, \( \delta_p \). The thickness of liquid film and the dynamics of liquid draining are discussed in Section 4.2.7.

• The particle is approximated as a point charge when at the liquid surface:

This assumption simplifies the electric force arising from the extraction electric field acting on the charged particle when at the liquid surface.

• The liquid is at room temperature:
This assumption allows the surface tension of the liquid to be treated as a constant. Note that when in space applications, the temperature of the liquid may change, which could change the thruster performance.

4.2.2. Spherical Particle Extraction

This subsection presents an evaluation of the forces on a spherical particle during the extraction process using the assumptions presented in Section 4.2.1 and derives an expression for the threshold extraction electric field required for the case of a spherical particle. The force responsible for extracting the spherical particle through the liquid surface is the electric force created by the extraction electric field acting on the charged particle. The particle is approximated as a point charge with the value given by Equation (2.12). Section 5.3.1 investigates the force applied to the particle by the electric field and suggests that the particle can be approximated as a point charge as long as the particle is not within several diameter of the electrode surface.

\[
F_{ex} = q_{sph} E_{ex} \approx 2\pi r^2 \varepsilon_{i} E_{ch} E_{ex} \frac{\pi^2}{3} \tag{4.3}
\]

A force resisting the extraction of a spherical particle is the surface tension force, which is identical to the surface tension force (Equation (3.16)) discussed in Chapter 3 regarding the liquid surface instability. Note that the surface tension force is dependent on the location of the particle relative to the plane containing the liquid surface. The derivation of the threshold extraction electric field required for particle extraction requires the maximum value of the surface tension force. An analysis of the surface
tension force indicates that it is maximized when the center of the particle coincides with
the plane containing the liquid surface \((r_s = y = r + \delta_0)\), where it reduces to a function of
the liquid’s surface tension, the particle radius, and the thickness of the liquid film.

\[
F_s = 2\pi \gamma (r + \delta_0)
\]  
(4.4)

The gravitational force is equal to the sum of the weight of the particle and the weight
of the liquid film for the case when the particle center coincides with the plane containing
the liquid surface.

\[
F_g = \frac{2g\pi}{3} \left\{ 2r^3 \rho + \left[ (r + \delta_0)^3 - r^3 \right] \rho_f \right\}
\]  
(4.5)

Similarly, the buoyant force is equal to the weight of the liquid displaced by the
particle when the particle center coincides with the plane containing the liquid surface.

\[
F_b = \frac{2}{3} \pi r^3 \rho_f g
\]  
(4.6)

The threshold extraction electric field required for spherical particle extraction is
determined by combining Equations (4.3), (4.4), (4.5), and (4.6).

\[
E_{ex, sph, thresh} = \frac{3\gamma (r + \delta_0) + g \left[ (r + \delta_0)^3 \rho_f + 2r^3 (\rho - \rho_f) \right]}{\pi^2 r^3 \varepsilon \varepsilon_0 E_{ch}}
\]  
(4.7)
It is important to note that the threshold extraction electric field required for spherical particle extraction has two terms: the surface tension dominant term and the gravitational dominant term. The surface tension dominant term scales inversely with the particle size while the gravitational term scales directly with the particle size. Also note that the presence of the liquid film coating the particle surface increases the threshold extraction electric field.

It is possible to minimize the threshold extraction electric field by increasing the charging electric field, which increases the particle charge. Recall from Chapter 2 that the strength of the charging electric field is limited by the strength of the maximum intensified electric field at the top of the particle, which is dependent on the particle field-focusing factor, and must remain less than the breakdown strength of the liquid. A spherical particle has a field-focusing factor of approximately 4.2 when it is charged against an infinite planar source electrode and is much smaller than the electrode gap.\(^\text{29}\)

\[
E_{\text{max}} = E_{\text{ch}} \alpha_{\text{sph}} \approx 4.2 E_{\text{ch}} \tag{4.8}
\]

Equation (4.8) is substituted into Equation (4.7) to give an expression for the threshold extraction electric field when holding the maximum field strength at the top of the particle constant.

\[
E_{\text{ex,sph,thresh}} = \frac{3\gamma(r + \delta_1) + g\left[(r + \delta_1)^3 \rho_\gamma + 2r^3(\rho - \rho_\gamma)\right]}{\pi^2 r^2 \varepsilon_0 E_{\text{max}}} \tag{4.9}
\]
Figure 4.3 is a plot of the predicted threshold extraction electric field required for extracting aluminum spherical particles from silicone oil using a maximum electric field strength of 15 MV/m, which is the approximate breakdown strength of the liquid, and varying the thickness of the liquid film from 0 to 100 μm. Note that silicone oil is chosen for this analysis due to its low conductivity and low vapor pressure and is used throughout this chapter for all analyses and experiments. The properties of the particle and liquid materials are presented in Section 4.3.

The plot of the threshold extraction electric field clearly illustrates the two regimes. Particles larger than the centimeter range lie within the gravitational regime and particles smaller than the millimeter range lie within the surface tension regime. Both forces

---

**Figure 4.3:** Plot of the predicted threshold extraction electric field to extract aluminum spherical particles from silicone oil using a maximum charging electric field strength of 15 MV/m.
affect particles between these two ranges significantly. The liquid film coating the particle appears to significantly increase the threshold extraction electric field when the particle diameter is less than ten times the film thickness (\(d < 10\delta\)). The expected thickness of the liquid film is presented in a later section.

4.2.3. Cylindrical Particle Extraction

This subsection evaluates the forces on a cylindrical particle during the extraction process using the assumptions presented in Section 4.2.1 and derives an expression for the threshold extraction electric field required for the case of a cylindrical particle. The derivation presented in this subsection for a cylindrical particle mirrors the derivation for a spherical particle from Section 4.2.2, and, consequently, many ideas are repeated. When considering the forces at the liquid surface, the cylindrical particle is modeled as a cylinder with the top end capped with a hemisphere as shown in Figure 4.2.

The force responsible for extracting cylindrical particles through the liquid surface is the electric force created by the extraction electric field acting on the charged particle. The particle is approximated as a point charge with the value given by Equation (2.20).

\[
F_{ex} \approx q_{cyl} E_{ex} \approx \frac{4\pi \varepsilon^2 \beta^2 \varepsilon_e E_{ex}E_{ex}}{\ln(4\beta) - 1}
\]  

(4.10)

A force resisting the extraction of small cylindrical particles is the surface tension force. Using the assumption that the ends of the cylindrical particle are hemispheres, the surface tension force on a vertically oriented cylindrical particle is identical to the surface tension force on a spherical particle, which is given by Equation (4.4).
The gravitational force is equal to the sum of the weight of the particle and the weight of the liquid film, and is simplified using the assumption that the aspect ratio of the particle is much greater than one.

\[ F_g = 2\pi g \left\{ \beta r^3 \rho + \frac{1}{3} \rho_i \left[ (r + \delta)^3 - r^3 \right] \right\} \]  

(4.11)

Similarly, the buoyant force is approximated as the weight of the liquid displaced by the particle assuming the aspect ratio to be much greater than one.

\[ F_b = \pi r^2 \ell \rho_l g = 2\beta \pi r^3 \rho_l g \]  

(4.12)

The threshold extraction electric field required for cylindrical particle extraction is approximated by combining Equations (4.4), (4.10), (4.11), and (4.12).

\[ E_{ex,cyl,thresh} = \frac{3\gamma (r + \delta) + g \left[ (r + \delta)^3 \rho_i + 3\beta r^3 (\rho - \rho_i) \right]}{6r^2 \beta^2 \varepsilon_i E_{ch}} \left[ \ln(4\beta) - 1 \right] \]  

(4.13)

Similar to the case of the spherical particle, note that the threshold extraction electric field required for particle extraction has two terms: the surface tension dominant term and the gravitational dominant term. Again, the surface tension dominant term scales inversely with the particle size while the gravitational term scales directly with the particle size. Also note that the presence of the liquid film coating the particle surface increases the threshold extraction electric field.
Just as was done with spherical particles, it is possible to minimize the threshold extraction electric field for cylindrical particles by increasing the charging electric field. Recall from Chapter 2 that the strength of the charging electric field is limited by the strength of the maximum intensified electric field at the top of the particle, which is dependent on the particle field-focusing factor, to ensure that the breakdown strength of the liquid is not exceeded. The field-focusing factor of a cylindrical particle is a function of the particle aspect ratio when it is charged in a vertical orientation against an infinite planar source electrode and is much smaller than the electrode gap. It is shown to be approximately linear as a function of the aspect ratio for values ranging from 5 to 80 in Chapter 2 (Equation (2.21)). The maximum electric field at the top of the particle, $E_{\text{max}}$, is determined from the charging electric field and the field focusing-factor.

\[ E_{\text{max}} = E_{\text{ch}} \alpha_{\text{cyl}}(\beta) \] (4.14)

Equations (2.21) and (4.14) are substituted into Equation (4.13) to give an expression for the threshold extraction electric field when holding the maximum field strength at the top of the particle constant.

\[ E_{\text{ex,cyl,thresh}} = \frac{3\gamma(r + \delta_t) + g[(r + \delta_t)^3 \rho_t + 3\beta r^3(\rho - \rho_t)]}{6r^2\beta^2\varepsilon \varepsilon_0 E_{\text{max}}} \left[ \ln(4\beta) - 1 \right] (1.4\beta + 6.5) \] (4.15)

Figure 4.4 and Figure 4.5 are plots of the predicted threshold extraction electric field required for extracting aluminum cylindrical particles from silicone oil using particle
aspect ratios of 10 and 80, respectively. The plots use a maximum electric field strength of 15 MV/m and vary the thickness of the liquid film from 0 to 100 μm.

Figure 4.4: Plot of the threshold extraction electric field to extract aluminum cylindrical particles with an aspect ratio of 10 from silicone oil using a maximum electric field strength of 15 MV/m.
Figure 4.5: Plot of the threshold extraction electric field to extract aluminum cylindrical particles with an aspect ratio of 80 from silicone oil using a maximum electric field strength of 15 MV/m.

The plots of the threshold extraction electric field clearly illustrate the two regimes. The liquid film coating the particles appears to significantly increase the threshold extraction electric field when the particle diameter is less than ten times the film thickness \( d < 10\delta \), just as it does for spherical particles.

4.2.4. Comparison of Spherical and Cylindrical Particle Extraction

This section contains a comparison of the threshold extraction electric fields of spherical and cylindrical particles when in the surface tension dominant regime to determine which particle shape is more desirable when considering particle extraction. Due to the intense field-focusing that occurs at the sharp tips of particles, this section
assumes a maximum focused electric field strength below the electric breakdown of the liquid. The ratio of the threshold extraction electric field of a spherical particle to that of a cylindrical particle in the surface tension dominant regime is determined from Equations (4.9) and (4.15).

\[
\frac{E_{ex,sph,thresh}}{E_{ex,cyl,thresh}} = \frac{25.2\beta^2}{\pi^2(1.4\beta + 6.5)[\ln(4\beta) - 1]}
\] (4.16)

Figure 4.6 is a plot of the ratio of the threshold extraction electric field of a spherical particle to that of a cylindrical particle as a function of \(\beta\) when holding the maximum electric field at the top of the particles constant.

![Figure 4.6: Plot of \(E_{ex,sph,thresh}/E_{ex,cyl,thresh}\) in the surface tension dominant regime as a function of \(\beta\) using a constant maximum electric field.](image-url)
The plot in Figure 4.6 suggests that when using a constant maximum electric field and particle diameter, a cylindrical particle always has a lower threshold extraction electric field. In addition, increasing the cylindrical particle aspect ratio reduces the threshold extraction electric field. The analysis presented in this section suggests that cylindrical particles are a better choice for propellant with the insulating liquid design configuration when considering the threshold extraction electric field.

4.2.5. Liquid Polarization Surface Charge Density

Section 4.2.1 states that the particle extraction models assume that the liquid polarization surface charge density is much less than the particle surface charge density. This assumption allows the model to neglect the electrostatic force of the extraction electric field acting on the polarized liquid surface during particle extraction. This subsection investigates the expected liquid polarization charge density and compares it with the expected particle surface charge density to validate the assumption.

The polarization charge density, \( \rho_{ps} \), on the surface of the liquid at the vacuum/air interface shown in Figure 4.1 is defined as a function of the polarization vector, \( \vec{P}_l \), within the liquid. The polarization vector is defined as a function of the extraction electric field and the relative dielectric constants of the liquid and air/vacuum regions.\(^{38}\)

\[
\rho_{ps} = \vec{P}_l \cdot \hat{n} = \varepsilon_o E_{ex} \left(1 - \frac{\varepsilon_o}{\varepsilon_i} \right)
\]  
(4.17)
Recall from Section 2.2 that the surface charge density of the particle scales as a function of the charging electric field, the relative dielectric constant of the liquid, and the field-focusing factor.

\[ \rho_s(\theta) = \varepsilon_r E_{ch} \alpha(\theta) \]  

A comparison of the expressions given by Equations (4.17) and (4.18) reveals that the charge density on the particle surface is more than one order of magnitude greater than the polarization charge density on the liquid surface for most practical situations, which assumes the following.

- \( \varepsilon_r \geq \varepsilon_o \): The liquid dielectric constant is greater than or equal to the air/vacuum dielectric constant.
- \( E_{ch} > E_{ex} \): The charging electric field is greater than the extraction electric field. This is a reasonable assumption when using silicone oil because the upper limit for the charging electric field, which is limited by electrical breakdown, is approximately an order of magnitude greater than the upper limit for the extraction electric field, which is limited by surface instability.
- \( \alpha \geq 4.2 \): When using spherical or cylindrical particles, the field-focusing factor is greater than or equal to 4.2 as discussed in Sections 2.2.1 and 2.2.2.

4.2.6. Particle Kinetic Energy

Section 4.2.1 states that the particle extraction models presented in Sections 4.2.2 and 4.2.3 both assume that the particle kinetic energy within the liquid is negligible compared to the potential energy of the liquid surface and therefore can be neglected in the particle
extraction derivations. This subsection investigates the expected particle kinetic energy and compares it to the liquid surface potential energy to confirm the assumption.

The maximum particle kinetic energy is dependent on the maximum velocity of the particle within the liquid, which is equal to the maximum terminal velocity. The maximum terminal velocity occurs when the charging electric field is set to its greatest allowable value, which is limited by Equations (4.8) and (4.14) for spherical and cylindrical particles, respectively, to ensure that the maximum electric fields at the top of the particles do not exceed the breakdown strength of the liquid. This section only investigates the terminal velocity of spherical particles and not cylindrical particles because when using the same maximum electric field strength, spherical particles have a higher terminal velocity due to their higher charge-to-mass ratio, as presented in Chapter 2, and lower drag coefficient.32

When traveling at terminal velocity during transport within the liquid, four balanced forces act on the particle as shown in Figure 4.7: the electric force, the gravitational force, the buoyant force, and the drag force.

![Diagram of forces acting on a charged spherical particle](image)

Figure 4.7: Forces acting on a charged spherical particle when traveling at terminal velocity.
The electric and gravitational forces are slight modifications of Equations (4.3) and (4.5), respectively, and the buoyant force is given by Equation (4.6).

\[ F_{ex} = 2\pi r^2 \varepsilon_i E_{ch}^2 \frac{\pi^2}{3} \quad (4.19) \]

\[ F_g = \frac{4}{3} \pi r^3 \rho g \quad (4.20) \]

The drag force acts on a particle in the direction opposing the relative motion between the particle and the surrounding medium and is comprised of two parts, which are the viscous drag and form drag. Viscous drag results from velocity gradients in the liquid near the surface of the particle, and form drag results from unstable turbulent vortices that are shed from the particle and induce a pressure gradient in the liquid around the particle. The drag force is dependent on the coefficient of drag, \( C_D \), the particle cross-sectional area, \( A_p \), the liquid density, \( \rho \), and the terminal velocity, \( u_t \).\(^{51}\)

\[ F_d = \frac{1}{2} C_D \pi r^2 \rho u_t^2 \quad (4.21) \]

The drag coefficient is a dimensionless term that behaves as a function of the Reynolds number, \( \text{Re} \), another dimensionless term dependent on the liquid viscosity, \( \eta \).\(^{50}\)

\[ \text{Re} = \frac{2\rho_r u_t}{\eta} \quad (4.22) \]
The behavior of the drag coefficient is a function of the Reynolds number and is dependent on the type of flow, which is approximated in Table 4.1.  

<table>
<thead>
<tr>
<th>Flow Regime</th>
<th>Reynolds Number</th>
<th>Drag Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stokes Flow</td>
<td>Re &lt; 1</td>
<td>$C_D = \frac{24}{Re}$</td>
</tr>
<tr>
<td>Transitional Regime</td>
<td>$1 &lt; Re &lt; 10^3$</td>
<td>$C_D = 18Re^{-0.6}$</td>
</tr>
<tr>
<td>Turbulent Flow</td>
<td>Re &gt; $10^3$</td>
<td>$C_D = 0.44$</td>
</tr>
</tbody>
</table>

Table 4.1: Dependence of the drag coefficient on the Reynolds number in the three flow regimes.

The terminal velocity of the spherical particle is calculated from Equations (4.6), (4.19), (4.20), and (4.21), and listed in Table 4.2.

<table>
<thead>
<tr>
<th>Flow Regime</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stokes Flow</td>
<td>$u_t = \frac{r\left(\pi^2 E_{ch}^2 + 2gr(\rho - \rho)\right)}{9\eta}$</td>
</tr>
<tr>
<td>Transitional Regime</td>
<td>$u_t = \frac{2}{9} \left[ \frac{2r^4\left(\pi^2 E_{ch}^2 + 2gr(\rho - \rho)\right)}{3\eta^2 \rho_i^2} \right]^{\frac{3}{4}}$</td>
</tr>
<tr>
<td>Turbulent Flow</td>
<td>$u_t = 10\sqrt{\frac{\pi^2 E_{ch}^2 + 2gr(\rho - \rho)}{33\rho_i}}$</td>
</tr>
</tbody>
</table>

Table 4.2: Particle terminal velocity in the three flow regimes.

Figure 4.8 plots the predicted terminal velocities and Reynolds numbers of charged spherical aluminum particles in 100 cSt silicone oil using the maximum electric field strength of 15 MV/m. The strength of the maximum electric field is chosen so that it is approximately equal to the breakdown strength of the liquid.
According to Figure 4.8, the terminal velocity and Reynolds number increase with the particle diameter when in the stokes flow and transitional regimes. The Reynolds number continues to increase with the particle diameter in the turbulent regime, but the terminal velocity decreases with the particle diameter in this regime. Using a maximum electric field strength of approximately 15 MV/m, which is the breakdown strength of silicone oil, a particle with a diameter less than approximately 500 μm is in stokes flow, a particle with a diameter greater than approximately 2 cm is in turbulent flow, and all particles with diameters ranging from approximately 400 μm to 2 cm are in the transitional regime.

The maximum particle kinetic energy is dependent on the particle’s terminal velocity and mass.
The work required to break the liquid surface tension is approximated by integrating the surface tension force from Equation (3.16). The limits of integration can be approximated from the point when the particle is beneath the liquid surface (y=0) to the point when the particle is just above the liquid surface (y= 2R). 

$$W_s \approx \int_0^{2R} \frac{2\gamma A_r}{R_i} dy$$ (4.24)

The cross-sectional area of the liquid perturbation is a function of the liquid perturbation within the plane of the liquid surface. 

$$A_r = \pi r^2 = \pi \left(2yR_i - y^2\right)$$ (4.25)

The radius of the liquid perturbation is approximated as the sum of the radius of the particle and the thickness of the liquid film coating the particle.

$$W_s \approx \int_0^{2(r+\delta)} \frac{2\gamma \pi \left[2y(r + \delta_i) - y^2\right]}{r + \delta_i} dy \approx \frac{8}{3} \gamma \pi (r + \delta_i)^2$$ (4.26)

Figure 4.9 is a plot of the particle’s maximum kinetic energy and the work required to break the surface tension of the liquid. This analysis uses various values for the liquid.
film thickness, aluminum particles, 100 cSt silicone oil, and a maximum electric field strength of 15 MV/m.

Figure 4.9: The particle’s maximum kinetic energy and the liquid surface potential energy using aluminum particles, 100 cSt silicone oil, and a maximum electric field strength of 15 MV/m.

According to Figure 4.9, for the particle and liquid materials presented here, the particle’s kinetic energy is less than the work required to break the liquid surface potential energy when the particle has a diameter less than approximately 300 μm for the conditions presented here. Further, it is reasonable to assume that the particle’s kinetic energy is negligible compared to the liquid surface tension potential energy when the particle’s kinetic energy is more than an order of magnitude less than the liquid surface potential energy, which occurs when the particle has a diameter less than approximately 150 μm. Therefore, the assumption that the particle kinetic energy is negligible is valid.
for particles smaller than 150 μm when using a maximum electric field strength of 15 MV/m with aluminum particles and 100 cSt silicone oil. Note that reducing the maximum electric field strength and increasing the liquid viscosity reduces the particle energy, which implies that the assumption is still valid for larger particles under certain situations. The experimental section is careful to ensure that this assumption is valid for all test cases.

4.2.7. Liquid Draining from the Particle Surface

This section investigates the thickness of the thin liquid film coating a spherical particle, which is assumed to be uniform for simplicity. The thickness is assumed to be a result of the rate at which liquid drains from the particle surface and is approximated by solving a viscous flow problem. The goal of the derivation presented in this section is to provide lower and upper bounds of the film thickness and to understand its potential impact on particle extraction. Since the derivation is only intended to provide bounds on the film thickness, the wetting properties of the liquid and particle are neglected. Figure 4.10 shows the model for the viscous flow problem of liquid draining from the surface of a spherical particle.

![Figure 4.10: Viscous flow from the surface of a spherical particle.](image)

Figure 4.10: Viscous flow from the surface of a spherical particle.
The model shown in Figure 4.10 depicts the spherical particle traveling in the vertical direction with a constant velocity, \( u_0 \), with respect to the laboratory frame of reference. A resisting force, \( F_R \), provides an acceleration, \( a_R \), in the downward direction. This acceleration accounts for gravity (when appropriate), viscous drag, surface tension effects, and all other possible resisting forces.

Due to the geometry of the problem, a spherical coordinate system with the origin at the center of the particle and in the particle frame of reference is implemented. The resisting acceleration is expressed in terms of its components.

\[
\ddot{a}_R = -r' a_R \cos \theta + \dot{\theta} a_R \sin \theta
\]  

Previous work has shown that the viscous flow around a spherical surface is unsolvable, and requires many simplifying assumptions, which are listed below.\(^5^0\)

- The flow is steady and Newtonian, with constant density and viscosity.
- The \( \phi \) direction is disregarded due to symmetry. Therefore, all \( \phi \) components and derivatives with respect to \( \phi \) are set to zero.
- The only non-zero component of the velocity in the particle’s frame of reference is in the \( \theta \)-direction, \( u_\theta \).
- The pressure, \( p \), is not a function of \( \theta \).

The continuity equation in spherical coordinates reduces from the assumptions.\(^5^0\)

\[
\frac{1}{r' \sin \theta} \frac{\partial}{\partial \theta} (\rho u_\theta \sin \theta) = 0
\]
Equation (4.28) is rewritten in terms of the derivative of $u_\theta$ with respect to $\theta$.

$$\frac{\partial u_\theta}{\partial \theta} = -u_\theta \cot \theta \quad (4.29)$$

The second derivative of $u_\theta$ with respect to $\theta$ is determined from Equation (4.29).

$$\frac{\partial^2 u_\theta}{\partial \theta^2} = u_\theta \left( \cot^2 \theta + \csc^2 \theta \right) \quad (4.30)$$

The momentum equation in spherical coordinates reduces from the assumptions.\(^{50}\)

$$\rho \frac{u_\theta}{r'} \frac{\partial u_\theta}{\partial \theta} = \eta \left[ \frac{1}{r'^2} \frac{\partial}{\partial r'} \left( r'^2 \frac{\partial u_\theta}{\partial r'} \right) + \frac{1}{r'^2 \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial u_\theta}{\partial \theta} \right) - \frac{u_\theta}{r'^2 \sin \theta} \right] + \rho \alpha R \sin \theta \quad (4.31)$$

Equation (4.31) simplifies from substituting in Equations (4.27), (4.29), and (4.30).

$$\frac{\partial^2 u_\theta}{dr'^2} + \frac{2}{r'} \frac{\partial u_\theta}{dr'} + \frac{\rho \cot \theta}{\eta r'} u_\theta^2 + \frac{\csc^2 \theta - \csc \theta}{r'^2} + \frac{\rho \alpha R \sin \theta}{\eta} = 0 \quad (4.32)$$

Equation (4.32) is an unsolvable second order differential equation, but is simplified further by investigating the case when $\theta = \gamma_2$. This case provides a reasonable estimate of the average rate at which liquid drains from the particle surface when assuming a uniform liquid film.
\[
\frac{\partial^2 u_\theta}{dr^2} + \frac{2}{r'} \frac{\partial u_\theta}{dr'} + \frac{\rho_i a_R}{\eta} = 0 \tag{4.33}
\]

Equation (4.33) is solved for \( u_\theta \).

\[
\left. u_\theta \left( r', \frac{\pi}{2} \right) \right|_{\theta = \frac{\pi}{2}} = -\frac{\rho_i a_R}{6\eta} r'^2 - \frac{C_1}{r'} + C_2 \tag{4.34}
\]

The first derivative of \( u_\theta \) with respect to \( r' \) is determined from Equation (4.34).

\[
\frac{\partial u_\theta}{\partial r'} = -\frac{\rho_i a_R}{3\eta} r' + \frac{C_1}{r'^2} \tag{4.35}
\]

The second derivative of \( u_\theta \) with respect to \( r' \) is determined from Equation (4.35).

\[
\frac{\partial^2 u_\theta}{\partial r'^2} = -\frac{\rho_i a_R}{3\eta} - \frac{2C_1}{r'^3} \tag{4.36}
\]

Two boundary conditions are needed to find the values of the constants, \( C_1 \) and \( C_2 \). First, the liquid velocity at the particle/liquid interface \((r' = r)\) is zero in the particle’s frame of reference. \(^{50}\)

\[
\left. u_\theta \left( r' = r, \theta = \frac{\pi}{2} \right) \right|_{\theta = \frac{\pi}{2}} = -\frac{\rho_i a_R}{6\eta} r^2 - \frac{C_1}{r} + C_2 = 0 \tag{4.37}
\]

Second, the boundary condition of zero shear stress at the liquid/vacuum interface \((r' = r + \delta_p)\) is invoked. \(^{50}\)
\[ \tau_{r\theta}(r' = r + \delta, \theta = \pi/2) = \eta \left( r' \frac{\partial}{\partial r'} \left( \frac{u_0}{r'} \right) \right) = \frac{-a_k \rho_r (r + \delta)}{6} + \frac{2\eta C_1}{(r + \delta)^2} - \frac{\eta C_2}{(r + \delta)} = 0 \quad (4.38) \]

The constants, \( C_1 \) and \( C_2 \), are solved from Equations (4.37) and (4.38).

\[ C_1 = \frac{a_k \rho_r (r + \delta)}{6\eta} \left[ \frac{r^2 + 6(2 + \delta)}{r - \delta} \right] \quad (4.39) \]

\[ C_2 = \frac{a_k \rho_r (r + \delta)}{6\eta} \left[ \frac{2r^3 + 6(2 + \delta)}{r - \delta} \right] \quad (4.40) \]

The velocity of the liquid draining from the surface of the particle at \( \theta = \pi/2 \) in the particle’s reference frame is obtained by substituting Equations (4.39) and (4.40) into Equation (4.34).

\[ u_0(r', \frac{\pi}{2}) = \frac{\rho_r a_k}{6\eta} \left\{ r'^2 + \frac{r(r + \delta)}{r'} \left[ \frac{r^2 + 6(2 + \delta)}{r - \delta} - \frac{2r^3 + 6(2 + \delta)}{2r - (r + \delta)} \right] \right\} \quad (4.41) \]

The velocity of the liquid draining from the surface of the particle at \( \theta = \pi/2 \) is rewritten in the laboratory frame of reference.

\[ u_{\theta, \text{lab}}(r', \frac{\pi}{2}) = u_o + \frac{\rho_r a_k}{6\eta} \left\{ r'^2 + \frac{r(r + \delta)}{r'} \left[ \frac{r^2 + 6(2 + \delta)}{r - \delta} - \frac{2r^3 + 6(2 + \delta)}{2r - (r + \delta)} \right] \right\} \quad (4.42) \]
Figure 4.11 is an example of the velocity profile of liquid draining from a spherical particle normalized to the velocity of the particle.

The velocity profile indicates that the liquid near the surface of the particle moves at the same velocity as the particle and decreases as the distance from the particle surface increases. The thickness of the liquid film is approximated by calculating the equilibrium thickness, which occurs when the net flow of the liquid is zero. The net flow of the liquid, $Q$, is approximated by integrating the liquid velocity over two dimensions.\(^{50}\)

$$Q = \int_0^{2\pi} \int_r^{r+\delta r} u_{\theta,lab} dr' r' \sin \theta d\phi = 0$$  \hspace{1cm} (4.43)
The solution to Equation (4.44) provides the expected equilibrium thickness of the liquid film coating the particle, which is used to calculate the lower and upper bounds. The bounds, which are listed in Table 4.3 along with a physical explanation, are evaluated from the expression by taking the limits as each parameter approaches zero and infinity.

\[
Q = 2\pi \left\{ \frac{u_o - C_\delta}{2} \left( (r + \delta)^2 - r^2 \right) + \frac{\rho_c a_r}{16 \eta} \left[ (r + \delta)^4 - r^4 \right] + C_\delta \delta \right\} = 0 \tag{4.44}
\]

The solution to Equation (4.44) provides the expected equilibrium thickness of the liquid film coating the particle, which is used to calculate the lower and upper bounds. The bounds, which are listed in Table 4.3 along with a physical explanation, are evaluated from the expression by taking the limits as each parameter approaches zero and infinity.

<table>
<thead>
<tr>
<th>Limit</th>
<th>Boundary</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(u_o \to 0)</td>
<td>(\delta \to 0)</td>
<td>Increasing the particle velocity decreases the time allowed for draining, which increases the film thickness</td>
</tr>
<tr>
<td>(u_o \to \infty)</td>
<td>(\delta \to r)</td>
<td></td>
</tr>
<tr>
<td>(a_R \to 0)</td>
<td>(\delta \to r)</td>
<td>Increasing the acceleration increases the draining rate, which decreases the film thickness</td>
</tr>
<tr>
<td>(a_R \to \infty)</td>
<td>(\delta \to 0)</td>
<td></td>
</tr>
<tr>
<td>(\rho_c \to 0)</td>
<td>(\delta \to r)</td>
<td>Increasing the liquid density increases the liquid’s resistance to acceleration, which increases the film thickness</td>
</tr>
<tr>
<td>(\rho_c \to \infty)</td>
<td>(\delta \to 0)</td>
<td></td>
</tr>
<tr>
<td>(\eta \to 0)</td>
<td>(\delta \to 0)</td>
<td>Increasing the liquid viscosity decreases the liquid flow rate, which increases the film thickness</td>
</tr>
<tr>
<td>(\eta \to \infty)</td>
<td>(\delta \to r)</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3: The lower and upper bounds of the liquid film thickness.

According to Table 4.3, the thickness of the liquid film coating a spherical particle is bounded and ranges from zero to the radius of the particle.

Recall from Figure 4.3 that the threshold extraction electric field for a spherical particle is affected significantly by the thickness of the liquid film if the film thickness is greater than one-tenth of the particle diameter (\(d < 10\delta\)). Using the results from this subsection, Figure 4.12 plots the upper and lower bounds of the predicted threshold extraction electric field required for extracting aluminum spherical particles from silicone oil using a maximum electric field strength of 15 MV/m.
4.2.8. Limitations of Liquid Instability

Chapter 3 investigated the instability of a liquid surface when subjected to a high strength electric field. This subsection investigates the limitations of the liquid instability on the threshold extraction electric field while maintaining the strength of the extraction electric field less than the strength required to initiate a liquid instability. Two cases of liquid instability and their effects on particle extraction are discussed. First, the particle is extracted through an infinite planar liquid surface, using no method to suppress the liquid instability. Second, the particle is extracted through a finite liquid surface, using a method such as a “knife edge” to suppress the liquid instability.
4.2.8.1. Particle Extraction Through an Infinite Liquid Surface

Recall from Chapter 3 that the minimum electric field required to initiate an instability on an infinite planar liquid surface in an Earth-gravity environment is dependent on the liquid’s surface tension and density as given by Equation (3.21).

The ranges of extractable spherical and cylindrical diameter sizes are determined by comparing Equations (4.9) and (4.15) with Equation (3.21) and assuring that the extraction electric fields are less than the instability electric field. Figure 4.13 is a plot of the predicted threshold extraction electric field required for extracting aluminum spherical and cylindrical particles with various aspect ratios, β, from silicone oil using a maximum electric field strength of 15 MV/m. Also included in the plot is the predicted threshold electric field required to initiate an instability on the liquid surface. Note that the thickness of the liquid film coating the particle is assumed to be zero for this comparison.
Figure 4.13: Plot of the required extraction electric field to extract aluminum spherical and cylindrical particles from silicone oil using a maximum electric field of 15 MV/m in a 1-g environment. Also included in the plot is the predicted threshold electric field required to initiate an instability on the liquid surface.

It is only desirable to extract particles using an extraction electric field that is less than the liquid instability threshold to ensure that the liquid remains stable. Table 4.4 lists the expected extractable particle diameter ranges for aluminum spheres and cylinders with various aspect ratios from 100 cSt silicone oil. The charging electric fields were chosen so that the maximum electric fields focused at the particle tips were 15 MV/m.
Table 4.4: Predicted particle diameter ranges for extracting spherical and cylindrical aluminum particles from 100 cSt silicone oil without initiating a liquid instability.

Table 4.4 indicates that when holding the maximum electric field constant, it is expected that cylindrical particles with high aspect ratios can be extracted with the smallest particle diameter, which agrees with Equation (4.16). But, note that the minimum extractable diameters are on the order of microns to a hundred microns, which may be too large for many applications.

4.2.8.2. Particle Extraction Through a Finite Liquid Surface

Recall from Chapter 3 that the minimum electric field required to initiate an instability on a finite liquid surface, which can be controlled with a knife-edge orifice with radius $r_k$, in an Earth-gravity environment is dependent on the liquid’s surface tension and density as well as the radius of the knife-edge orifice as given by Equation (3.23). Recall that the analysis presented here assumes that the perturbation radius is equal to the knife-edge radius as is the case when operating in mode 1. It may be possible that higher order modes would be excited that would require higher electric fields to induce the liquid instability. The ranges of spherical and cylindrical particle sizes capable of extraction when suppressing the liquid instability are determined by comparing Equations (4.9) and (4.15) with Equation (3.23) and assuring that the
extraction electric fields are less than the instability electric field. Figure 4.14 is a plot of the predicted threshold extraction electric field required for extracting aluminum spherical and cylindrical particles from silicone oil using a maximum electric field strength of 15 MV/m. Also included in the plot is the predicted threshold electric field required to initiate an instability on the liquid surface for various knife-edge radii.

![Figure 4.14: Plot of the required extraction electric field to extract aluminum spherical and cylindrical particles from silicone oil using a maximum electric field of 15 MV/m. Also included in the plot is the predicted threshold electric field required to initiate an instability on the liquid surface for several various liquid surface radii, \( r_k \). The thickness of the liquid film coating the particles is assumed to be zero.](image)

It is only desirable to extract particles using an extraction electric field that is less than the liquid instability threshold to ensure that the liquid remains stable. Table 4.5 lists the expected extractable particle diameter ranges for aluminum spheres and cylinders.
with various aspect ratios from 100 cSt silicone oil. The charging electric fields were chosen so that the intensified electric fields focused at the particle tips were 15 MV/m.

<table>
<thead>
<tr>
<th>Particle Shape</th>
<th>Aspect Ratio</th>
<th>Charging Electric Field (kV/m)</th>
<th>Expected Extractable Particle Diameter Range ( (r_k=10r) )</th>
<th>Expected Extractable Particle Diameter Range ( (r_k=100r) )</th>
<th>Expected Extractable Particle Diameter Range ( (r_k=1,000r) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>N/A</td>
<td>3,600</td>
<td>44 μm – 4.2 cm</td>
<td>140 μm – 4.2 cm</td>
<td>140 μm – 4.2 cm</td>
</tr>
<tr>
<td>Cylinder</td>
<td>10</td>
<td>770</td>
<td>2 μm – 1.7 cm</td>
<td>18 μm – 1.7 cm</td>
<td>23 μm – 1.7 cm</td>
</tr>
<tr>
<td>Cylinder</td>
<td>30</td>
<td>300</td>
<td>0.3 μm – 1.5 cm</td>
<td>3 μm – 1.5 cm</td>
<td>11 μm – 1.5 cm</td>
</tr>
<tr>
<td>Cylinder</td>
<td>80</td>
<td>120</td>
<td>0.06 μm – 1.2 cm</td>
<td>0.6 μm – 1.2 cm</td>
<td>5 μm – 1.2 cm</td>
</tr>
</tbody>
</table>

Table 4.5: Predicted particle diameter ranges for extracting spherical and cylindrical aluminum particles from 100 cSt silicone oil.

Table 4.5 indicates that when holding the maximum electric field constant, it is expected that cylindrical particles with high aspect ratios can be extracted with the smallest particle diameter, and reducing the size of the knife-edge orifice allows the extraction of smaller particles. Note that the minimum extractable particle diameters, when suppress ing the liquid instability, may be as low as many tens of nanometers.

4.3. Experimental Setup

To experimentally prove the feasibility of extracting charged particles from an insulating liquid and to measure the threshold extraction electric fields required to extract various sized particles, a prototype with approximately 100 emitters was constructed. Figure 4.15 is a cross-sectional illustration of a single emitter from the prototype.
Figure 4.15: Illustration of a single emitter from the particle extraction prototype.

The prototype is very similar to the model from Figure 4.1 with additional accelerating grids stacked above the extraction grid, which allows the use of larger accelerating electric potentials. Note that the accelerating grids can be added or removed to provide the option of increasing or decreasing the total accelerating voltages. Above the top accelerating grid, the collection anode is used to catch ejected particles for examination and/or verification. The electrodes/grids are made from thin aluminum sheets, and the gaps separating the grids are maintained by insulating spacers fabricated from Teflon©. The source electrode is a slight modification from the original model, and is covered with an insulating source cover made from Teflon©. Directly beneath the holes in the stacked grids, charging pads, which are electrically connected to the source electrode, protrude through the source cover to ensure that particles are only charged directly beneath the accelerating channels. Figure 4.16 is a photograph of the prototype without the collection anode attached. Note that the stacked grids are aligned with pins made from Ultem©.
The main goal of the experiment is to prove the feasibility of extracting conducting spherical and cylindrical particles from an insulating liquid by way of an applied high strength electric field without inducing a liquid instability. An additional goal is to measure the required extraction electric fields of various size and shape particles and compare with theory.

The experiment is performed by depositing individual particles onto the charging pads. Next, the voltages are applied between all of the electrodes and grids with the exception of the charging voltage. The charging voltage is applied after all other voltages are at their desired values and is applied through a high voltage relay so that it reaches its desired value almost instantly. Once the charging voltage is applied, the particles are charged and transported though the liquid to the liquid interface, where they are extracted and then accelerated to the collection anode. The success of particle extraction is verified by the presence of particles on the collection anode and through the use of a high-speed camera system that records the particle extraction.
All of the electrode gaps, with the exception of the gap between the charging and extraction grids are set at 6.35 mm. The gap between the charging and extraction grids is set at 12.7 mm. The holes in the grids have a diameter of 6.35 mm, and the charging pads have a diameter of 2 mm and a height of 0.8 mm. The insulating liquid is at a height of 3.18 mm above the charging grid.

The insulating liquid filling the bottom two electrode gaps is silicone oil purchased from Clearco, which has a relative dielectric constant of approximately 1.97, a density of 965 kg/m³, a surface tension of 0.0209 N/m, a conductivity on the order of $10^{-13}$ S/m, and an electrical breakdown strength of approximately 15 MV/m.\(^7\)

The experiment was performed using spherical particles made of aluminum and a tin/antimony alloy with diameters ranging from approximately 300 μm to 1,600 μm and cylindrical aluminum and tungsten particles with diameters ranging from approximately 25 μm to 300 μm and lengths ranging from approximately 0.7 mm to 2.2 mm. Table 4.6 lists the dimensions of all the particles used in the experiment along with the densities.

<table>
<thead>
<tr>
<th>Particle Shape</th>
<th>Particle Material</th>
<th>Particle Diameter (mm)</th>
<th>Particle Length (mm)</th>
<th>Particle Density (kg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>Al</td>
<td>0.79 ± 0.025</td>
<td>NA</td>
<td>2,700</td>
</tr>
<tr>
<td>Sphere</td>
<td>95Sn/5Sb</td>
<td>0.51 ± 0.025</td>
<td>NA</td>
<td>7,300</td>
</tr>
<tr>
<td>Sphere</td>
<td>95Sn/5Sb</td>
<td>0.30 ± 0.025</td>
<td>NA</td>
<td>7,300</td>
</tr>
<tr>
<td>Cylinder</td>
<td>Al</td>
<td>0.33 ± 0.025</td>
<td>2.2 ± 0.2</td>
<td>2,700</td>
</tr>
<tr>
<td>Cylinder</td>
<td>W</td>
<td>0.152</td>
<td>2.0 ± 0.2</td>
<td>19,250</td>
</tr>
<tr>
<td>Cylinder</td>
<td>W</td>
<td>0.102</td>
<td>1.3 ± 0.2</td>
<td>19,250</td>
</tr>
<tr>
<td>Cylinder</td>
<td>W</td>
<td>0.50</td>
<td>0.7 ± 0.1</td>
<td>19,250</td>
</tr>
<tr>
<td>Cylinder</td>
<td>W</td>
<td>0.025</td>
<td>1.5 ± 0.2</td>
<td>19,250</td>
</tr>
</tbody>
</table>

Table 4.6: Properties of the particles used in the particle extraction experiment.
4.4. Experimental Results

Figure 4.17 and Figure 4.18 are a series of frames from the high speed camera showing the successful extraction of an aluminum spherical and cylindrical particle, respectively, from 100 cSt silicone oil. The spherical particle has a diameter of 790 \( \mu m \), and the cylindrical particle has a diameter of 330 \( \mu m \) and a length of 1.25 mm. Frames (a) show the particles in contact with the charging pads just before the charging electric field is applied. After generating the charging electric field, the particles are charged and transported through the liquid towards the liquid surface as shown in frames (b). Frames (c) show the particles during the extraction process. Finally, the surface tension is broken and the particles are accelerated away from the liquid surface in frames (d).

Figure 4.17: Series of frames showing the successful extraction of a spherical particle from 100 cSt silicone oil. See Table 4.6 for particle details.
Figure 4.18: Series of frames showing the successful extraction of a cylindrical particle from 100 cSt silicone oil. See Table 4.6 for particle details.

The series of frames from Figure 4.17 and Figure 4.18 demonstrate the feasibility of extracting charged spherical and cylindrical particles from an insulating liquid with an applied high strength electric field. Note that the extraction of all the particles listed in Table 4.6 was verified.

Figure 4.19 plots the measured threshold extraction electric fields required to extract the spherical particles listed in Table 4.6 as a function of the charging electric field. Also included in the plot is the lower ($\delta_r = 0$) bound of the theoretical predictions from Equation (4.7). There is a maximum estimated total error of approximately 10% in the measurements, which was determined with the sum of squares method. The error in the measured extraction electric fields is due mostly to three error terms in the experimental
setup. These error terms are as follows: the liquid height (8.5%), the electrode gap separation (4%), and the applied voltage (0.3%).

![Figure 4.19: Measured electric fields required for spherical particle extraction as a function of the charging electric field for various particle sizes.](image)

The experimental results plotted in Figure 4.19 suggest that the spherical particles were extracted on the order of the lower bound of the theoretical predictions. But, note that the theoretical predictions over estimate the required field strength when a relatively low charging field is used and underestimate the required field strength when a relatively high charging field is used.

Next, Table 4.7 lists the measured threshold extraction electric fields required to extract the cylindrical particles from silicone oil for a given charging electric field. Also
listed in the table are the lower ($\delta_I = 0$) and upper ($\delta_I = r$) bounds of the theoretical extraction electric fields from Equation (4.13).

<table>
<thead>
<tr>
<th>Particle Shape</th>
<th>Material</th>
<th>Particle Dia. (µm)</th>
<th>Aspect Ratio</th>
<th>Charging Field (MV/m)</th>
<th>Measured Extraction Field (kV/m)</th>
<th>Lower Theoretical Extraction Field (kV/m)</th>
<th>Upper Theoretical Extraction Field (kV/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cylinder</td>
<td>Al</td>
<td>330</td>
<td>6.67</td>
<td>1.5</td>
<td>$470 \pm 45$</td>
<td>150</td>
<td>290</td>
</tr>
<tr>
<td>Cylinder</td>
<td>W</td>
<td>152</td>
<td>13</td>
<td>1.5</td>
<td>$470 \pm 45$</td>
<td>150</td>
<td>240</td>
</tr>
<tr>
<td>Cylinder</td>
<td>W</td>
<td>102</td>
<td>13</td>
<td>1.5</td>
<td>$550 \pm 50$</td>
<td>170</td>
<td>310</td>
</tr>
<tr>
<td>Cylinder</td>
<td>W</td>
<td>50.8</td>
<td>13</td>
<td>1.5</td>
<td>$630 \pm 60$</td>
<td>290</td>
<td>570</td>
</tr>
<tr>
<td>Cylinder</td>
<td>W</td>
<td>25.4</td>
<td>60</td>
<td>1.5</td>
<td>$160 \pm 20$</td>
<td>40</td>
<td>80</td>
</tr>
</tbody>
</table>

Table 4.7: Measured minimum required extraction electric fields for various spherical and cylindrical particles.

The experimental results listed in Table 4.7 suggest that the cylindrical particles required much greater extraction electric fields than predicted.

It is important to note that the frames from Figure 4.17 and Figure 4.18 show liquid strands clinging to the particles after they have been extracted, which is a result of the liquid draining slowly from the particle surface. Since the strands form after the particles have been extracted from the liquid, it is not expected that they will affect the strength of the electric field required to achieve extraction. In the laboratory environment, these strands eventually break off and form small droplets that drop back into the liquid. When using this system as an in-space thruster, these liquid strands and droplets could have severe implications, which include changing the propellant specific-charge and introducing free liquid droplets that could limit the thruster lifetime. Future work should focus on developing methods to prevent the liquid from wetting the particles so that these liquid strands do no occur.
Explanations for the deviation of the experimental results for both spherical and cylindrical particles from the predictions are the topics of the following section.

4.5. Discussion of Experimental Results

The deviations of the experimental results from the theoretical models are most likely a result of several errors in the models. First, the strength of the extraction electric field given by Equation (4.2) may not be completely accurate throughout the duration of the experiment. It is only valid when the liquid surface is completely charge free. Since the extraction electric field was applied before the charging electric field was turned on, it is very reasonable that some charge migrated through the liquid and accumulated on the liquid surface. For the liquid properties and the prototype dimensions presented in a previous section, it is possible that when the liquid surface is completely charged, the strength of the extraction electric field is increased by a factor of approximately 1.2.

Also, recall from Section 4.2.1 that the extraction models assume that the extraction electric field acting on the particles at the liquid surface is uniform. But, it is likely that as the particles begin to deform the liquid surface, the electric field may intensify on the perturbations when the surrounding liquid surface is slightly charged. This field intensification increases the local electric field used to extract the particle. The derivation of this field intensification is beyond the scope of this thesis, but it is expected to be a function of the liquid properties, the surface charge density of the liquid and the particle, and the shape of the perturbation. Based on the analysis of the field-focusing on a fully charged liquid surface perturbation from Figure 3.4, it is reasonable to expect that the
field intensification may increase the local extraction electric field by as much as another factor of 3.

Second, it is possible that incomplete particle charging is another error in the models. Recall that Chapter 2 investigated the time required to charge particles against a source electrode and suggested that an inadequate electrical contact between the source electrode and the particle limits the rate at which the particle can be charged, which, in certain situations, can lead to incomplete particle charging. Note that using a low conductivity particle material would also limit the rate of particle charging. Results suggest this problem is more significant when higher strength charging electric fields are applied, which may result in a particle being removed from the source electrode prior to achieving its final charge state. The experimental results from Chapter 2 suggest that some of the spherical particles were only charged to approximately 80% of the predicted charge when electric fields on the order of 650 kV/m were used. It is also expected that as the charging electric field is increased to the values used in the extraction experiment, the particles would acquire even a lower percentage of the predicted charge. This could explain why the spherical particles charged with a relatively high strength charging field required a greater extraction field than predicted. It could also explain why the measured data does not scale as predicted by the models. It is recommended that future experiments use materials that resist oxidation so that the particle charging times do not limit particle extraction.

Video recordings from the cylindrical particle extraction experiments confirm that the cylindrical particles are lifted from the source electrode prior to achieving a vertical orientation. The particles are initially placed on the source electrode in a horizontal
orientation and then rotated toward vertical when the charging electric field is generated. But, videos show that the particles considered are rotating to an average of $42^\circ$ off vertical before leaving the electrode surface as shown in Figure 4.20. A non-vertical particle acquires less charge due to a decrease in field focusing at the particle tip, and leads to an increase in the required extraction electric field for cylindrical particles. Future models should include the angle of the particle when it leaves contact with the source electrode in the extraction models.

![Figure 4.20: Photograph of a cylindrical particle at approximately 42° off vertical just before removal from the source electrode.](image)

Another error in the extraction models may be the value used for the liquid surface tension. As mentioned in Chapter 3, the liquid surface tension is a function of its temperature. It is possible that any localized heating or cooling could have changed the liquid surface tension as shown in Figure 3.5, which changes the strength of the required extraction electric field. Assuming a maximum temperature range during testing of 18°C to 32°C, it is possible to predict the error in the measured extraction electric fields associated with surface tension. Using a temperature coefficient of surface tension, $\gamma_T$. 
for silicone oil of -0.072 mN/m-K from Figure 3.5, the surface tension may range from approximately 0.0204 N/m to 0.0214 N/m. This variability in surface tension can be shown to produce an error of approximately 2.5% in the required extraction electric fields. Therefore, it is not expected to be a significant error in the models.

The final possible error that will be addressed in this thesis is the thickness of the liquid shell coating the particle during extraction. Recall that the models assume the liquid shell to be of uniform thickness ranging from zero to the radius of the particle. According the extraction models in Equations (4.7) and (4.15), the thickness of the liquid shell has the potential to produce as much as 100% error in the measured extraction electric fields and could be another significant factor leading to the deviations of the measured data from the predicted values.

### 4.6. Effects of Particle Extraction on Micro- and Nano-Particle Thrusters

The insulating liquid configuration used to supply charged particles as propellant for an electrostatic thruster may prove to be insufficient. To obtain sufficiently high specific impulses for use as an electric propulsion system, the particle size needs to be scaled down. The maximum expected specific impulse that can be obtained using the insulating liquid configuration is calculated from the minimum extractable particle diameters from Table 4.5 using the expression for the specific impulse from Equation (1.6).

To maximize the specific impulse, the smallest particle size from the range of extractable particles is used. The liquid medium is silicone oil. All particles considered have a density of 1,000 kg/m³ and are accelerated through a potential drop of 40 kV. It is important to understand that using a lower density metal for the particles and a higher
accelerating potential will increase the specific impulse as dictated by Equation (1.6), but the parameters chosen here are adequate to give a first order approximation. Also recall that the charging electric field was chosen so the maximum electric field within the liquid region, which is focused at the tip of the particle, would be equal to the dielectric breakdown of the liquid.

<table>
<thead>
<tr>
<th>Particle Shape</th>
<th>Aspect Ratio</th>
<th>Charging Electric Field (kV/m)</th>
<th>Minimum Extractable Particle Diameter</th>
<th>Maximum Isp (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>N/A</td>
<td>3.600</td>
<td>44 μm</td>
<td>2</td>
</tr>
<tr>
<td>Cylinder</td>
<td>10</td>
<td>770</td>
<td>2 μm</td>
<td>7</td>
</tr>
<tr>
<td>Cylinder</td>
<td>30</td>
<td>300</td>
<td>0.3 μm</td>
<td>15</td>
</tr>
<tr>
<td>Cylinder</td>
<td>80</td>
<td>120</td>
<td>0.06 μm</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 4.8: Maximum obtainable specific impulses using the particles from Table 4.5.

The obtainable specific impulses listed in Table 4.8 are a couple orders of magnitude lower than current electric propulsion systems. To be useful, the insulating liquid configuration must be capable of extracting particles with much smaller diameters or much higher aspect ratio much be used.

Recall from Section 3.2.1 that the surface tension of a liquid scales inversely with its temperature. This suggests that when the temperature is reduced, the surface tension increases. The increased surface tension increases both the electric fields required to initiate the liquid instability and to extract particles. When the temperature is increased, the surface tension decreases. The decreased surface tension decreases both the electric fields required to initiate the liquid instability and to extract particles.
4.7. Conclusion

A method of extracting spherical and cylindrical conducting particles from an insulating liquid with an applied electric field was investigated for use with micro- and nano-particle thrusters. The theoretical models suggest particle extraction is possible, and the experimental results proved the feasibility. The required strength of the extraction electric field is dependent on particle size, particle charge, and the surface tension of the liquid. But, the strength of the extraction electric field is limited by the tendency of the liquid surface to become unstable, which in turn limits the size of extractable particles.

Current models suggest that the smallest extractable cylindrical particles are on the order of many tens of nanometers in diameter. When particles with a density of 1,000 kg/m$^3$ are accelerated with a potential drop of 40 kV, the maximum obtainable specific impulse is on the order of 40 seconds, which is much less than required for use with an electric propulsion system.

The ability to extract particles from an insulating liquid with an applied electric field may be a significant limiting factor for the insulating liquid configuration as a micro- and nano-particles thruster.
Chapter 5

Adhesion and Cohesion of Dry Micro- and Nano-Particles

5.1. Introduction

As a result of the insulating liquid configuration studies discussed in Chapter 4, a parallel design configuration is being pursued that eliminates the use of the liquid and the microfluidic channels, and instead transports, charges, and ejects dry micro- and nano-particles. The operational design of this system, which operates without a liquid, will be discussed in the next chapter. This thesis refers to this approach as the “no liquid design configuration.” Figure 5.1 is a preliminary illustration showing only the charging and acceleration stages of the “no liquid design configuration”, and not accounting for the particle delivery system. The spherical particles are charged in contact with the source electrode by the applied charging electric field, $E_{ch}$. Once charged, the particles are removed from the source electrode and are accelerated through the acceleration channels by the applied electric potential drops, $V_{ch}$ and $V_{ac}$. 
Figure 5.1: Illustration of the no liquid design configuration showing only the charging and accelerating processes. Not included is the particle delivery system.

Previous studies working with dry nanometer and micron-sized particles explain that particles on this size scale have a strong tendency to aggregate with each other and to stick other objects that they contact.\textsuperscript{72} This thesis refers to aggregation between particles as cohesion and particles sticking to other objects as adhesion. Therefore, an understanding of the adhesion and cohesion forces and how to overcome them is extremely important to the development of micro- and nano-particle thrusters. This chapter primarily focuses on the adhesion force between a single conducting spherical particle and the planar source electrode shown in Figure 5.1, but does briefly touch on the cohesion force. In addition, the electric force arising from the charging electric field acting on the charged particle is investigated, both theoretically and experimentally, as a method to overcome the adhesion force and achieve particle removal, specifically for the application of micro- and nano-particle thrusters.\textsuperscript{73}
5.2. Adhesion and Cohesion Forces

There are four primary forces generally credited for the adhesion and cohesion of small particles. The relative magnitude of these forces is dependent on the size of the particles, the materials involved, and the environmental conditions. The following subsections briefly present these forces and discuss their relevance to micro- and nano-particle thrusters.

5.2.1. Electrostatic Force from Excess Charge

The electrostatic force between two charged bodies is well known to be dependent on the charge of each body, $q_1$ and $q_2$, and the distance between the charge centers, $z_c$, when the bodies are modeled as point sources:

$$F_e = \frac{q_1 q_2}{4 \pi \varepsilon z_c^2} \quad (5.1)$$

The electrostatic force is attractive when the bodies are charged with opposite polarity, and the force is repulsive when the bodies are charged with the same polarity. When considering the attractive force between two bodies in contact, this force is generally only important when one or both of the charged bodies are poor conductors, which does not provide an adequate electrical contact to allow the charge to pass between the bodies. When both charged bodies in contact are good conductors with a good electrical contact, as is the expected case for micro- and nano-particle thrusters, charge passes between the bodies until equilibrium is reached, ensuring that the two bodies in contact are charged
with the same polarity, which ensures that the electrostatic force is not attractive. Therefore, it is reasonable to ignore this force for the analysis presented in this chapter.

5.2.2. Electrical Double Layer Force

An electrical double layer force arises from a small electrical potential difference between the two bodies in contact that generally has a value up to 0.5 V. The potential difference is a result of the differences in the local energy states and electron work functions of the two materials in contact, which leads to the transfer of electrons between the materials in contact. The electrical double layer force is directly proportional to the size of the particle and the square of the potential difference and inversely proportional to the distance between the bodies.

\[ F_{edl} \propto \frac{rV^2_{edl}}{z} \]  

(5.2)

According to Bowling, the electrical double layer force is usually more than an order of magnitude less than the van der Waals force, which is discussed shortly. Therefore, it is reasonable for this analysis to neglect this force.

5.2.3. Liquid Surface Tension Force

It is possible for the two bodies in contact to be held together by a thin liquid film coating that may form if the bodies in contact are exposed to high humidity or directly subjected to a liquid. The force from the liquid film is due to the surface tension of the
liquid and is directly proportional to the size of the bodies in contact and the surface
tension of the liquid.\textsuperscript{50}

\[ F_\ell \propto r\gamma \]  \hspace{1cm} (5.3)

According to Bowling,\textsuperscript{74} the liquid surface tension force can be significant for particles in the nanometer and micron ranges. But, it is possible for the micro- and nano-particle thrusters to avoid the formation of the liquid film by controlling the operational environment. For example, the adhesion experiments presented later in this chapter were performed at pressures on the order of \(10^{-8}\) Torr. Therefore, this chapter neglects the liquid surface tension force. Note that when a liquid film is present, it is expected that the surface tension force will be significant. This has been demonstrated where the liquid film was a result of humidity in the air.

5.2.4. Van der Waals Force

The van der Waals force has the potential to be a dominating force contributing to the cohesion and adhesion of particles smaller than several hundred microns in size,\textsuperscript{74} and is the focus of the remainder of this chapter. The van der Waals force between molecules arises from the force between permanent, temporary, and/or induced dipoles. In the case of non-polar molecules, the movement of the electron cloud with respect to the nucleus may temporarily create a dipole. This temporary dipole creates an electric field, which induces dipoles in neighboring molecules. The resulting dipoles attract each other as the positive end of one molecule aligns with the negative end of another.\textsuperscript{72}
The van der Waals force between macroscopic bodies is calculated by taking the summation of the van der Waals forces between the molecules of the different bodies. The van der Waals force density of an infinite planar surface on an adjacent surface is calculated to be dependent on the Lifshitz-van der Waals constant, \( h \), and the separation between the surfaces, \( z \). Note that the temperature dependence on the van der Waals force between non-polar molecules has been shown to be negligible. \(^7^5\)

\[
\frac{F_{\text{vdw}}}{A} = \frac{h}{8\pi^2z^3}
\]

(5.4)

The Lifshitz-van der Waals constant has units of energy and is a function of the material combination involved. The values for select materials are published, but are disputed by many authors, which is discussed in Section 5.7. It is accepted that typical values of the Lifshitz-van der Waals constant range from 0.6 to 9.0 eV. \(^7^4\) According to Curran, a minimum separation distance between the surfaces of 4 Angstroms, \( z \), is acceptable when evaluating the van der Waals force. \(^7^6\)

Using the van der Waals force density in Equation (5.4), the force between a spherical particle and a planar surface is calculated, which is referred to as adhesion in this thesis. Figure 5.2 depicts the adhesion of a spherical particle with radius, \( r \), on an infinite planar surface.
The separation distance between the spherical particle and the planar surface, \( z'_{ad}(r') \), is a function of the particle radius and the minimum separation between the particle and the surface.

\[
z'_{ad}(r') = z + r - \sqrt{r^2 - r'^2}
\]  

The total adhesion van der Waals force is calculated by substituting Equation (5.5) into the force density expression in Equation (5.4) and integrating over the surface of the particle exposed to the planar surface.

\[
F_{vdw-ad} = \int_0^{2\pi} \int_0^r \frac{h}{8\pi^2 z'_{ad}(r')^3} r' dr' d\phi
\]  

The resulting adhesion van der Waals force is only dependent on the particle radius, the minimum separation distance, and the Lifshitz-van der Waals constant.
This expression is reduced by assuming that the particle radius is much larger than the minimum separation distance.\textsuperscript{72}

\begin{equation}
F_{vdw-ad} = \frac{hr^2}{8\pi z^2(r + z)}
\end{equation}

The simple expression for the adhesion van der Waals force scales directly with the particle radius and inversely with the square of the minimum separation.

Using a similar derivation, the force between two identical spherical particles can be calculated, which is referred to as cohesion in this thesis. Figure 5.3 depicts the cohesion of two spherical particles with radii, $r$.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{cohesion_diagram.png}
\caption{Illustration of two spherical particles in contact (cohesion).}
\end{figure}

Assuming that the particles radii are much larger than the minimum separation distance, the van der Waals force can be approximated.\textsuperscript{72}
The simple expression for the cohesion van der Waals force scales directly with the particles radii and inversely with the square of the minimum separation.

A comparison of the van der Waals forces reveals that the adhesion and cohesion forces scale the same with the particle size, but the adhesion force is approximately twice the cohesion force when using particles of the same size. Figure 5.4 is a plot of the adhesion and cohesion forces as a function of particle diameter when using a Lifshitz-van der Waals constant of 9 eV, which is the maximum predicted value. For comparison purposes, the weight of the particle is included in the plot when the particle is made from aluminum.
The plot in Figure 5.4 shows that as the particle size decreases, the adhesion and cohesion forces decrease. This is somewhat misleading because, by comparison to the gravitational force, both the adhesion and cohesion forces are greater than the gravitational force over the entire range of the plot (10 nm to 1 mm). In fact, the gravitational force decreases faster ($\sim r^3$) than the van der Waals forces ($\sim r$) as the particle size decreases, meaning that the van der Waals forces become more significant for smaller particles. Another method of understanding the adhesion and cohesion forces is through the potential energy in the bonds. The energy in the adhesion bond is approximated by integrating the adhesion force from Equation (5.8).

$$W_{vdw-ad} = \int_0^\infty \frac{hr}{8\pi r^2} dz' = \frac{hr}{8\pi z}$$  \hspace{1cm} (5.10)

Similarly, the energy in the cohesion bond is approximated by integrating the cohesion force from Equation (5.9).

$$W_{vdw-co} = \int_0^\infty \frac{hr}{16\pi r^2} dz' = \frac{hr}{16\pi z}$$  \hspace{1cm} (5.11)

Figure 5.5 is a plot of the energies in the adhesion and cohesion bonds as a function of particle diameter when using a Lifshitz-van der Waals constant of 9 eV.
Figure 5.5: Plot of the energies in the adhesion and cohesion bonds using a Lifshitz-van der Waals constant of 9 eV.

Figure 5.5 shows that as the particle size decreases, the adhesion and cohesion forces decrease. Again, this is somewhat misleading. To help clarify, the required accelerations imparted onto the particles to overcome the adhesion and cohesion bonds are plotted in Figure 5.6. The accelerations are calculated by dividing the forces by the particle mass, when using a particle density of 2,700 kg/m$^3$, which is the density of aluminum.
Figure 5.6: Plot of the required accelerations to overcome the adhesion and cohesion forces using a Lifshitz-van der Waals constant of 9 eV and a particle density of 2,700 kg/m³.

The required accelerations to overcome the adhesion and cohesion forces scale inversely with the square of the particle radius. Therefore, as the particle size decreases, the required acceleration increases, illustrating that, as the particle size decreases, the van der Waals forces dominate other forces such as gravity.

This section demonstrated that when considering the adhesion and cohesion of conducting micro- and nano-spherical particles, the dominant force is most likely the van-der Waals force given in Equations (5.8) and (5.9), respectively. The following sections investigate overcoming the adhesion force using high strength electric fields.
5.3. Overcoming the Adhesion Force Using High Strength Electric Fields

The removal of micro- and nano-particles from surfaces is important to many applications, particularly in the MEMS and pharmaceutical industries. A few techniques currently used for particle removal are ultrasonic vibration, mechanical vibration, and laser irradiation.\textsuperscript{72,77} These techniques work by accelerating the particles relative to the surface. This chapter investigates an alternative method of particle removal using high strength electric fields, which lends itself nicely to the design of micro- and nano-particle thrusters, which use high strength electric fields to charge the particles when they are in contact with the source electrode. This section presents the derivation of the electric force on a spherical conducting particle when in contact with an infinite planar electrode and applies this force to determine the required electric field to overcome the van der Waals adhesion force.

5.3.1. Electric Force on a Spherical Particle in Contact with a Planar Electrode

The model for spherical particle removal from an infinite planar electrode is identical to the model shown in Figure 2.1, which was used to determine the charge acquired by a spherical particle in contact with an infinite planar electrode. The model is reproduced in Figure 5.1 and consists of two infinite parallel electrodes with a conducting spherical particle in contact with the upper surface of the bottom electrode. An electric potential bias, $V$, is applied across the electrodes to generate an electric field within the gap.
The background electric field, $E_{BG}$, is defined as the electric field in the electrode gap without the presence of the particle and is only dependent on the applied voltage and the electrode separation.

$$E_{BG} = \frac{V}{D} \quad (5.12)$$

The presence of the particle in the electrode gap modifies the electric field, with the largest field modification occurring in the vicinity of the particle. The electric field at the surface of the conducting particle, $E_s$, is normal to the particle surface and is the key to understanding the electric force acting on the particle, just as it was the key to understanding the total charge acquired by the particle in Chapter 2. The following derivation of the electric force on the particle follows the derivation of the charge acquired by the particle closely with some important differences. Due to the similarity of the derivations, some material is repeated, but the author feels it is important to preserve the complete derivation.
The electric force acting on the particle is the product of the particle’s surface charge density with the surface electric field and integrated over the particle’s surface.\textsuperscript{78}

\[
    F_{el} = \frac{1}{2} \iint \rho_s E dA
\]  

Due to the symmetry about \( \phi \), the surface charge density and the electric field at the surface of the particle are functions of \( \theta \), where \( \theta=0^\circ \) corresponds to the top of the particle and \( \theta=180^\circ \) corresponds to the bottom of the particle. In addition, the net force on the particle is only in the vertical direction.

\[
    F_{el,z} = \frac{1}{2} \iint \rho_s(\theta) E_{s,z}(\theta) dA
\]  

The surface charge density is dependent on the electric field normal to the particle surface and the permittivity of the surrounding medium.

\[
    \rho_s(\theta) = \hat{\mathbf{r}} \cdot \varepsilon \bar{E}_s(\theta) = \varepsilon E_s(\theta)
\]  

The vertical component of the electric field at the surface of the particle is easily calculated.

\[
    E_{s,z}(\theta) = E_s(\theta) \cos(\theta)
\]
The electric field at the surface of the particle is a function of the background electric field, $\theta$, and the ratio of the particle diameter to the electrode gap, $\zeta_{sph}$, as is any symmetrical perturbation or particle.\(^{28}\)

$$E_s(\theta) = E_{BG\alpha_{sph}}(\theta, \zeta_{sph})$$  \hspace{1cm} (5.17)

$\alpha_{sph}(\theta, \zeta_{sph})$ can be thought of as the field-focusing factor at the surface of the particle. Equations (5.15), (5.16), and (5.17) are substituted into Equation (5.14) so that the only unknown in the electric force on the particle is $\alpha_{sph}(\theta, \zeta_{sph})$.

$$F_{el,z} = \frac{1}{2} \int_0^{\pi} \int_0^\theta eE_{BG}^2 \alpha_{sph}(\theta, \zeta_{sph})^2 \cos(\theta)r^2 \sin(\theta) d\theta d\phi$$  \hspace{1cm} (5.18)

Equation (5.18) is simplified leaving only the $\theta$ dependent functions inside the integral.

$$F_{el,z} = \pi r^2 eE_{BG}^2 \int_0^\theta \alpha_{sph}(\theta, \zeta_{sph})^2 \cos(\theta) \sin(\theta) d\theta = \pi r^2 eE_{BG}^2 A_f(\zeta_{sph})$$  \hspace{1cm} (5.19)

The solution to the integral in Equation (5.19), $A_f(\zeta_{sph})$, is a function of the ratio of the electrode gap to the particle diameter and can be thought of as the integrated field focusing factor for the electric force on the particle.

$$A_f(\zeta_{sph}) = \int_0^\pi \alpha_{sph}(\theta, \zeta_{sph})^2 \cos(\theta) \sin(\theta) d\theta$$  \hspace{1cm} (5.20)
Finally, the electric force on the particle when in contact with the electrode is directly proportional to the square of the particle radius, the square of the background electric field, the permittivity of the surrounding medium, and a function of $\zeta_{\text{sph}}$.

Before finding values for $A_f(\zeta_{\text{sph}})$, $\alpha_{\text{sph}}(\theta,\zeta_{\text{sph}})$ needs to be examined. $\alpha_{\text{sph}}(\theta,\zeta_{\text{sph}})$ was investigated for conducting spherical particles in the setup shown in Figure 5.7 by employing COMSOL\textsuperscript{TM} in Section 2.2.1. Using the plot of $\alpha_{\text{sph}}(\theta,\zeta_{\text{sph}})$ in Figure 2.2 and Equation (5.19), $A_f(\zeta_{\text{sph}})$ is numerically calculated. Figure 5.8 is a plot of $A_f(\zeta_{\text{sph}})$ as $\zeta_{\text{sph}}$ ranges from 0.05 to 0.95.

![Figure 5.8: Plot of $A_f(\zeta_{\text{sph}})$ as a function of $\zeta_{\text{sph}}$.](image)

According to Figure 5.8, $A_f(\zeta_{\text{sph}})$ approaches approximately 5.43 as the ratio of the particle diameter to the electrode gap approaches 0 ($\zeta_{\text{sph}}\to0$). This approximation appears to be valid to within less than 4\% error when the particle diameter is less than
one-third of the electrode gap ($\zeta_{sph} < 0.33$). As the particle size increases relative to the electrode gap, $A_f(\zeta_{sph})$ increases. Figure 5.8 along with Equation (5.19) completes the derivation of the electric force on the particle when in contact with the source electrode, and suggests that as $\zeta_{sph}$ increases, the electric force on the particle increases when holding everything else constant. However, this result can be somewhat misleading.

When removing spherical particles from a source electrode as shown in Figure 5.7, it is important to maintain the maximum electric field in the system, which is located at the top of the particle, below the electrical breakdown of the background medium. If this maximum electric field is held constant as $\zeta_{sph}$ varies, the background electric field does not remain constant.

The following analysis investigates the effects on the electric force as $\zeta_{sph}$ varies while holding the maximum electric field in the system constant. The maximum electric field at the top of the particle, $E_{\text{max}}$, is determined from Equation (2.8). The expression in Equation (2.8) is substituted into Equation (5.19) to find the electric force on the spherical particle when the maximum electric field is held constant. Note that when $\theta=0^\circ$, it will be omitted for the remainder of this analysis.

$$F_{el,z}(\zeta_{sph}) = \pi r^2 \varepsilon \left( \frac{E_{\text{max}}}{\alpha_{sph}(\zeta_{sph})} \right)^2 A_f(\zeta_{sph})$$

The ratio of the electric force on the particle when $\zeta_{sph} = \zeta_1$ to the force when $\zeta_{sph} = \zeta_2$ is only dependent on $\alpha_{sph}(\zeta_{sph})$ and $A_{sph}(\zeta_{sph})$. 
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\[
\frac{F_{el,z}(\xi_1)}{F_{el,z}(\xi_2)} = \frac{A_f(\xi_1)}{A_f(\xi_2)} \left[ \frac{\alpha_{sph}(\xi_2)}{\alpha_{sph}(\xi_1)} \right]^2
\] (5.22)

Figure 5.9 is a plot of \(F_{el,z}(\xi_{sph}):F_{el,z}(\xi_{sph}=0)\), and illustrates how the electric force on a spherical particle changes when the maximum electric field is held constant as the ratio of the particle diameter to the electrode gap varies. In other words, it is a plot of the electric force on the particle normalized to the case when the particle is much smaller than the electrode gap.

Figure 5.9: Plot of \(F_{el,z}(\xi_{sph}):F_{el,z}(\xi_{sph}=0)\) as a function of \(\xi_{sph}\).

Figure 5.9 indicates that when the maximum electric field is held constant, the electric force on the particle is greatest when the ratio of the particle diameter to the electrode gap is minimized. This occurs because minimizing the ratio of the particle
diameter to the electrode gap ensures that the charge density is distributed as evenly over the entire particle surface as possible when using this geometry.

Due to the results of this analysis, the remainder of this chapter focuses only on the case when the particle is small compared to the electrode gap, which is valid to within less than 1\% error when the particle diameter is less than one-third of the electrode gap ($\zeta < 0.33$). It should be noted this result agrees with Felici’s calculation.\textsuperscript{29}

\begin{equation}
F_{el,z}(\zeta_{sph} < 0.33) \approx \pi r^2 e E_{BG}^2 \tag{5.23}
\end{equation}

The electric force on the particle can be expressed in terms of the particle charge and the applied background electric field by substituting Equation (2.11) into Equation (5.23).

\begin{equation}
F_{el,z}(\zeta < 0.33) \approx 0.83 q E_{BG} \tag{5.24}
\end{equation}

Note that the total force on the particle, when in contact with the source electrode, is less than the product of the particle charge and the applied background electric field, which may not be intuitive. This occurs because charge is not distributed evenly over the entire surface of the particle and the electric field is affected by the presence of the electrode. Note that as the particle leaves the source electrode, the electrostatic force approaches the product of the particle charge and the applied background electric field. When the particle reaches a distance from the source electrode equal to its diameter, the force is approximately 98\% this product ($F_{el,z} \rightarrow 0.98 q E_{BG}$).\textsuperscript{30} At this point, it is reasonable to treat the particle as a point charge.
5.3.2. Overcoming the van der Waals Adhesion Force

Using the model for the electric force on a conducting particle in contact with the source electrode (Equation (5.23)) presented in the previous subsection and the van der Waals adhesion force from Equation (5.8), the threshold background electric field for particle removal can be calculated when the van der Waals force is dominant. It is important to include the gravitational force on the particle in this calculation to show where the adhesion force becomes more important than gravity.

\[
F_g = \frac{4}{3} \pi r^3 \rho g \tag{5.25}
\]

By combining Equations (5.8), (5.23), and (5.25), the threshold background electric field for overcoming the adhesion force is determined when the particle is much smaller than the electrode gap.

\[
E_{\text{thresh}} \approx \sqrt{\frac{1}{r} \frac{h}{\varepsilon} (0.0023) + \frac{r \rho g}{\varepsilon} (0.24)} \tag{5.26}
\]

It is important to note that the threshold electric field can both be broken down into two terms: the adhesion dominant term and the gravitational dominant term. The adhesion dominant term scales inversely with the square root of the particle size while the gravitational term scales directly with the square root of the particle size. Note that for zero-gravity applications, the threshold electric field is simplified by letting \( g \) go to zero.
Figure 5.10 is a plot of the predicted threshold electric field for overcoming the van der Waals adhesion force and the gravitational force for the two cases when the Lifshitz-van der Waals constant is 9 eV and 0.6 eV. The particle density is assumed to be 1,000 kg/m³ and the surrounding medium is vacuum. A 1,000 kg/m³ density can be either a hollow particle or a glass particle with a thin metallic coating.

![Figure 5.10: Plot of the threshold electric field to overcome the adhesion and gravitational forces holding a spherical particle in contact with the source electrode. The particle has a density of 1,000 kg/m³.](image)

The plot of the threshold electric field clearly illustrates the two regimes. Particles much larger than the centimeter range lie within the gravitational regime and particles much smaller than millimeter range lie within the adhesion regime. Both forces affect particles between these two ranges significantly. When limiting the background electric field strength to a maximum value of 100 MV/m, Figure 5.10 suggests that the smallest...
particles that can be removed have diameters of approximately 30 nm and 450 nm when using Lifshitz van-der Waals constants of 0.6 and 9.0 eV, respectively. The attainable specific impulse when using particles of this size is discussed in Section 5.8.

5.4. Experimental Setup

To experimentally investigate the van der Waals adhesion force and overcome this force by way of an electric force, the system depicted in Figure 5.11 was constructed, which is very similar to the model in Figure 5.7 with the addition of the thin strip of Kapton® tape over the surface of the upper electrode.

![Figure 5.11: Depiction of the experimental setup used for investigating the adhesion force and using an electric force to overcome this adhesion force.](image)

The goals of the experiment are to measure the threshold electric field required for removing conducting spherical particles from the surface of a conducting electrode for various particles in the adhesion dominant regime, investigate the effects of particle size on the adhesion force, and investigate the effects of the particle and electrode materials on the adhesion force.

The experiment is performed by depositing approximately 100 conducting spherical micro-particles on the surface of the bottom electrode. To prevent the particles from
clumping together through cohesion, the particles are passed through a micro-sieve to separate the clumps into individual particles prior to deposition onto the electrode surface. It is desirable to have the particles separated by a distance of at least ten times their diameter to ensure that neighboring particles do not affect the electric field profile at their surfaces as discussed in Section 2.2.5. Once the particles are deposited, the upper electrode is secured in place to provide the correct uniform electrode gap, which is regulated by a spacer, either 1.0 mm or 4.0 mm thick. Next, the voltage across the electrodes is increased incrementally to generate the strong electric field within the gap. At each voltage increment, a photograph of the particles remaining in contact with the bottom electrode is taken to provide visual evidence of the number of particles removed. The process is repeated until all of the particles have been removed. Finally, the number of particles removed from the electrode surface at each voltage increment is counted, providing an experimental measurement of the threshold electric field required for particle removal.

The particles removed from the source electrode during testing are accelerated across the electrode gap towards the upper electrode and onto the Kapton® tape, where they remain trapped. The Kapton® tape serves to collect the removed particles so that they do not oscillate between the electrodes and disrupt the particles still adhered to the bottom electrode. The thickness of the Kapton® tape was chosen to be as thin as possible relative to the electrode gap so that the electric field is affected as little as possible. But, of course, the electric field is modified slightly from Equation (5.12) and depends on the thickness and dielectric constant of the tape.
\[
E_{BG} = \frac{V}{D - d_k \left(1 - \frac{\varepsilon_o}{\varepsilon_k}\right)}
\]  

(5.27)

The tape used for this experiment had a thickness of approximately 25 μm and Kapton® typically has a relative dielectric constant of approximately 2.7.  

This experiment was performed with four different particle sizes in the tens to hundreds of microns range and with two different electrode materials to give a total of eight test cases. The following subsections present the particles and electrodes used.

Figure 5.12 is photograph of the 100 micron particles in contact with the bottom electrode before the electric fields were applied.

![Figure 5.12: photograph of the 100 micron particles in contact with the bottom electrode before the electric fields were applied](image)

5.4.1. Particles Used with Adhesion Experiment

The experiment was performed with four different spherical particle sizes, ranging in diameter from 53 microns to 305 microns, which are all in the adhesion dominant regime. Table 5.1 lists the mean diameters, tolerances, materials, densities, and manufacturers of the particles.

<table>
<thead>
<tr>
<th>Mean Diameter (μm)</th>
<th>Tolerance (μm)</th>
<th>Material Composition</th>
<th>Density (kg/m³)</th>
<th>Manufacturer</th>
</tr>
</thead>
<tbody>
<tr>
<td>305</td>
<td>± 10</td>
<td>95% Sn / 5% Sb</td>
<td>7,250</td>
<td>Indium Corp</td>
</tr>
<tr>
<td>196</td>
<td>± 16</td>
<td>Soda-lime glass coated w/ Ag</td>
<td>2,500</td>
<td>Mo-Sci Corp</td>
</tr>
<tr>
<td>102</td>
<td>± 10</td>
<td>95% Sn / 5% Sb</td>
<td>7,250</td>
<td>Indium Corp</td>
</tr>
<tr>
<td>53</td>
<td>± 4</td>
<td>Soda-lime glass coated w/ Ag</td>
<td>2,500</td>
<td>Mo-Sci Corp</td>
</tr>
</tbody>
</table>

Table 5.1: Properties of the four particles used in the particle adhesion experiment.
Figure 5.13 is a set of close and more distant photos of the four particles. These photos were taken using a scanning electron microscope (SEM).
Figure 5.13: SEM photos of the silver 53 μm (a and b), tin 102 μm (c and d), silver 196 μm (e and f), and tin 305 μm (g and h) micron particles.
The photos in Figure 5.13 confirm the tolerances that were reported by the manufacturers and that the particles are very close to spherical. But, it should be noted that the surfaces of the particles are not perfectly smooth, which is assumed in the model. The silver coated glass particles appear to have much rougher surfaces than the 95Sn/5Sb particles, particularly the 53 μm particles. The effects of the rough particle surfaces are addressed in more detail in the Section 5.6.3.

5.4.2. Electrodes Used with Adhesion Experiment

The experiment was performed with two different electrode materials, gold and platinum. These materials were chosen because resist oxidation at room temperature when exposed to the atmosphere unlike most other metals. When manufacturing the electrodes, the two biggest concerns were controlling the surface flatness and the surface roughness. Controlling surface flatness is important for reducing the error in the applied electric field since a warped surface can lead to varying electric field strengths at the electrode surface. The surface roughness is important because the model for the van der Waals adhesion force assumes that the surface of the electrode is perfectly smooth.

To minimize the surface roughness and control the flatness, the electrodes were fabricated using plasma vapor deposition of the metals onto glass wafers. The wafers had a total thickness variation (TTV) less than 10 μm and a surface roughness less than 1.5 nm. All depositions were performed using the EnerJet Evaporator at the Lurie Nanofabrication Facility (LNF) located at the University of Michigan. The gold electrodes were fabricated by depositing 300 nm of gold on top of a 30 nm adhesion layer of chromium, and the platinum electrodes were fabricated by depositing 100 nm of
platinum on top of a 10 nm adhesion layer of titanium. Figure 5.14 is a picture of one of the gold electrodes.

![Image of a gold electrode deposited on a glass wafer.](image)

**Figure 5.14: Picture of a gold electrode deposited on a glass wafer.**

The electrodes are circular with 50 mm diameters and were deposited onto 100 mm glass wafers. A thin tail of metal stretches from the electrode and wraps around the wafer to provide an electrical connection on the reverse side.

An atomic force microscope (AFM) was used to measure the surface roughness of both the gold and platinum electrodes. Figure 5.15 shows the surface profile measured for each material.
According to the AFM images in Figure 5.15, both the gold and platinum electrodes have a surface roughness on the order of 20 nm. The effects of the electrode surface roughness are presented in the discussion section.

5.4.3. Vacuum Chamber

The experiment was performed in the Ultra High Vacuum (UHV) chamber at the Space Electrodynamics and Tether Systems (SETS) laboratory at the University of Michigan, which is pumped by a mechanical roughing pump and a turbo pump and has an ultimate pressure on the order of $10^{-9}$ Torr. Each experiment was performed at a pressure less 40 nTorr to prevent arcing within the electrode gap. In addition, operating at a low pressure helped to evaporate liquid films coating the particles, which allows the
surface tension force from Section 5.2.3 to be neglected. Figure 5.16 is a picture of the chamber.

![Image of the UHV chamber](image)

Figure 5.16: Picture the UHV chamber at the Space Electrodynamics and Tether Systems Laboratory at the University of Michigan.

5.5. Experimental Results

Before presenting the experimental results, it is important to remind the reader that the Lifshitz-van der Waals constant from Equation (5.8) is not well known for most material combinations. Further, in the cases of reported values, many authors are not in agreement. Therefore, this chapter does not assume any values for the Lifshitz-van der Waals constant when analyzing the results. Instead, values for the Lifshitz-van der Waals constant that best fit the experimental results are evaluated and used for comparison between the test cases. The threshold electric field for particle removal is defined as the field strength at which 50% of the particles in contact with the source electrode are removed.

Figure 5.17 and Figure 5.18 are plots showing the measured electric fields required for particle removal for all eight cases tested. Each plot shows the results for all four
particles tested against one of the two electrode materials. The solid black dots represent the electric field strength at which 50% of the particles tested were removed. The upper and lower dashes represent the electric field strengths at which 33% and 67% of the particles were removed, respectively. Each test case measured the threshold electric field of several hundred particles over several experimental runs, with the exception of the 305 μm particles, which used less than ten particles per experimental run due to the tendency of the particles to roll off of the electrode during setup. There is an estimated total error of approximately 5% in the measurements, which was determined with the sum of squares method. The error in the electric fields is due mostly to two error terms in the experimental setup. These error terms are as follows: the electrode gap separation (4.7%), and the applied voltage (0.1%).

Figure 5.17: Measured threshold electric fields for removal of spherical particles from a gold planar electrode when in the adhesion dominant regime.
The experimental data is plotted against the theoretical threshold electric fields when using the Lifshitz-van der Waals constants evaluated to provide the best fit. Table 5.2 lists the evaluated Lifshitz-van der Waals constants for the four material combinations used in Figure 5.17 and Figure 5.18. As predicted by the model, the threshold electric fields required for particle removal increase as the particle size decreases for each material combination. The evaluated Lifshitz-van der Waals constants for the tin particles lie within the expected range of 0.6 to 9 eV, but the evaluated values for the silver particles are slightly less than typical range. However, this may the be a result of a difference between the actual Lifshitz-van der Waals constants, surface roughness, and/or particle deformation, which are presented in the upcoming sections. Also, note that
changing the electrode material from gold to platinum has very little effect on particle adhesion.

<table>
<thead>
<tr>
<th>Material Combination</th>
<th>Lifshitz Constant (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>95Sn/5Sb – Au</td>
<td>4.3</td>
</tr>
<tr>
<td>95Sn/5Sb – Pt</td>
<td>3.9</td>
</tr>
<tr>
<td>Ag coated glass – Au</td>
<td>0.24</td>
</tr>
<tr>
<td>Ag coated glass – Pt</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 5.2: Lifshitz-van der Waals constants evaluated to match experimental data for all material combinations tested.

The spread of the threshold electric field required for particle removal is larger than expected. Figure 5.19 shows the percentage of particles removed as a function of the applied electric field for all eight test cases.

Figure 5.19: Plots of the particle removal efficiency as a function of applied electric field for all eight test cases.
To complement Figure 5.19, Table 5.3 lists the median threshold electric field strength for particle removal along with the electric field strengths required to remove 15%, 33%, 67%, and 85% of the particles.

<table>
<thead>
<tr>
<th>Particle Size and Materials</th>
<th>Required Electric Field to Remove Stated Percentage of Particles (MV/m)</th>
<th>15%</th>
<th>33%</th>
<th>50%</th>
<th>67%</th>
<th>85%</th>
</tr>
</thead>
<tbody>
<tr>
<td>305 μm Sn on Au</td>
<td>1.6 2.2 2.6 3.0 3.5</td>
<td>1.6</td>
<td>2.2</td>
<td>2.6</td>
<td>3.0</td>
<td>3.5</td>
</tr>
<tr>
<td>305 μm Sn on Pt</td>
<td>1.4 2.1 2.4 3.1 3.3</td>
<td>1.4</td>
<td>2.1</td>
<td>2.4</td>
<td>3.1</td>
<td>3.3</td>
</tr>
<tr>
<td>196 μm Ag on Au</td>
<td>0.53 0.63 0.68 0.73 0.85</td>
<td>0.53</td>
<td>0.63</td>
<td>0.68</td>
<td>0.73</td>
<td>0.85</td>
</tr>
<tr>
<td>196 μm Ag on Pt</td>
<td>0.48 0.53 0.63 0.70 0.88</td>
<td>0.48</td>
<td>0.53</td>
<td>0.63</td>
<td>0.70</td>
<td>0.88</td>
</tr>
<tr>
<td>102 μm Sn on Au</td>
<td>3.7 4.5 5.0 5.6 6.3</td>
<td>3.7</td>
<td>4.5</td>
<td>5.0</td>
<td>5.6</td>
<td>6.3</td>
</tr>
<tr>
<td>102 μm Sn on Pt</td>
<td>3.7 4.6 4.9 5.3 6.1</td>
<td>3.7</td>
<td>4.6</td>
<td>4.9</td>
<td>5.3</td>
<td>6.1</td>
</tr>
<tr>
<td>53 μm Ag on Au</td>
<td>1.1 1.5 1.9 2.4 3.6</td>
<td>1.1</td>
<td>1.5</td>
<td>1.9</td>
<td>2.4</td>
<td>3.6</td>
</tr>
<tr>
<td>53 μm Ag on Pt</td>
<td>1.0 1.4 1.8 2.5 4.5</td>
<td>1.0</td>
<td>1.4</td>
<td>1.8</td>
<td>2.5</td>
<td>4.5</td>
</tr>
</tbody>
</table>

Table 5.3: Threshold electric fields required to remove 15%, 33%, 50%, 67%, and 85% of the particles.

Potential reasons for the spread in the electric field required for particle removal, such as spread in particle size, particle and electrode surface roughness, and surface deformation are presented in the upcoming sections.

5.6. Variables of the Experiment

While the measured threshold electric fields trend as predicted by the model for each material combination, the evaluated Lifshitz-van der Waals constants for the two particle materials are quite different. The evaluated Lifshitz-van der Waals constants may be reasonable measurements of the actual values, but the difference may also be a result of uncontrolled variables in the experiment. In addition, the spread of the electric fields required for the removal of all the particles is quite large, which may also result from uncontrolled variables in the experiment. This section examines three variables in the
experiment and the following section is a discussion of how the Lifshitz-van der Waals constant is calculated.

5.6.1. Spread In Particle Size

The first experimental variable to consider is the spread in particle size, which may contribute to the spread in the electric fields required for particle removal. Using the tolerances on the particle diameters given in Table 5.1 and the predicted threshold electric field from Equation (5.26), the expected electric field spread can be calculated.

\[ E_{\text{spread,part}} = E_{\text{thresh}(r_{up})} - E_{\text{thresh}(r_{lo})} \]  

(5.28)

Using this expression, Table 5.4 lists the approximate expected electric field spread resulting from the particle size spread along with the measured spread to remove 15%-85% and 33%-67% of the particles.

<table>
<thead>
<tr>
<th>Particle Diameter (μm)</th>
<th>Electrode Material</th>
<th>Theoretical Spread (MV/m)</th>
<th>33%-67% Measured Spread (MV/m)</th>
<th>15%-85% Measured Spread (MV/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>305</td>
<td>Au</td>
<td>0.09</td>
<td>0.80</td>
<td>1.9</td>
</tr>
<tr>
<td>305</td>
<td>Pt</td>
<td>1.0</td>
<td>1.0</td>
<td>1.9</td>
</tr>
<tr>
<td>196</td>
<td>Au</td>
<td>0.07</td>
<td>0.10</td>
<td>0.33</td>
</tr>
<tr>
<td>196</td>
<td>Pt</td>
<td>0.18</td>
<td>0.18</td>
<td>0.40</td>
</tr>
<tr>
<td>102</td>
<td>Au</td>
<td>0.48</td>
<td>1.1</td>
<td>2.6</td>
</tr>
<tr>
<td>102</td>
<td>Pt</td>
<td>0.70</td>
<td>0.70</td>
<td>2.4</td>
</tr>
<tr>
<td>53</td>
<td>Au</td>
<td>0.13</td>
<td>0.90</td>
<td>2.5</td>
</tr>
<tr>
<td>53</td>
<td>Pt</td>
<td>1.1</td>
<td>1.1</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Table 5.4: The estimated spread in the threshold electric field due to the spread in particle size and the measured threshold electric field spread.
The calculations in Table 5.4 suggest that the spread in particle size can lead to a spread in the electric field, but not enough to account for the entire spread in the experimental data.

5.6.2. Particle and Electrode Deformation

The second experimental variable is possible deformation of the particle and/or the source electrode by compression. The model presented in Equation (5.8) assumes that the particle is a perfect sphere and that the electrode is a perfect plane, but, due to defects in the particle and/or the electrode, this is most likely not the case. The compression of either the particle or the electrode leads to a contact area between the two greater than just the point contact that is assumed. An increase in the contact area leads to an increase in the adhesion force. Figure 5.20 illustrates how a deformation of the particle and/or the electrode leads to a greater contact area.

![Figure 5.20: Illustration showing deformation of electrode (left) and particle (right).](image)

Approximating the change in the adhesion force due to the deformation of the particle and/or the electrode is not straightforward because the exact geometry after deformation has occurred is unknown and can be quite complex. To approximate the change in the
adhesion force resulting from deformation, all of the deformation is assumed to be at the bottom of the particle as shown in the right illustration of Figure 5.20. Using Equation (5.4), the additional adhesion force is calculated to be a function of the contact area radius, $r_c^7$.

$$F_{vdw, def} = \frac{hr_c^3}{8\pi z^3}$$

(5.29)

The total van der Waals adhesion force for a deformed particle is approximated as the sum of Equations (5.8) and (5.29).

$$F_{vdw, tot} = \frac{h}{8\pi z^2} \left( r + \frac{r_c^2}{z} \right)$$

(5.30)

Assuming that the electric force on the particle does not change significantly if the particle experiences a small deformation, which is appropriate as long as the deformation occurs at the bottom of the particle, the new threshold electric field is calculated by modifying Equation (5.26) and assuming that the particle is in the adhesion dominant regime.

$$E_{thresh, tot} = \sqrt{\frac{1}{r + \frac{r_c^2}{r^2 z^2}} \left( \frac{h}{z^2} \right) (0.0023)}$$

(5.31)

The deformation of the particle may lead to an error in the evaluated values of the Lifshitz-van der Waals constant from the experimental results. If the threshold electric
field is known, an expression for the Lifshitz-van der Waals constant can be obtained from Equation (5.31).

\[
    h = \frac{\varepsilon \kappa^2 r_{\text{thresh, tot}}^2}{(0.0023)(r_z + r_c^2)}
\]  

(5.32)

Using Equation (5.32), the percent error in the evaluated Lifshitz-van der Waals constants from the experimental results can be approximated, which is dependent only on the particle radius, the contact radius, and the minimum separation distance.

\[
    \text{Error} \approx \frac{h(r_c = 0) - h(r_c)}{h(r_c)} \approx \frac{r_c^2}{r_z}
\]  

(5.33)

Figure 5.21 is a plot of the percent error in the evaluated Lifshitz-van der Waals constants as a function of percent deformation of the particle for all four particles tested. The deformation of the particle is defined as the ratio of the contact area radius to the particle radius, r_c:r.
Figure 5.21: The estimated percent error of the evaluated Lifshitz-van der Waals constants due to deformation of the particle.

Figure 5.21 shows that just a slight deformation of the particle can lead to a very large error in the evaluated Lifshitz-van der Waals constant, which could be a large error in the evaluated values listed in Table 5.2.

In addition to increasing the error in the evaluated values for the Lifshitz-van der Waals constant, the particle deformation may also be a source of the spread in the electric field required to remove all the particles. This spread is calculated by finding the difference between Equations (5.26) and (5.31).

\[
E_{\text{spread,def}} = E_{\text{thresh}}(r) - E_{\text{thresh,he}}(r,r_c)
\]  
(5.34)
Using Equation (5.34), Figure 5.22 plots the approximate expected threshold electric field spread resulting from particle deformation for all 4 particles tested. The figure assumes Lifshitz-van der Waals constants of 4.0 and 0.2 eV for the 95Sn/5Sb and Ag particles, respectively.

Figure 5.22: The estimated spread in the threshold electric field due to deformation of the particle.

Comparing the theoretical spread in the electric field with the measured spread from Table 5.3, it is very possible that a small deformation could make significant contributions.

To make a first order approximation of the particle deformation, the Hertzian theory of elastic deformation can be used. This theory predicts the contact radius, \( r_c \), to be a
function of the adhesion force, the particle radius, the Young’s modulus (E₁ and E₂) and,
the Poisson’s ratio (ν₁ and ν₂) of the two materials in contact.82

\[ r_c = \left( \frac{3F_{vdw} r}{4E^*} \right)^{\frac{1}{3}}, \quad E^* = \left[ \frac{(1 - \nu_1^2)}{E_1} + \frac{(1 - \nu_2^2)}{E_2} \right]^{-1} \] (5.35)

The predicted contact radius is further simplified by substituting the van der Waals force
from Equation (5.8) into Equation (5.35).

\[ r_c = \left( \frac{3hr^2}{32\pi^2 E^*} \right)^{\frac{1}{3}}, \quad E^* = \left[ \frac{(1 - \nu_1^2)}{E_1} + \frac{(1 - \nu_2^2)}{E_2} \right]^{-1} \] (5.36)

Table 5.5 lists the Young’s Modulus and Poisson’s ratio of the particle and electrode
materials used in the experiments.

<table>
<thead>
<tr>
<th>Material</th>
<th>Young’s Modulus</th>
<th>Poisson’s Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silver</td>
<td>83 GPa</td>
<td>0.37</td>
</tr>
<tr>
<td>Tin</td>
<td>50 GPa</td>
<td>0.36</td>
</tr>
<tr>
<td>Gold</td>
<td>78 GPa</td>
<td>0.44</td>
</tr>
<tr>
<td>Platinum</td>
<td>168 GPa</td>
<td>0.38</td>
</tr>
</tbody>
</table>

Table 5.5: Reported values of the Young’s Modulus and Poisson’s ratio of the
materials used in the experimental section.66

Finally, the first order predictions of the contact radii between the particles and electrode
surfaces of all eight test cases are calculated and listed in Table 5.6 using the measured
values of the Lifshitz-van der Waals constants from Table 5.2.
Table 5.6: First order predicted contact radii between particles and electrodes.

The predicted contact radii suggest that the particles will deform on the order of a few tenth of a percent, which, according to Figure 5.21, can produce significant changes in the required electric fields to overcome adhesion.

5.6.3. Particle and Electrode Surface Roughness

The final possible cause for the electric field spread that is discussed in this chapter is the surface roughness of both the particle and the electrode surface. The surface roughness of the materials in contact can lead to an increase or decrease in the adhesion van der Waals force depending on their relative roughness and alignment. Due to the complexity and large number of variations of surface roughness and alignments, it is not possible to provide a general relationship between the adhesion force and the materials surface roughness. Only in the case when the exact geometry of the two surfaces is known, can Equation (5.4) be integrated to find the adhesion force.

Figure 5.23 illustrates four possible surface orientations between the electrode surface and the particle. Note that the examples discussed here are not all inclusive and there exists many other possible surface orientations that may lead to a change in the adhesion force.
Sketch (a) from Figure 5.23 illustrates two possible situations. First, it is possible that the particles are much smaller than the surface roughness of the source electrode. In this case, the particles may fit between the peaks and valleys of the electrode, which increases the contact area and increases the adhesion force. Second, it is possible that the particles are much larger than the surface roughness and sit on the peaks of the electrode, which decreases the contact area and decreases the adhesion force. Picture (b) illustrates a case when the surface roughness of the electrode is much less than the particle size and the surface roughness of the particle is significant. This decreases the contact area and the adhesion force. Picture (c) illustrates a case when the surface roughness of the particle and the electrode are approximately the same and are aligned so that the peaks of the
particle fit into the valleys of the electrode. Again, this increases the contact area and the adhesion force. Picture (d) illustrates a case when the surface roughness of the particle and the electrode are approximately the same and are aligned so that the peaks of the particle and electrode are touching. This decreases the contact area and the adhesion force.

As stated earlier, there exist many other possible orientations between the particle and electrode surfaces, and their effects on the adhesion force can be determined by understanding how the contact area changes. Since the surface roughness affects the adhesion force by changing the contact area, it is reasonable to expect that the error in the evaluated values for the Lifshitz-van der Waals constants and the resulting spread of the electric field required for particle removal could be quite large. Based on the SEM images of the particles’ surfaces from Figure 5.13 and the AFM surface profiles of the electrodes from Figure 5.15, it is reasonable to assume that the experimental cases matched case (b) from Figure 5.23 the best where the electrode surface roughness is much less than the particle size, but the particle surface roughness is significant.

Figure 5.13 is a set of SEM photographs of the particles used for this chapter and Figure 5.15 is an AFM surface profile of the source electrodes. The particles all have surface defects on the order of what appears to be microns, but note that the defects on the silver coated glass spheres are much larger than on the 95Sn/5Sb particles. Both electrode surfaces have a surface roughness on the order of 20 nm.

When the particle surface is much rougher than the electrode surface, the result may increase the total separation between the particle and the electrode surface, $z$. This is a result of the surface roughness acting as standoffs. To understand how the separation
between the surfaces influences the adhesion force, Figure 5.24 plots the van der Waals adhesion force from Equation (5.8) as a function of the separation for all of the tested particles. Recall that the model typically uses a separation of 4 Angstroms when the surfaces are smooth.

![Image](image_url)

**Figure 5.24:** Van der Waals adhesion force as a function of the separation. The four curves are for the four particles tested.

Figure 5.24 suggests that as the separation between the surfaces increases, which could be a result of a large surface roughness, the adhesion force decreases. For example, increasing the separation from 4 Angstroms to 4 nm decreases the adhesion force by a factor of 100.

Based on the analysis presented in this subsection, it is possible that the evaluated values for the Lifshitz-van der Waals constants deviate from the actual values due to the
deformation of the particles and/or the electrode and the surface roughness of particles and the electrode. The large spread in the electric field required for particle removal is most likely contributed to significantly by the same two experimental variables, and to a lesser extent, the spread in particle size.

5.7. Lifshitz-van der Waals Constant

As discussed in a previous section, the Lifshitz-van der Waals constant is used to calculate the van der Waals force between two macroscopic materials and is a measure of the energy of the van der Waals interaction.\textsuperscript{72} For materials in atmosphere or vacuum, its value generally ranges from 0.6 to 9.0 eV and is obtained using dielectric spectroscopy.\textsuperscript{84,85} According to Visser,\textsuperscript{81} the Lifshitz-van der Waals constant between materials a and b when in medium c is dependent on the dielectric constant, $\varepsilon(i\xi)$, along the imaginary frequency axis, $i\xi$, of each material.

\begin{equation}
    h_{acb} = \hbar \int_{0}^{\infty} \left[ \frac{\varepsilon_a(i\xi) - \varepsilon_c(i\xi)}{\varepsilon_a(i\xi) + \varepsilon_c(i\xi)} \right] \left[ \frac{\varepsilon_b(i\xi) - \varepsilon_c(i\xi)}{\varepsilon_b(i\xi) + \varepsilon_c(i\xi)} \right] d(i\xi) \tag{5.37}
\end{equation}

$\varepsilon(i\xi)$ is a function of the complex component of the material’s dielectric constant, $\varepsilon''(\omega)$.\textsuperscript{86}

\begin{equation}
    \varepsilon(i\xi) = 1.0 + \frac{2}{\pi} \int_{0}^{\infty} \frac{\omega \varepsilon''(\omega)}{\omega^2 + \xi^2} d\omega \tag{5.38}
\end{equation}

When in vacuum, $\varepsilon_c(i\xi)$ goes to 1.
Calculating the Lifshitz-van der Waals constant is beyond the scope of this chapter, but is known to be difficult due to the lack of accurate optical data.\textsuperscript{81} Values for individual materials, $h_{aca}$, have been approximated for many materials using various methods to simplify the calculation of Equations (5.37) and (5.38). If the Lifshitz-van der Waals constant is known for two individual materials, its value between them, $h_{acb}$, can be approximated.\textsuperscript{81}

$$h_{acb} = \sqrt{h_{aca} h_{pbc}}$$ \hspace{1cm} (5.39)

Table 5.7 lists the ranges of published values of the Lifshitz-van der Waals constants, $h_{aca}$, for several materials when in vacuum as calculated by several different authors and reported by Visser\textsuperscript{81} and Bowling\textsuperscript{74}.

<table>
<thead>
<tr>
<th>Material</th>
<th>Lifshitz-van der Waals Constant (eV)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag</td>
<td>4.3-10.5</td>
<td>[87], [88], [84]</td>
</tr>
<tr>
<td>Au</td>
<td>7.7-11.9</td>
<td>[88], [87]</td>
</tr>
<tr>
<td>Cu</td>
<td>7.4-8.5</td>
<td>[84]</td>
</tr>
<tr>
<td>Fe</td>
<td>5.5</td>
<td>[88]</td>
</tr>
<tr>
<td>Ge</td>
<td>6.4-7.8</td>
<td>[89], [84]</td>
</tr>
<tr>
<td>Hg</td>
<td>11.3</td>
<td>[88]</td>
</tr>
<tr>
<td>Pb</td>
<td>5.6</td>
<td>[88]</td>
</tr>
<tr>
<td>Se</td>
<td>2.0-5.1</td>
<td>[90], [87]</td>
</tr>
<tr>
<td>Si</td>
<td>5.8-7.2</td>
<td>[87], [91], [84]</td>
</tr>
<tr>
<td>Sn</td>
<td>5.7</td>
<td>[88]</td>
</tr>
<tr>
<td>Te</td>
<td>3.7</td>
<td>[91]</td>
</tr>
</tbody>
</table>

Table 5.7: List of ranges of published values of the Lifshitz-van der Waals constant for many materials.

Note that the large ranges of reported Lifshitz-van der Waals constants are a result of lack of optical data and the limits of the simplifying approximations used.

Using Equation (5.39) and the values from Table 5.7, the expected ranges of the Lifshitz-van der Waals constants for a couple of the experimental material combinations
are calculated and listed in Table 5.8. For comparison, the evaluated values of the Lifshitz-van der Waals constants from the experimental results are included in the table.

<table>
<thead>
<tr>
<th>Materials</th>
<th>Predicted Lifshitz-van der Waals Constant (eV)</th>
<th>Evaluated Lifshitz-van der Waals constant (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au-95Sn/5Sb</td>
<td>6.6-8.2</td>
<td>4.3</td>
</tr>
<tr>
<td>Au-Ag</td>
<td>5.8-10.3</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 5.8: List of ranges of the expected values of the Lifshitz-van der Waals constant for select test cases compared with the evaluated values.

Note that the evaluated Lifshitz-van der Waals constants lay outside the range of predicted values for the given material properties. The evaluated values for the tin particles are on the same order of magnitude as predicted, but the evaluated values for the silver particles an order of magnitude less than predicted. The discrepancy with the silver particles is likely a result of the particles’ rough surfaces. There is also possible uncertainty in the evaluated values as discussed in the previous subsection. But, according to Visser:

“Comparison of the theoretically calculated Lifshitz-van der Waals/Hamaker constants with those derived from experiments show that in a large number of cases the values from colloid [particles] chemistry and surface tension measurements deviate substantially from the theoretically calculated ones. This finding is a clear indication that the interpretations used for their calculation are based on incomplete theories.”

5.8. Effects of the van der Waals Adhesion Force on Micro- and Nano-Particle Thrusters

The experimental results show that spherical particles down to at least 50 microns in diameter can be removed from a source electrode by way of a high strength applied electric field. In addition, theory predicts that when restricting the background electric field to approximately 100 MV/m, which is approximately one order of magnitude less
than the threshold for electron emission, the minimum removable particle diameters are on the order of hundreds and tens of nanometers when assuming Lifshitz-van der Waals constants of 9 eV and 0.6 eV, respectively. Of course, future experiments need to confirm the possibility of removing particles of this size scale as it is unclear at which point the particles can no longer be modeled as macroscopic and need to be treated at the molecular level.

Assuming, for now, that the model is reasonably reliable for particles at tens and hundreds of nanometers, it is possible to predict the maximum specific impulse attainable by micro- and nano-particle thrusters using the no liquid configuration, which depends on the particle charge-to-mass ratio and the accelerating voltage.

Table 5.9 lists the maximum expected specific impulses (Equation (2.28)) attainable when using the minimum removable particle diameters from Section 5.3.2. The background electric field is 100 MV/m, the accelerating voltage is 40 kV, and the particle density is 1,000 kg/m³.

<table>
<thead>
<tr>
<th>Particle Diameter (nm)</th>
<th>Lifshitz van-der Waals Constant (eV)</th>
<th>Specific Impulse (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>450</td>
<td>9.0</td>
<td>130</td>
</tr>
<tr>
<td>30</td>
<td>0.6</td>
<td>500</td>
</tr>
</tbody>
</table>

Table 5.9: The predicted specific impulse when using the smallest removable particles from the source electrode by electric force only.

The specific impulse values listed in Table 5.9 are the upper theoretical limits when using only an electric force to overcome the van der Waals adhesion force with a planar source electrode and assuming Lifshitz constants of 9 eV and 0.6 eV. Current and future work involves lowering the required electric field for particle removal by way of a vibrational source. This should allow the removal of smaller particles and make it
possible to reach higher specific impulses. This is beyond the scope of this thesis, but is currently being investigated by Liu.\textsuperscript{62}

5.9. Conclusion

A method of removing spherical conducting particles from a planar source electrode by way of applied electric fields was investigated for use with micro- and nano-particle thrusters. For conducting particles in a dry environment, the dominant adhesion force between the particles and the source electrode is the van der Waals force, which scales directly with the particle size. The electric force responsible for particle removal scales directly with the square of the particle size, suggesting that as the particle size decreases, the required electric field for removal increases. The models developed predict that particles with diameters down to tens or hundreds of nanometers can be removed from a planar electrode, which may be capable of providing specific impulses upwards of 500 seconds. Note that there may exist other methods of reducing the particle size or improving the particle charge-to-mass ratio to allow for higher specific impulses.

To investigate the particle removal model, eight test cases, involving 4 particle sizes and 2 electrode materials, were studied. The tests agreed reasonably well with the model when using values of the Lifshitz-van der Waals constants close to the expected ranges for all materials. But, most of the values evaluated from the experimental data disagree with published values for the specific material combinations. Note that many authors are not in agreement on the published values. In addition, the spread in the electric fields required to remove particles was large. The possible error in the Lifshitz-van der Waals constants and the spread of the electric fields may be attributed primarily to the surface
roughness and deformation of both the particles and the electrode. Due to the wide range of variability, it will be essential to measure the lift-off electric field when new particles and electrode materials are used.

Using high strength electric fields to remove conducting particles from a source electrode by overcoming the van der Waals adhesion force for use with micro- and nano-particle thrusters appears promising.
Chapter 6
Dry Particle Transport

6.1. Introduction

As a result of the insulating liquid configuration studies discussed in Chapter 4, which presented the challenges of extracting micro- and nano-particles through a liquid surface, and the no liquid configuration studies discussed in Chapter 5, which presented the promise of removing micro- and nano-particles from electrode surfaces, the no liquid configuration became the central research focus. Therefore, methods of transporting dry particles while preventing the particles from clumping together are important topics for the no liquid configuration. This chapter investigates two possible methods of transportation. The first method utilizes the electric force on uncharged particles that arises from the gradient in the electric field, and the second method uses a simple method of expelling the particles through micro- and nano-sieves. In addition to theoretical discussions, this chapter presents simple proof-of-concept experiments for each method.

6.2. Particle Transport Using the Gradient in an Applied Electric Field

This section investigates the possibility of transporting individually uncharged spherical particles from a storage area to the charging and accelerating zones by way of the electric force that arises from the gradient in an applied electric field, and begins by presenting a derivation of the gradient force on uncharged conducting and insulating
spherical particles.\textsuperscript{93} Next, it is shown that this method of particle transport may provide a technique of maintaining a separation between particles.\textsuperscript{94} Two methods of generating the required electric field gradients are investigated, and one is demonstrated using a simple proof-of-concept experiment.

6.2.1. Gradient Force on Individual Uncharged Spherical Particles

It is important to note that the gradient force on spherical particles has previously been derived and is a highly researched area in the field of optical tweezers and particle manipulation.\textsuperscript{95,96} Previous research has shown that an uncharged particle subjected to a gradient in an electric field, experiences a force pulling the particle to the location of the maximum intensity of the electric field as depicted in Figure 6.1. In the Rayleigh regime, where the electric field gradient is approximately uniform over the particle dimension,\textsuperscript{97} the force arises from polarization or separation of charge within the particle, which acts as a point electric dipole moment. The electric force from the applied electric field acting on the separated charge is not uniform and is stronger in the region where the external electric field is strongest, resulting in a net force towards higher intensity electric fields.
Figure 6.1: An uncharged spherical particle subjected to a gradient in the electric field experiences a force pulling it to the region of maximum intensity.

Before beginning the derivation, several assumptions, which are listed below, are imposed for simplification purposes and to help clarify the problem.

- **There is no applied magnetic field:**

  Most derivations use an applied magnetic field in addition to the electric field, but this derivation assumes that there is no applied magnetic field.

- **The particle is uncharged:**

  The particle has a net charge of zero, but does become polarized in the presence of an electric field.

- **The particle is in the Rayleigh regime and can be approximated as a point electric dipole moment in a uniform electric field.**

  The particle size is small compared to the electric field gradient so that the external electric field can be approximated as constant over the dimension of the particle when determining the electric dipole moment.
The derivation begins with the Lorentz force, with the magnetic field set equal to zero:\textsuperscript{100}

$$\vec{F} = q\vec{E}$$ \hspace{1cm} (6.1)

Because the particle is uncharged and polarized, the Lorentz force is rewritten in terms of the electric dipole moment of the particle, \(p\). Figure 6.2 illustrates an arbitrary electric dipole with charges of \(\pm q'\) separated by a distance \(d'\) and subjected to a non-uniform electric field.

Figure 6.2: Electric dipole with charges \(\pm q'\) separated by a distance \(d'\) and subjected to a non-uniform electric field.

The net force acting on the dipole is calculated by summing the forces acting on each charge.
\[ \mathbf{F} = q \left[ \mathbf{E}(\mathbf{r}') + \nabla \mathbf{E} - \mathbf{E}(\mathbf{r}') \right] \] (6.2)

Equation (6.2) is approximated in terms of the gradient of the electric field magnitude and the electric dipole moment of the particle.\textsuperscript{101}

\[ \mathbf{F} = q' (\mathbf{E}(\mathbf{r}') + \nabla \mathbf{E} - \mathbf{E}(\mathbf{r}'))) = q' \mathbf{d} \cdot \nabla \mathbf{E} = \mathbf{p} \cdot \nabla \mathbf{E} \] (6.3)

The gradient force acting on an uncharged particle is finalized by substituting in the electric dipole moment of the particle. In the case of an insulating sphere, the dipole moment has been shown to be dependent on the particle size, the dielectric constant of the particle, \( \varepsilon_p \), and the surrounding medium, \( \varepsilon \), and the strength of the electric field in the surrounding medium.\textsuperscript{102,99}

\[ \mathbf{p}_{\text{ins, sph}} = 4\pi r^3 \varepsilon \left( \frac{\varepsilon_p - \varepsilon}{\varepsilon_p + 2\varepsilon} \right) \mathbf{E} \] (6.4)

Combining Equations (6.3) and (6.4), and using a vector identity, the net gradient force on an uncharged insulating spherical particle is determined.\textsuperscript{102,99}

\[ \mathbf{F}_{\text{grad, ins, sph}} = 2\pi r^3 \varepsilon \left( \frac{\varepsilon_p - \varepsilon}{\varepsilon_p + 2\varepsilon} \right) \nabla \mathbf{E}^2 \] (6.5)
The gradient force on a conducting sphere follows the derivation for the force on an insulating sphere with the only difference being the electric dipole moment. The electric dipole moment is defined as a function of the charges and the separation between them.\textsuperscript{38}

\[
\bar{p} = q \vec{d}
\]  
(6.6)

When a conducting sphere is subjected to an external electric field, free charges within the particle distribute over the surface of the sphere in order to cancel out all internal electric fields. The magnitude of the charge separation and the distance that the charge separates can be integrated over the surface of the sphere to calculate the particle’s electric dipole moment. Figure 6.3 shows a conducting sphere subjected to a uniform external electric field.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{sphere_field.png}
\caption{Conducting sphere subjected to a uniform external electric field.}
\end{figure}

The differential dipole moment element, \(dp\), at \(\theta\) is dependent on the surface charge density, \(\rho_s(\theta)\), the differential area element, \(dA\), and the charge separation, \(z(\theta)\).
\[ d\rho = \rho_s(\theta) \vec{z}(\theta) dA \]  

(6.7)

The surface charge density is dependent on the magnitude of the electric field at the surface of the particle and the dielectric constant of the surrounding medium. \(^{103}\) Recall from Chapter 2 that the surface electric field is normal to the particle surface.

\[ \rho_s(\theta) = \hat{\vec{r}} \cdot \varepsilon \vec{E}_s(\theta) = \varepsilon E_s(\theta) \]  

(6.8)

The magnitude of the electric field at the surface of the particle is dependent on the magnitude of the external electric field and a field-focusing factor, which is a function of \( \theta \) and similar to the field-focusing factors examined for particle charging in Chapter 2 and the electric force on a particle in Chapter 5.

\[ E_s(\theta) = \alpha_p(\theta) \frac{E}{|E|} = \alpha_p(\theta) E \]  

(6.9)

The charge separation within the particle is dependent on the particle size, \( \theta \), and is in the direction of the external electric field.

\[ \vec{z}(\theta) = \frac{\vec{E}}{|E|} 2r \cos(\theta) \]  

(6.10)

Equation (6.7) is simplified by substituting in Equations (6.8), (6.9), and (6.10).
\[ d\bar{p} = 2er\bar{E}\alpha_p(\theta)\cos(\theta)dA \quad (6.11) \]

Equation (6.11) is integrated over the surface of the particle to calculate its effective electric dipole moment.

\[ \bar{p} = \int_0^{\frac{\pi}{2}} \int_0^{\frac{\pi}{2}} 2er\bar{E}\alpha_p(\theta)\cos(\theta)r^2 \sin(\theta)d\theta d\phi \quad (6.12) \]

Equation (6.12) is simplified by pulling all \( \theta \) independent function out of the integral.

\[ \bar{p} = 4\pi r^3 e\bar{E} \int_0^{\frac{\pi}{2}} \alpha_p(\theta)\sin(\theta)d\theta \quad (6.13) \]

Before the integral in Equation (6.13) can be evaluated, the field-focusing factor must be investigated. The parameter \( \alpha_p(\theta) \) was investigated for conducting spherical particles in the setup shown in Figure 6.3 by employing COMSOL®️, a multi-physics simulation environment. The simulation was created in a 2-dimensional environment with axial symmetry and used parallel electrodes to generate the uniform background electric field with the particle located at the midpoint between the electrodes. The electrode gap was chosen to be much larger than the particle diameter to ensure that the electrode gap did not influence the electric fields at the particle surface. The width of the simulation environment was set to 10 times the electrode gap to minimize field screening due to edge effects, and the simulation cell size was chosen through trial and error to ensure that the simulation solution was not a function of cell size, but truly represents the
expected results. Note that this simulation is an extension to the simulations presented in Chapters 2 and 3.

It is expected that the absolute value of $\alpha_p(\theta)$ is maximum at the top ($\theta=0^\circ$) and bottom ($\theta=180^\circ$) of the particle where the external electric field is normal to the particle surface, and is minimum at the sides ($\theta=90^\circ$) of the particle where the external electric field is perpendicular to the particle surface. Figure 6.4 is a plot of $\alpha_p(\theta)$ as a function of $\theta$.

![Figure 6.4: Field-focusing factor on a conducting spherical particle in a uniform background electric field.](image)

The plot suggests that the magnitude of the field-focusing factor ranges from 0 at $\theta = 90^\circ$ to 3 at $\theta = 0^\circ$ and $\theta = 180^\circ$. As expected, the average field-focusing factor is 0, which is
a result of the particle having zero net charge. The integral from Equation (6.13) is approximated numerically using the data from Figure 6.4.

\[
\int_{0}^{\frac{\pi}{2}} \alpha_p(\theta) \cos(\theta) \sin(\theta) d\theta \approx \sum_{\theta=0}^{\frac{\pi}{2}} \alpha_p(\theta) \cos(\theta) \sin(\theta) \Delta \theta \approx 1 
\] (6.14)

The electric dipole moment of a conducting particle in a uniform background electric field is determined by substituting Equation (6.14) into Equation (6.13).

\[
\vec{p} \approx 4\pi r^3 \varepsilon \vec{E} 
\] (6.15)

Finally, the gradient force on a conducting sphere is determined by substituting Equation (6.15) into Equation (6.3) and using a vector identity.\textsuperscript{104}

\[
\vec{F}_{grad,cond,sph} = 2\pi r^3 \varepsilon \nabla E^2 
\] (6.16)

Note that the result from Equation (6.16) is consistent with Equation (6.5) when the dielectric constant of the particle is allowed to go to infinity. The electric field can be either time dependent or time independent, which will be discussed in further detail in the upcoming sections.

6.2.2. Maintaining Separation Between Uncharged Particles

It is important to maintain a separation between the uncharged particles once they reach the charging zones to ensure that all particles achieve the same charge-to-mass ratio
and final exhaust velocity, which was presented in Chapter 2. The use of the gradient force as a method of particle transport may lend itself nicely to maintaining particle separation. Previous research has shown, both theoretically and experimentally, that uncharged spherical particles subjected to either uniform or gradient electric fields experience either an attractive or repulsive force depending on the particles’ orientation relative to the direction of the applied field, as depicted by Figure 6.5.\textsuperscript{104} The relative force between two conducting spherical particles is determined by examining the effects of the electric field generated by one particle on a second particle.

\begin{equation}
\vec{E}_{\text{dipole}} = \frac{1}{4\pi\epsilon r'^3} \left[ 3(\vec{p} \cdot \hat{r}')\hat{r}' - \vec{p} \right]
\end{equation}

\textbf{Figure 6.5: Two conducting spherical particles modeled as electric dipoles induced by an applied electric field.}

The electric field generated by a spherical conducting particle modeled as an electric dipole is dependent on the particle’s dipole moment and the distance from the particle.\textsuperscript{100}
Recall that the dipole moment of the conducting spherical particle is given by Equation (6.15), which simplifies Equation (6.17) to a function of the background electric field.

\[ \vec{E}_{\text{dipole}} = \vec{E} \frac{r^3}{r^3} \left[ \hat{r}' 3 \cos \theta - \frac{\vec{E}}{E} \right] \]  

(6.18)

The potential energy of the second particle due to the electric field generated by the first particle is a function of the particles’ dipole moments.\(^{100}\)

\[ U_{\text{dipole}} = -\vec{p} \cdot \vec{E}_{\text{dipole}} \]  

(6.19)

Equation (6.19) is simplified by substituting in Equations (6.15) and (6.18).

\[ U_{\text{dipole}} = \frac{4 \pi \varepsilon r^6}{r^3} E^2 (1 - 3 \cos^2 \theta) \]  

(6.20)

Finally, the force between two conducting spherical particles modeled as electric dipoles subjected to an applied electric field is calculated from Equation (6.20).\(^{104}\)

\[ F_{\text{dipole}} = \frac{12 \pi \varepsilon r^6}{r^4} E^2 \left[ \hat{r}'(1 - 3 \cos^2 \theta) - \hat{\theta}(2 \cos \theta \sin \theta) \right] \]  

(6.21)

Figure 6.6 is a plot of the radial and tangential components of the force between the spherical particles normalized to the maximum force. A positive value represents a repulsive force and a negative value represents an attractive force.
Figure 6.6: Normalized radial and tangential components of the force between two conducting spherical particles.

Figure 6.6 suggests that the radial force is attractive between the particles when $\theta$ is less than approximately $54.7^\circ$ or greater than approximately $125.3^\circ$, and repulsive when $\theta$ ranges from $54.7^\circ$ to $125.3^\circ$. In addition, the tangential force works to align the particles with the external electric field. This analysis suggests that it may be possible to maintain separation between uncharged spherical particles during transport as long as the particles are maintained in the same plane ($\theta = 90^\circ$), which is normal to the applied electric field.

One method of maintaining the particles in the same plane is to transport the particles in contact with a planar surface. The exact design of a transport system is beyond the scope of this thesis, but it is possible to imagine a system that uses the adhesion force,
which was discussed in Chapter 5, to hold the particles in contact with a planar surface and uses an applied electric field, which is normal to the surface, to transport the particles via the gradient force and to help maintain proper particle separation. The particles may roll or drag along the planar surface depending on the coefficients of friction. Note that the theoretical analysis presented here assumes that the planar surface is a perfect insulator with a low dielectric constant and is taken to be infinitely thin. In addition, no charge accumulates on the interface between the mediums. These assumptions allow the analysis to neglect the affects of the dielectric surface on the shape and strength of the electric field. Of course in a real work application, these affects would need to be taken into account, but they are neglected for the sake of this analysis.

6.2.3. Methods of Particle Transport Utilizing the Gradient Force

This subsection investigates two methods of generating the non-uniform electric fields required to transport particles with the gradient force along a planar surface. Recall from Section 6.2.2 that the radial force repels the particles when they are maintained in the same plane that is normal to the applied electric field. Figure 6.7 is a one-dimensional model depicting the infinitely thin dielectric planar surface, which coincides with the x-y plane, the particles that are adhered to the surface, and the applied electric field in the z-direction. Note that the electric field is normal to the surface and is only a function of x.
Figure 6.7: Particles are maintained in contact with a planar surface, which is normal to the applied electric field, during transport.

Assuming that the dielectric planer surface is infinitely thin and does not affect the shape or strength of the applied electric field, the gradient force on the conducting spherical particles is reduced to one-dimension from Equation (6.16).

\[
\vec{F}_{\text{grad,cond,sph}} = \hat{x}2\pi r^3 \varepsilon \frac{d}{dx} E^2
\]  

(6.22)

When the particles are in contact with the planar surface, the force resisting movement parallel to the surface is the frictional force, which is dependent on the normal force and the coefficient of friction.

\[
F_f = \mu_f F_N
\]  

(6.23)

The normal force is the force holding the particle and surface together, which is the sum of the adhesion and gravitational forces, presented in Chapter 5. Recall that for most micro- and nano-particles that the adhesion force is much greater than the gravitational force.
The coefficient of friction between micro- and nano-particles and the surface is difficult to determine because it is highly dependent on many parameters that are difficult to control, such as the particle and surface materials and roughness. In addition, the coefficient of friction depends on whether the particle slides or rolls along the surface. One source reported the coefficient of friction of pitch carbon microspheres with average diameters of 200 microns against steel 4130 to range from 0.12 to 0.38 depending on the particle velocity.\textsuperscript{105} The analysis presented in this section assumes a coefficient of friction equal to 1 to provide a conservative approximation.

There exist many methods of generating gradients in an electric field that can be used to create a gradient force on micro- and nano-particles. Perhaps the most used method is though a laser system, which is a highly researched area for use with optical tweezers, which control and trap individual particles.\textsuperscript{106} But, a laser system may not be an ideal method for use with micro- and nano-particle thrusters due to the large number of particles requiring transport. The following subsection investigates creating the non-uniform electric fields by generating standing waves or applying potential differences across non-uniform geometries. Note that the applied electric field can be time independent or dependent. For the case of a time dependent field, the force on the particles does change over time, but a time-average value can be calculated to determine the average force on the particles.
Another previously researched area of moving particles with the gradient force is by creating a standing wave,\(^{94}\) which can be created with a simple antenna and a cavity resonator. The basic equation of a standing wave in one-dimension is dependent on time, the wave number, frequency, and the position.

\[
E_{sw}(x,t) = E_o \cos(\omega t) \sin(kx) \tag{6.25}
\]

The gradient force from a standing wave is determined by substituting Equation (6.25) into Equation (6.22).

\[
F_{sw}(x,t) = \hat{x}2\pi r^3 \varepsilon \varepsilon_o E_o^2 k \cos^2(\omega t) \sin(2kx) \tag{6.26}
\]

The time average gradient force on a conducting spherical particle is determined from Equation (6.26).\(^{94}\)

\[
\langle F_{sw}(x) \rangle = \hat{x} \pi r^3 \varepsilon \varepsilon_o E_o^2 k \sin(2kx) \tag{6.27}
\]

Equation (6.27) indicates that to increase the gradient force, the amplitude of the wave should be increased and the wavelength should be decreased. The wavelength is constrained with regards to the particle size. Recall from Section 6.2.1 that the electric field gradient is assumed to be small compared to the particle size in the Rayleigh regime, which requires the wavelength to be much greater than the diameter of the particles. Typically, the wavelength is at least ten times larger than the particle diameter. Figure
6.8 is a plot of the standing wave and the resulting gradient force both normalized to their respective maximum values over one and one-half wavelengths.

As expected, the gradient force pulls the particles to the maximum field strength locations. Note that the force on the particles is zero at the maximum strength locations as well as the nodes. The gradient force is strongest at the midpoints between the peaks and nodes.

Assuming that the particles are adhered to an infinitely thin dielectric planar surface that is normal to the applied electric field (Figure 6.7), the required electric field amplitude to slide or roll a spherical particle across the planar surface is approximated with the normal force given by Equation (6.24) with a coefficient of friction of 1 and the gradient force given by Equation (6.27).
\[ E_{\text{thresh}} \approx \sqrt{\frac{h\lambda}{16\pi^3\varepsilon_0 r^2 z^2}} + \frac{2\rho g\lambda}{3\pi\varepsilon_0} \]  

Similar to the particle extraction through a liquid surface from Chapter 4, and the removal of a particle from a dry surface from Chapter 5, the required amplitude of the standing wave can be separated into two components, the adhesion term and the gravitational term. In this case, the adhesion term scales inversely with the particle size and the gravitational term is independent of the particle size. Figure 6.9 is a plot of the calculated electric field threshold to transport conducting spheres as a function of particle diameter in the adhesion dominant regime. The four curves represent wavelengths of 10 μm, 100 μm, 1 mm, and 10 mm. The Lifshitz constant is taken as 9 eV, and the distance between the particle and the planar surface is 4 Angstroms.
Figure 6.9: Threshold amplitude of a standing wave required to move a particle across a planar surface.

Figure 6.9 suggests that particles at the micron scale and below require electric field amplitudes on the order of hundreds of megavolts per meter and greater to achieve transport across the planar surface, which may be very difficult to produce without inducing an electrical breakdown.

The analysis presented in this subsection indicates that using sinusoidal standing waves alone to transport micro- and nano-particles across a planar surface may not be feasible, but it is possible that the addition of a mechanical vibration source may reduce the required field strengths.⁶²
6.2.3.2. Gradient Forces from High Aspect Ratio Posts

Another method of generating strong gradients in an electric field is by using high aspect ratio posts. The electric field intensification is greatest at the post tip and decreases quickly with the distance from the post tip. Figure 6.10 is one possible setup that utilizes an array of opposed high aspect ratio posts biased oppositely to produce strong electric fields. This model is two-dimensional extending infinitely in the y-direction.

![Figure 6.10: Possible setup using high aspect ratio posts to generate strong gradients in the electric field. An infinitely thin dielectric planar surface coincides with the x-y plane](image)

The particles are confined to the infinitely thin dielectric planar surface that coincides with the x-y plane, and the gradient forces pull the particle to the regions of highest electric field strength, which are the points directly between and centered on the posts. If the pairs of opposed posts can be biased independently, it may be possible to transport particles along the x-axis by stepping the voltage along the post pairs in the desired direction of travel. To examine this possibility, the force on a particle as a function of x in the x-y plane resulting from a single biased post pair is investigated.
To determine if the geometry shown in Figure 6.10 can provide sufficient force to transport particles, a simulation pushing what state-of-the-art MEMS fabrication can achieve when creating narrow high aspect ratio posts is tested.\textsuperscript{107,108,109,110} The simulation was performed using a two-dimensional geometry with COMSOL. The total electrode gap, D, is 210 $\mu$m, the posts have a length of 100 $\mu$m and a width of 1 $\mu$m. The tops of the posts are hemispheres to ensure that the maximum electric field strength is located between the posts. A potential bias of approximately 3.44 kV was applied between the posts, which generates a maximum electric field strength of 1 GV/m on the tips of the posts, which is near the threshold for electron emission.\textsuperscript{111} The width of the simulation environment was set to 10 times the electrode gap to eliminate field screening due to edge effects,\textsuperscript{28} and the simulation cell size was chosen through trial and error to ensure that the simulation solution was not a function of cell size, but truly represents the expected results.

The simulation provided the strength of the electric field as a function of x and the gradient force was calculated numerically using Equation (6.22). Figure 6.11 is a plot of the normalized electric field strength in the x-z plane as a function of the displacement divided by the width of the post. The origin represents the point directly between the posts. Also included in the plot is the normalized magnitude of the force on a conducting spherical particle confined to the x-z plane. Note that the force always acts towards the origin.
As expected, the electric field is maximum directly between the posts and falls off quickly in the x-direction. Note that the electric field strength falls to approximately 20% of its maximum value in the x-z plane at a displacement of only 20 times the width of the post ($x = 20w = 0.2\ell$). The gradient force is maximized at a displacement of approximately 2.9 times the width of the post and falls to 20% of its maximum value at about 10 times the width of the post ($x = 10w = 0.1\ell$). This implies that the gradient force from a high aspect ratio post may have a very limited range. Using the optimistic dimensions of the simulation, Table 6.1 lists the resulting maximum gradient forces on various sized spherical particles along with the required force to overcome the frictional force when a coefficient of friction of 1 is used. The Lifshitz constant is 9 eV.
<table>
<thead>
<tr>
<th>Particle Dia. (m)</th>
<th>$10^{-4}$</th>
<th>$10^{-5}$</th>
<th>$10^{-6}$</th>
<th>$10^{-7}$</th>
<th>$10^{-8}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friction Force (N)</td>
<td>$2 \times 10^{-5}$</td>
<td>$2 \times 10^{-6}$</td>
<td>$2 \times 10^{-7}$</td>
<td>$2 \times 10^{-8}$</td>
<td>$2 \times 10^{-9}$</td>
</tr>
<tr>
<td>Gradient Force (N)</td>
<td>$6 \times 10^{-2}$</td>
<td>$6 \times 10^{-3}$</td>
<td>$6 \times 10^{-4}$</td>
<td>$6 \times 10^{-5}$</td>
<td>$6 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

Table 6.1: Required force to overcome the frictional force and the maximum gradient force on various sized conducting spherical particles.

The table indicates that the gradient force should be capable of moving particles on the order of tens of microns and larger, but will not be capable of moving particles on the order of microns and smaller. This analysis, along with the limited range of the gradient force, suggests the use of high aspect ratio posts alone to generate a gradient force to transport particles along a planar surface may not be sufficient. But, it is possible that this method could be combined with another method, such as mechanical or acoustic vibration. The following subsection presents a brief proof-of-concept experiment for the post method discussed here.

6.2.3.3. Experimental Setup

To experimentally investigate the method of transporting dry spherical particles along a planar surface by way of the gradient force generated by high aspect ratio posts, the system depicted in Figure 6.12 was constructed with 10 cm aluminum electrodes. The aluminum post extending from the bottom electrode has a length of 8.5 mm and a diameter of 1.0 mm. Surrounding the post is a highly resistive material, Lexan™ polycarbonate, which provides the planar surface for the particles to be transported across. Since the Lexan™ material is not infinitely thin as was assumed in the analysis, it does affect the shape and strength of the electric field and, therefore, the gradient force. But, this experiment is only used as demonstration of transporting particles with the gradient force and is not intended to provide any accurate measurements.
Figure 6.12: Experimental setup to prove the feasibility of transporting spherical particle by way of the gradient force generated by a high aspect ratio post.

The goal of the experiment is simply to demonstrate the transport of both conducting and insulating spherical particles across an insulating planar surface by way of the gradient force generated by a high aspect ratio post. It is performed by placing the particle in contact with the Lexan™ surface next to, but not in contact with, the aluminum post as shown in Figure 6.12. Next, the upper electrode is secured in place to provide the correct uniform electrode gap, which is regulated by an insulating spacer to range from approximately 11 mm to 23 mm. The electric potential between the electrodes is applied to generate the strong non-uniform electric field, which imposes the gradient force on the particle and pulls the particle to the area of highest field strength, which exists at the tip of the post. The movement of the particle is monitored and recorded using a high-speed camera. The experiment was performed using various sized aluminum and nylon particles with diameters ranging from approximately 800 μm to 2.9 mm.
6.2.3.4. Experimental Results

Figure 6.13 is a series of frames from the high-speed camera showing the process of transporting a 1.6 mm aluminum particle across the planar surface by way of the gradient force, which was generated by the non-uniform electric field resulting from the high aspect ratio post. Note that all of the proof-of-concept experiments performed with various particle sizes and materials had similar outcomes, but no direct measurements of the gradient forces were made. The dimensions of the post are given in Section 6.2.3.3, the electrode gap is approximately 26 mm, and the applied electric potential is approximately 19 kV. The gap dimension and applied voltage were chosen so that the maximum electric field at the post tip is slightly less than the breakdown of the air, which was determined experimentally. Using the maximum allowable field strength provides the greatest force on the particle given by Equation (6.22). Frame (a) shows the particle at rest on the LexanTM and slightly to the right of the post before the electric field was applied. The particle begins to roll across the LexanTM surface towards the post due to the gradient force as shown in frame (b). The particle continues to roll across the surface until it finally contacts the post in frame (c). Recall from Chapter 2 that when a conducting particle contacts a source electrode in the presence of an electric field, it becomes charged in order to cancel out all internal electric fields. Once the particle is charged, the electrostatic force on the particle is much greater than the gradient force, and the particle is accelerated along the electric field lines as shown in frame (d).
Figure 6.13: Series of frames showing the transport of an aluminum spherical particle by the gradient force, which is generated by a high aspect ratio post.

The series of frames shown in Figure 6.13 confirms the feasibility of transporting particles by way of the gradient force when generated by a high aspect ratio post. But, note that the particle is transported over a distance of only a couple times the diameter of the post. Moving the particle over a greater distance is not possible using this setup due to the limited range of the gradient force presented in Figure 6.11. All of the particles tested were successfully transported, but no measurements of the gradient force were made. The largest noticeable difference between the transport of the aluminum and the nylon particles was in the ability to charge the particles once they contacted the post. While the aluminum particles were charged and lifted in the vertical direction as shown by frame (d) of Figure 6.13, the nylon particles did not charge fast enough to be lifted.

The experimental results presented in this subsection along with the theoretical predictions from Section 6.2.3.3 indicate that using high aspect ratio posts to create strong gradient forces to transport micro- and nano-particles across a planar surface is possible, but may not be reasonable due to the required electric field strengths and the limited range of the gradient force around the post.
6.3. Particle Transport Through Micro- and Nano-Sieves

This section investigates the feasibility of a simple method of transporting the dry particle propellant as a dense clumped powder and then forcing the powder through an ultra-fine sieve to separate the it into individually isolated particles prior to charging and acceleration. Figure 6.14 is a simplified model of the sieving configuration for use with dry particles and consists of a particle storage reservoir directly against the ultra-fine sieve. Beneath the storage reservoir is a control piston that supplies pressure to help force the particles through the sieve, which is aided by a vibrational source and a lateral translational puck (not shown). The sieve size is matched to the particle size with the hope that only one particle is capable of passing through each sieve orifice at a time, which breaks the clumped powder into individually isolated particles. Above the sieve are the stacked charging and acceleration grids. Electric potentials are applied across the conducting sieve and the stacked grids to generate the charging and accelerating electric fields used to charge and accelerate the individual particles that pass through the sieve.
This section presents a proof-of-concept experiment with the goal of demonstrating the feasibility of this delivery system, which will provide direction for future research and development. The main goals of the proof-of-concept experiment are to demonstrate the functionality of the prototype by demonstrating continuous operation and confirming that particles are charged, accelerated and ejected individually.

6.3.1. Experimental Setup

To experimentally investigate the method of delivering individual dry spherical particles through an ultra-fine sieve prior to charging and accelerating, the prototype depicted in Figure 6.15 was constructed. Picture (a) is a schematic of the system and picture (b) is the actual prototype. The sieve was made from a stainless steel cloth with orifice diameters of approximately 20 μm and was tested with hollow aluminum
spherical particles with diameters ranging from 5 μm to 20 μm. A 1 ml syringe that has an inner diameter of approximately 4.7 mm is mounted beneath the sieve and acts as the particle reservoir. The syringe’s plunger is driven by a linear actuator to help feed the particles through the sieve. A measurement of the force applied by the linear actuator with a piezoelectric force sensor and the displacement of the actuator are used along with a LabVIEW control program to regulate the applied pressure and displacement. Applied pressures ranged from approximately 0.3 to 0.6 N/mm². A mechanical vibrational source is mounted to vibrate the entire system on the order of tenths of a g to aid with particle delivery. In addition, a lateral translational puck, as shown in Figure 6.15, is placed between the particle reservoir and sieve. The translational puck is made from polyvinyl chloride (PVC) into a cylindrical shape with a circular orifice the same size as the syringe orifice through its center. The particles pass through the puck’s orifice as they are fed from the syringe to the sieve. The translational puck is driven laterally with a solenoid at a displacement of approximately 2 mm, which provides lateral movement of the particles against the sieve surface to help prevent the particles from jamming. Note that future prototype designs will most likely implement piezoelectric devices to replace both the vibrational source and the translational puck. Mounted on the topside of the sieve is the charging grid, which is approximately 15 mm from the sieve surface, and has a single 5 mm orifice to allow the passage of particles. Above the charging grid is the collection anode used to collect all ejected particles. The entire system is mounted on a tripod fabricated from 80/20.
Figure 6.15: (a) Schematic and (b) photograph of the sieving delivery system prototype.

The sieve is electrically connected to ground while the charging grid and the collection anode are biased positively using a high voltage power supply to generate the charging electric field. Note that this prototype does not include any additional accelerating grids, but stacking additional grids above the charging grid is possible. To confirm particle emission, a high-speed camera images the ejected particles as they transit the gap between the charging grid and the collection anode. A 15 mW, 632 nm, Helium-Neon laser is used to illuminate the particles. An additional verification technique collects the emitted particles on a copper slide placed just above the orifice in the charging grid and images the collected particles using a scanning electron microscope (SEM).
6.3.2. Experimental Results

Figure 6.16 is a photograph from the high-speed camera showing what appear to be individually emitted particles as they transit the gap between the charging grid and the collection anode, which confirms the operation of the prototype.

Figure 6.16: Photograph showing individual micron particles as they transit the gap between the charging grid and the collection anode.

Figure 6.17 is an SEM image of the glass slide after bombardment of the aluminum particles for a short impulse.

Figure 6.17: Images showing individual aluminum particles collected on a glass slide after bombardment.
Figure 6.17 supports the idea that the particles are ejected individually as all the particles collected by the glass slide are individually isolated. In additional, the prototype successfully demonstrated continuous emission of approximately 1 gram of particles over a period of approximately 3 minutes.

The application of the vibrational source did not appear to affect the operation of the prototype, but the translational puck was essential. Without the translational puck, the particles became jammed and continuous emission was not possible. But, with the translational puck operating, particle jamming was significantly reduced, and the rate of emission appeared to correlate with the oscillation rate of the puck. The proof-of-concept experiment presented in this subsection suggests that the sieving delivery method is capable of continuously ejecting individually isolated particles. It is recommended that future work continue improving this prototype and characterize its performance to gain additional insight.

6.4. Conclusion

Two possible methods of transporting dry micro- and nano-particles were investigated for use with micro- and nano-particle thrusters. The first method takes advantage of the gradient force on uncharged spherical conducting particles when subjected to non-uniform electric fields. In addition to transporting the particles, it was shown that the gradient force might be capable of maintaining particle separation during transport as long as the particles are kept in the same plane that is perpendicular to the applied electric field. Two approaches of generating the gradient electric fields were presented and discussed. The first approach generated high amplitude standing waves
and the second approach used high aspect ratio posts to focus and shape the electric fields. Both approaches appear to be feasible for particles larger than approximately 10 μm, but may not be effective on their own for particles much smaller. A simple proof-of-concept experiment validated the use of high aspect ratio posts to generate the non-uniform electric fields required to induce the gradient force and transport spherical particles in the millimeter range.

The second method of transportation forces the particles in a clumped powder through an ultra-fine sieve to break the powder into individually isolated particles before charging, accelerating, and ejecting the propellant. A simple proof-of-concept experiment with the first sieving prototype indicates that this is a viable method for transport and is capable of continuously emitting single particles at the micron scale.

The discussions and results presented in this chapter give promise to the feasibility of the no liquid configuration, especially through the use of the sieving design. Although, many more experiments are required to validate additional aspects of the method, it is the recommendation of the author to continue research and development to fully understand the sieving design and to reduce the particle size.
Chapter 7

Conclusions and Recommendations for Future Research

In this dissertation, a concept of utilizing charged, conducting micro- and nano-particles accelerated to high energies and velocities for the purpose of in-space electric propulsion has been investigated. Several potential critical obstacles were identified and thoroughly studied. In some instances, the potential obstacles proved to be realistic constraints that required modification of the overall system design. In other situations, the potential obstacles were overcome using alternate approaches. One area that is expected to help advance this concept is the ability to fabricate complex three-dimensional structures using MEMS/NEMS technologies. It should also be noted that high energy and velocity particles might be beneficial to other terrestrial applications such as materials processing, nano-printing, and biomedical engineering.

7.1. Summary and Conclusions of Research

The nano-particle field extraction thruster (nanoFET) research team at the University of Michigan was the first to study the concept of a micro- and nano-particle thruster in depth. The research presented in this thesis developed an understanding of the physics pertaining to the advanced thruster concept through theoretical and experimental work.
7.1.1. Particle Charging

A method of charging both spherical and vertically oriented cylindrical conducting particles when in contact with an electrode surface and subjected to an applied electric field were investigated for use with micro- and nano-particle thrusters. The models developed in this thesis suggest that the attainable charge-to-mass ratios of both spherical and cylindrical particles are increased when the particle diameters are decreased. Further, the charge-to-mass ratio of a spherical particle is shown to be greater than the charge-to-mass ratio of a cylindrical particle with the same diameter if the maximum electric field strength focused at the particle tip is maintained (although it is easier to achieve the maximum electric field with cylindrical particles with high aspect ratios due to their large field-focusing factors). In addition, simulation results suggest that it may be possible to increase the charge on a spherical particle by nearly a factor of two by charging it on a high aspect ratio charging posts.

To investigate the particle charging models, various particle shapes, sizes, and materials were studied. The tests agreed reasonably well with the models when the particles remained in contact with the source electrode much longer than the particle charging time constants. But, the charge acquired by the some particles was less than predicted when the particles were removed from the source electrode sooner than required by the particle charging time model. It is possible that the these particles were not charged as predicted due to a higher electrical contact resistance, which may result from an oxide layer on coating the surfaces and the small contact area between the particle and the electrode. Nonetheless, the results suggest that using micro- and nano-
particles charged electrostatically by high strength electric fields is feasible from the charging standpoint assuming charging time is properly managed.

7.1.2. Liquid Instability

The initiation of an instability on a liquid surface by way of an applied high strength electric field was investigated in both earth-gravity and zero-gravity environments. The required threshold electric field was shown to be a function of the liquid’s properties and the allowable size of the liquid perturbation. Controlling the size of the liquid perturbation was suggested as a method to suppress and control the liquid instability. The liquid’s conductivity does not have an effect on the threshold electric field required to initiate the instability, but it does affect the time required for the instability to occur. Experimental results of inducing a liquid surface instability on both insulating and conducting liquid surfaces in an earth-gravity environment agreed with the theoretical predictions.

7.1.3. Particle Extraction

Extracting spherical and cylindrical conducting particles from an insulating liquid with an applied electric field was investigated, theoretically and experimentally, for use with micro- and nano-particle thrusters. The theoretical models suggest particle extraction is possible, and the experimental results confirmed the prediction and proved the feasibility. The required strength of the extraction electric field was shown to be dependent on particle size, particle charge, and the surface tension of the liquid. But, the
strength of the extraction electric field is limited by the tendency of the liquid surface to become unstable, which in turn restricts the size of extractable particles.

Current models suggest that the smallest extractable cylindrical particles from silicone oil are on the order of several tens of nanometers in diameter, when keeping the cylindrical particle aspect ratio less than 80. When these particles with a density of 1,000 kg/m$^3$ are accelerated with a potential drop of 40 kV, the maximum obtainable specific impulse is on the order of 40 seconds, which is much less than required for use with an electric propulsion system.

The limited ability to extract particles from an insulating liquid with an applied electric field was shown to be a significant limiting factor for the insulating liquid configuration as a micro- and nano-particles thruster.

7.1.4. Particle Adhesion and Cohesion

The adhesion and cohesion forces affecting micro- and nano-particles were presented and their affects on the operation of micro- and nano-particle thrusters were investigated. For conducting particles in a dry environment, the dominant adhesion and cohesion force is the van der Waals force, which scales directly with the particle size. A method of overcoming the adhesion between a spherical particle and the source electrode with the application of a high strength electric field was presented. The resulting electric force responsible for particle removal scales directly with the square of the particle size, suggesting that as the particle size decreases, the required electric field for removal increases. The developed models predict that particles with diameters down to tens or
hundreds of nanometers can be removed from a planar electrode depending on the effective Lifshitz constant.

To investigate the particle removal model, eight test cases, involving 4 particle sizes and 2 electrode materials, were studied. The tests agreed reasonably well with the model when using values of the Lifshitz-van der Waals constants within the expected ranges for all materials. But, the values evaluated from the experimental data disagree with published values for the specific material combinations. But, recall that many authors are not in agreement on the published values. In addition, the spread in the electric fields required to remove particles was very large. The error in the Lifshitz-van der Waals constants and the large spread of the electric fields may be attributed primarily to the surface roughness and deformation of both the particles and the electrode.

7.1.5. Dry Particle Transport

Two potential methods of transporting dry micro- and nano-particles across a planar surface were investigated for use with micro- and nano-particle thrusters. The first method takes advantage of the gradient force on uncharged spherical conducting particles when subjected to non-uniform electric fields. In addition to transporting the particles, it was shown that the gradient force might be capable of maintaining particle separation during transport as long as the particles are kept in the same plane that is perpendicular to the applied electric field. Two approaches of generating the gradient electric fields were presented and discussed. The first approach generated high amplitude standing waves and the second approach used high aspect ratio posts to focus and shape the electric fields. Simulation results suggest that both approaches appear to be feasible for particles
larger than approximately 10 μm, but may not be reasonable on their own for particles much smaller. A simple proof-of-concept experiment validated the use of high aspect ratio posts to generate the non-uniform electric fields required to induce the gradient force and transport spherical particles in the millimeter range.

The second method of transportation forces the particles in a clumped powder through an ultra-fine sieve to break the powder into individually isolated particles before charging, accelerating, and ejecting the propellant. A simple proof-of-concept experiment with a prototype indicates that this is a viable method for the transport of particles with diameters around 10 microns and is capable of emitting single particles.

7.1.6. Thruster Performance

The results and conclusions from this thesis help to estimate the possible performance of a nano-particle thruster. For example, when using a background electric field of 100 MV/m to change a spherical particle with a density of 1,000 kg/m³ on a planar electrode, and using an accelerating voltage of 40 kV, it may be possible to provide specific impulses upwards of 500 seconds. Note that there may exist methods of increasing the obtainable specific impulse to the 1,000 to 2,000 second range. Some methods include decreasing the particle size, decreasing the particle density, and charging the particles on high aspect ratio posts.

In addition, this thesis helped to identify several advantages of micro- and nano-particle thrusters over current electrostatic propulsion technologies. Unlike traditional electric propulsion systems, which ionize atoms, this concept electrostatically charges the particles, which allows the charge-to-mass ratio of the propellant to be adjusted.
Adjusting the charge-to-mass ratio provides the capability of tuning various operational parameters. In addition, this concept appears to offer a way to eliminate life-limiting physical characteristics of present state-of-the-art ion propulsion systems by eliminating the need for a discharge chamber and reducing or eliminating charge-exchange (CEX) collision effects in the ion optics region. Further, the use of MEMS technologies may provide an approach to achieve scalability and system simplification by creating scalable “flat panel” thrusters.

7.2. Recommendations for Future Work

The overall development of the micro- and nano-particle propulsion system discussed in this thesis has the goal of finalizing the system design and fabricating a flight ready thruster. To accomplish this goal, many aspects of the system require additional research and development. The following subsections briefly discuss the next areas of interest recommended by the author.

7.2.1. Scale Particle Size Down into the Nanometer Range

To date, all experiments have been performed with particles at or above the micron level. It is important to continue scaling down the particle size into the nanometer regime to determine if the models presented in this thesis are still applicable. It is suspected that at some particle size, the particles will stop behaving as macroscopic bodies and effects at the molecular level will need to be addressed. For example, the particle charging model presented in Chapter 2 predicts that particles with diameters on the order of a few
nanometers will become charged with a value less than the elementary charge, which is, of course, not possible.

7.2.2. Further Research and Development of the Sieving Delivery System

It is the author’s belief that the no-liquid configuration, which utilizes an ultra-fine sieve to break the particle propellant into individual isolated particles prior to charging, accelerating, and ejecting, to be the most promising configuration. It offers a simple and elegant solution compared to both of the liquid design configurations. But, there are still potential roadblocks that may limit the feasibility of this system. As stated in the previous subsection, it is critical to continue scaling down the particle size to determine if this sieving method will continue to work with smaller and smaller particles. In addition, present off-the-shelf particle sieves have been found to go down to only the single micron level. It is important to the development of the sieving method to fabricate much smaller particle sieves, which will most likely require MEMS expertise.

7.2.3. Use of a Vibrational Source

Current research lead by Liu, a member of the nanoFET team at the University of Michigan is investigating the use of a piezoelectric device as a vibrational source to help overcome the adhesion and cohesion of micro-particles. The incorporation of a vibrational source may significantly ease the removal of particles from the source electrode and ease the passage of the particles through the sieve. It is expected that the application of a vibrational source will be become more important as the particle size scales down and the adhesion and cohesion forces become even more significant.
7.2.4. Develop Better Understanding of the Adhesion and Cohesion Forces

The models and experimental results from Chapter 5 suggest that the adhesion and cohesion forces become more dominant as the particle size is reduced, which will complicate the design of a micro- and nano-particle thruster. But, it was suggested that in addition to the particle size, the adhesion and cohesion forces have strong dependencies on the materials and/or the surface characteristics of the bodies in contact. Therefore, it is possible that choosing a proper material combination or modifying the surface characteristics may reduce the adhesion and cohesion forces.

7.2.5. Keep Building Prototypes

The significant advances in the development of the micro- and nano-particle thruster have come by way of experimental results. It addition, these results have provided direction for the development process. It is the author’s recommendation to continue building simple prototypes to test the potential roadblocks and to help guide and redirect research efforts.
Appendices
Appendix A

Matlab Code

The computer code utilized in Chapter 2 to calculate the charge of both spherical and cylindrical particles was written in Matlab™ version 7.4.0 and is presented here. The program uses the output voltage from the current measuring circuit discussed in Section 2.3 along with values of the feedback resistor, the feedback capacitor, and the offset voltage to calculate the current. The current is integrated to calculate the total charge acquired by the particle.

\[ q_m = \int i(t)dt \]  \hspace{1cm} (A.1)

A second method calculates the charge of the particle using the average particle current, velocity, and the electrode gap separation for confirmation.

\[ q_m = \frac{i_{avg}\Delta s}{u_{avg}} \]  \hspace{1cm} (A.2)
function [Q1 Q2 Tcharging] = ChargeMeasurement_Final()

% Clear current variables and close all figures
clear
clc
close all

% The user is prompted to enter experimental parameters
R_feedback = input('Enter the value of the feedback resistor (Ohms) (positive value): ');
clc
V_offset = input('Enter the voltage offset (Volts): ');
clc
C_feedback = input('Enter the value of the feedback capacitor (F): ');
clc
Gap_Width = input('Enter the width of the electrode gap (m): ');
clc

% Load the measured voltage (V) as a function of time (s)
load TimeAll.mat TimeAll
load VoltageAll.mat VoltageAll

% Compute the time step between measurements
delta_t = TimeAll(2)-TimeAll(1);

% Compute the total current through the feedback resister
Current_R = -(VoltageAll+V_offset)/R_feedback;

% Compute the total current through the feedback capacitor
for(n = 1:1:length(VoltageAll))
    if(n < 2 | n > length(VoltageAll)-1)
        dV(n) = 0;
    else
        dV(n) = VoltageAll(n+1) - VoltageAll(n-1);
    end
end
dV(1) = dV(2);
dV(length(VoltageAll))=dV(length(VoltageAll)-1);
dVdt = dV./(2*delta_t);
Current_C = -C_feedback*dVdt;
Current_C = transpose(Current_C);

% Compute total current from both feedback resistor and capacitor
CurrentAll = Current_R+Current_C;

% Plot output voltage as a function of time
figure(1)
plot(TimeAll, VoltageAll)
title('Output Voltage')
xlabel('Time(s)')
ylabel('Voltage (V)')

% Plot total current as a function of time
figure(2)
plot(TimeAll, CurrentAll)
title('Current Through Experimental Cell')
xlabel('Time(s)')
ylabel('Current (A)')

% Plot current through resistor as a function of time
figure(3)
plot(TimeAll, Current_R)
title('Resistor Current')
xlabel('Time(s)')
ylabel('Current (A)')

% Plot current through capacitor as a function of time
figure(4)
plot(TimeAll, Current_C)
title('Capacitor Current')
xlabel('Time(s)')
ylabel('Current (A)')

% Using inputs from user, determine stages of current
kk = 0;
k = 1;
while(kk == 0)
    Point1(k) = input('Enter start time (s) for particle charging: ');
    Point2(k) = input('Enter the time (s) when the particle leaves the 1st electrode: ');
    Point3(k) = input('Enter the time (s) when the particle arrives at the 2nd electrode: ');
    if(Point2(k) == Point3(k))
        kk = 99;
        k = k+1;
    end
end

% Isolate desired oscillation
for(p = 1:1:k-2)
    TimeStart = Point1(p);
    Coord_Start = find(TimeAll == TimeStart);
    TimeEnd = Point3(p);
    Coord_End = find(TimeAll == TimeEnd);
    TimeSection = TimeAll(Coord_Start:1:Coord_End)
    CurrentSection = CurrentAll(Coord_Start:1:Coord_End)
    % Determine base current level (will be subtracted out of total current)
    TimeStart_Base = Point1(p);
    Coord_Start_Base = find(TimeAll == TimeStart_Base);
    TimeEnd_Base = Point2(p);
    Coord_End_Base = find(TimeAll == TimeEnd_Base);
    CurrentBase = sum(CurrentAll(Coord_Start_Base:1:Coord_End_Base))/length(CurrentAll(Coord_Start_Base:1:Coord_End_Base));
% Determine particle current during chosen oscillation
ParticleCurrent = CurrentSection - CurrentBase;
AvgParticleCurrent = sum(ParticleCurrent)/length(ParticleCurrent);

% Plot the particle current as function of time for single oscillation
figure(p+4)
plot(TimeSection, ParticleCurrent)
title('Particle Current During Particle Transport')
xlabel('Time(s)')
ylabel('Current (A)')

% Determine average particle velocity during chosen oscillation
AvgVel = Gap_Width/(TimeEnd - TimeStart);

% Calculate particle charge by integrating
Q1(p) = AvgParticleCurrent*Gap_Width/AvgVel;

% Calculate particle charge using average values
Q2(p) = trapz(ParticleCurrent)*delta_t;

% Calculate charging time of particle
% Total time in contact with electrode
Tcharging(p) = Point2(p)-Point1(p);

end

return
Appendix B

COMSOL MultiPhysics

COMSOL Multiphysics® was used in Chapters 2, 3, and 5 as a tool to analyze the magnitude and direction of electric fields in the vicinity of complex structures. In this thesis, the complex structures of interest were spherical and cylindrical particles as well as spherical liquid perturbations. An understanding of the electric fields around these structures provided methods of calculating the surface charge densities, the total charge, and the net force acting on the structures. This appendix presents a brief overview of COMSOL Multiphysics® and how it was implemented to calculate the required electric fields.

COMSOL Multiphysics® is a finite element simulation package designed for many different physics and engineering applications, which include electromagnetics, acoustics, chemical, heat transfer, materials, and many more. The user can build structures in a CAD-like environment or import actual CAD files into the COMSOL software. After completing the structures, the user specifies physical boundary and initial conditions. Then, the software breaks the structure down into finite elements (mesh), which can be regulated by the user. Next, the software solves the systems over the specified mesh using predefined or user entered partial differential equations (PDEs)
along with the boundary and initial conditions. Finally, COMSOL offers many methods to display the results through a variety of plots.

Here an example of a COMSOL structure used in Chapter 2 to determine the total charge acquired by spherical particles in contact with a planar electrode and subjected to an applied electric field is presented. Recall that the model for charging spherical particles (Figure 2.1) assumes two parallel electrodes with a single conducting spherical particle in contact with the upper surface of the bottom electrode. An electric potential bias, \( V \), is applied across the electrodes to generate the electric field within the gap. The geometry from Figure 2.1 was created in COMSOL in a 2-dimensional environment with axial symmetry and meshed as shown in Figure B.1.

![Figure B.1](image_url)  

**Figure B.1:** Meshed COMSOL structure used to determine the electric field at the surface of a spherical particle when charged in contact with a planar electrode and subjected to an applied electric field.

The structure in Figure B.1 shows the particle just above the origin in a cylindrical coordinate system, where the entire 3-dimensional structure is realized by rotating the image around the z-axis. The boundary conditions maintain the conducting bottom
electrode and particle at ground potential, and the top electrode at potential \( V \). The boundary at \( z = 0 \) is chosen as “axial symmetry,” and the boundary at \( z = 5 \) is chosen as “zero charge/symmetry.” The background medium within the electrode gap is chosen as vacuum.

The dimensions on the \( r \)- and \( z \)-axes are normalized, and the dimensions of the structures are only dependent on their relative size to each other. When building the structure, it was recommended by Smith et al\textsuperscript{28} that the width of the electrodes should be on the order of ten times the electrode gap to eliminate edge effects. Note the structure in Figure B.1 has an electrode width of only five times larger than the electrode gap, which was done here to improve the readability of the image, but Smith’s recommendation was followed for the simulations used in the thesis.

After creating the structure, it was divided into approximately 50,000 finite elements. COMSOL initially chooses the number and size of the elements. Generally, smaller elements are used around complex structures, such as the particle. The user then has the option to decrease the size of the elements, which increases the number of elements. The element size was chosen through an experimental process that solved the system many times using a different number of elements. This process was used to assure that the solution was completely independent of the element size. For the simulations used in this thesis, it was determined that using elements as much as 100 times smaller than the particle diameter at the surface of particle was sufficient. Figure B.2 is a close-up image of the particle showing the finite elements around the particle surface.
After dividing the structure into an appropriate mesh, the system is solved using predefined PDEs that are part of COMSOL’s electrostatic module. Once solved, the relative magnitude of the electric field everywhere in the system is displayed in the surface plot shown in Figure B.3.
The electric field magnitude shown Figure B.3 has been normalized to the strength of the background electric field within the electrode gap. As expected, the electric fields within the conducting electrodes and particle are zero. The majority of the fields within the electrode gap are not affected by the presence of the particle. But, the fields in the vicinity of the particle surface are significantly affected. It is shown that the field strength at the top surface of the particle is approximately 4.2 times stronger than the background field. Moving from the top of the particle to the bottom of the particle, the electric field at the surface decreases to zero. Plots of the normalized electric field at the particle surface are included in Chapter 2, which were used to determine the total particle charge.

COMSOL Multiphysics® proved to be an easy to use software tool essential to this thesis.
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