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ABSTRACT

The study of gene expression patterns in relationship to chromosomal position, the “transcriptome map,” has become an area of active research and has revealed unexpected chromosomal regions within which gene expression levels are highly correlated. In cancer research, these regional changes in gene expression that may result from alterations at the chromosome level such as gene amplification or loss. To facilitate the search for such regions utilizing gene expression data, we have developed a hidden Markov model (HMM). Maximum penalized likelihood is used to estimate the parameters in the model. This method is applied to a lung cancer microarray experiment, including 86 human lung adenocarcinomas. Several regions identified through the HMM are consistent with known recurrent regions of amplification or deletion in this cancer. We further demonstrate the association of these abnormal expression regions with measures of disease status, such as tumor stage, differentiation, and survival. These findings suggest that genes in these regions may play a major role in the process of carcinogenesis of the lung. Our proposed method provides a valuable tool to accurately pinpoint regions of abnormal expression for further investigation.

INTRODUCTION

RECENT ADVANCES in DNA microarray technologies and the abundance of genomic information have provided unprecedented opportunities to decipher the underlying molecular mechanisms related to disease physiology. However, the exploding amount of gene expression data gathered poses great challenges to the scientific community and may provide misleading information without proper statistical interpretation. Consequently, the rich information provided in gene expression data and its broad biological implications will require new methods of analysis. These include employing sophisticated statistical and machine learning algorithms and intensive interaction with other genomic data sources to discover complex gene expression patterns and to correlate gene expression patterns with other biological processes. Recent examples of this include: combining of transcription factor binding and gene expression data to define transcriptional networks (Gao et al., 2004; Lee et al., 2002); utilizing DNA sequence, protein interaction, and microarray data to model genetic regulatory networks (Tamada et al., 2003; Nariai et al., 2004); and incorporating gene function data into microarray analysis for unknown gene functional inference (Zhou et al., 2004).
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The advantage of these approaches over the analysis of gene expression data alone is that, they can not only reduce false positive findings, but also render biological significance to the statistical significance of the analysis result.

One endeavor in this area that has received increasing attention is the study of the “transcriptome map,” where the transcriptome map is the gene expression values as they relate to the position of the genes along the chromosome. These studies allow the visualization of global chromosomal expression patterns and have led to the discovery of many unexpected associations among genes (Cohen et al., 2000; Caron et al., 2001; Spellman and Rubin, 2002). The results of such analyses can also challenge the current notion of genetic regulation. For example, Cohen et al. (2000) used chromosome correlation maps from the *Saccharomyces cerevisiae* genome to demonstrate examples of adjacent pairs of genes with highly correlated expression patterns, in which the promoter of only one of the two genes contains an upstream activating sequence known to be associated with the expression pattern.

One application of the study of the transcriptome map is to identify chromosomal regions of genes demonstrating abnormal expression levels in cancer (i.e., regions in which all genes are either all highly under- or over-expressed). These genes have the potential for identifying areas where there has been gene amplification or deletion (Fujii et al., 2002; Bisognin et al., 2004). Such regions of gain and loss potentially harbor tumor oncogenes and suppressor genes. Hence, detection of these genetic events and the associated pattern of molecular architecture as evidenced by gene expression can provide a crucial step towards understanding genetic instability.

Current methods used to search for regions of increased or decreased expression rely mainly on averaging gene expression values from neighboring genes along the chromosome (Caron et al., 2001; Fujii et al., 2002; Pollack et al., 2002) or using scan statistics on a pre-defined length of gene sequence windows (Husking et al., 2003; Levin et al., 2005). These techniques could be effective at screening for possible regions of interest. However, they may lack precision and require ad-hoc choices, such as how many neighbors to include in this average. Another challenge is selecting a suitable threshold that categorizes a gene as having abnormal expression.

To address these issues, we developed a hidden Markov model (HMM) to identify regions of genes with abnormal expression levels from microarray gene expression data. A HMM is a type of stochastic model that has been used successfully in a variety of scientific applications (Rabiner, 1989; Koski, 2002). Such a model can be useful when there is an ordered sequence of entities and a measurement is taken on each entity. In our case the ordered entities are the genes along the chromosome and the measurements are the expression values. The model is particularly useful when there is thought to be a finite number of possible states each entity could be in, and there is a correlation between neighboring entities. The model has a probabilistic structure, which enhances the ability to make statistical inference. In particular the model allows the probability of different expression status for each gene can be calculated, and hence regions of abnormal expression identified.

**METHODS**

The genes along each chromosome are ordered in the sequence 1, 2, 3, 4, etc. The observed gene expression data is denoted by \( \{x_1, x_2, x_3, \ldots \} \). It is assumed that each gene can be in one of a finite number of “hidden” states, and that the distribution of possible expression values for a gene is determined by its “hidden” state. The purpose of a HMM is, through a probabilistic structure, to infer the “hidden” state sequence \( \{S_1, S_2, S_3, \ldots \} \) from the corresponding observed data \( \{x_1, x_2, x_3, \ldots \} \). In our problem of the identification of regions of over- or under-expression, each gene can be in one of 5 possible states, defined as follows:

\[
S_r = \begin{cases} 
1, & \text{region of underexpression} \\
2, & \text{singleton of underexpression} \\
3, & \text{normal expression} \\
4, & \text{region of overexpression} \\
5, & \text{singleton of overexpression}
\end{cases}
\]
Regions 1 and 4 are the ones of primary interest to us, as they might represent genomic changes however as some abnormal expression genes may not reside in those regions we also include states 2 and 5. State 3 represents genes that are expressing at a level typical of that seen in normal samples. In the over and under expressed regions, expression values from neighboring genes are likely to be highly correlated. This is incorporated in a HMM by considering the transition probabilities between neighboring genes.

Let \( P_{ij} = P(S_{t+1} = j | S_t = i) \) denote the transition probability of gene \( t + 1 \) being in the state \( j \) given gene \( t \) is in state \( i \). Here, gene \( t \) indicates the \( r \)th gene in the ordered position from the direction of the \( p \) arm to the \( q \) arm in a chromosome. The distribution of the gene expression value for a gene is determined by its hidden state. We assume a parametric form for the density of the gene expression level for each state and the transition probabilities \( P_{ij} \) can be constructed for a 5-state order reversible Markov chain. Specifically, the 6 nonlinear equations of the form (1) can be constructed for a 5-state order reversible Markov chain. Using simple combinatorial mathematics, it can be shown that 6 non-redundant equations of the form (1) can be constructed for a 5-state order reversible Markov chain. Specifically, the 6 nonlinear equations of \( P_{ij} \) can be written as

\[
P_{12}P_{23}P_{31} = P_{13}P_{32}P_{21}, \quad P_{12}P_{24}P_{41} = P_{14}P_{42}P_{21}, \quad P_{12}P_{25}P_{51} = P_{15}P_{52}P_{21}, \quad P_{13}P_{34}P_{41} = P_{14}P_{43}P_{31}, \quad P_{13}P_{35}P_{51} = P_{15}P_{53}P_{31}, \quad P_{14}P_{45}P_{51} = P_{15}P_{54}P_{41}.
\]

Thus, the order reversibility condition reduces the number of free parameters that need to be estimated.

**Identifiability of mixture distribution**

A HMM is a type of mixture model since an independent mixture model can be considered as a special case of HMM when the transition probabilities \( P_{ij} \) do not depend on \( i \). A well known general problem with mixture models is identifiability of the parameters. In our model, because the support of the distributions for state 1 and state 2 (or state 4 and state 5) are negative (positive) and their distributions are assumed to have the same parametric form, we can exchange the indices of state 1 and state 2 (or state 4 and state 5) of the Markov chain without changing the mixture distribution. Without further restrictions or constraints there will not be a unique maximizing point of the likelihood, and numerical methods for estimating the parameters are likely to have problems.

One way to overcome the problems associated with the lack of identifiability of the parameters is by the imposition of an appropriate constraint on the parameters (McLachlan and Peel, 2000). Since states 1 and 4 are regions of under- or over-expression it is appropriate to assume that the transition probability from state 1 (4) to state 1 (4) should be large while the transition probability within singleton states, i.e. from state 2 (5) to state 2 (5) should be small. One way to ensure this in the estimation method is to impose constraints such as \( P_{11} > P_{22} \) and \( P_{44} > P_{55} \). Alternatively, we may impose prior distributions on these particular parameters, we do this by adding a corresponding penalty functions to the log-likelihood in the es-
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timation method. Since all transition probabilities fall in the interval of (0, 1), a suitable prior for the transition probabilities can be chosen from a beta distribution. The consequence of this will be that genes in a region of over- or under-expression will tend to group together due to the high transition probability $P_{11}$ or $P_{44}$ and hence separate from singleton over or under-expressed genes.

Based on biological rationale we added a further constraint to the transition probability matrix, namely that $P_{23} = P_{32} = P_{53}$. The motivation for this is that the probability of transitioning into a normal state is the same, irrespective of whether the gene is in a singleton state or a normal state. Note that this constraint implies a non-Markov (independence) property of those three transition probabilities.

Penalized log-likelihood

Suppose $x = \{x_1, x_2, \ldots, x_n\}$ is the observed relative expression sequence for a chromosome of a tumor sample. The complete data is these observed expression values plus the unobserved hidden states. A HMM assumes independence between the observation given their hidden state, thus the penalized complete-data log-likelihood of the HMM for a single chromosome of a single sample can be written as

$$\log P_{LC}(\Psi) = \sum_{j=1}^{5} Z^t_j \cdot \log p_j + \sum_{i=2}^{n} \sum_{j=1}^{5} \sum_{j'=1}^{5} Z^t_{ij} \cdot \log P_{ij} + \sum_{i=1}^{n} \sum_{j=1}^{5} Z^t_j \cdot \log f(x_t | \theta_j) + \log h_1(P_{11}) + \log h_2(P_{22}) + \log h_4(P_{44}) + \log h_5(P_{55}) \quad (2)$$

where $p_j = Pr(S_1 = j)$ is the initial probability, $\Psi = \{\{\theta_j\},\{p_j\},\{P_{ij}\}\}$ are the set of all parameters, and $h_1$, $h_2$, $h_4$, $h_5$ are the densities of the beta prior distributions for $P_{11}$, $P_{22}$, $P_{44}$, $P_{55}$ respectively. Specifically,

$$h_1 \sim \text{beta}(\alpha_1, 1), \quad h_2 \sim \text{beta}(1, \beta_2)$$
$$h_4 \sim \text{beta}(\alpha_4, 1), \quad h_5 \sim \text{beta}(1, \beta_5).$$

We will select values of the tuning parameters $(\alpha_1, \alpha_4, \beta_2, \beta_3)$ to be greater than 1 to ensure that $P_{11}$ and $P_{44}$ are large, and $P_{22}$ and $P_{55}$ are small. The variables $Z^t_j$ and $Z^t_{ij}$ are indicator variables for the true hidden states defined as

$$Z^t_j = \begin{cases} 1, & \text{if } S_t = j \\ 0, & \text{otherwise} \end{cases}$$

$$Z^t_{ij} = \begin{cases} 1, & \text{if } S_{t-1} = j' \text{ and } S_t = j \\ 0, & \text{otherwise} \end{cases}$$

The first 3 terms on the right hand side of (2) are the usual ones seen in the HMM literature. The whole penalized complete-data log-likelihood is then the sum over all chromosomes of all samples.

Estimation procedure

The parameters in (2) can be estimated by the method of maximum likelihood, which has been successfully used in a variety of mixture problems. For computation of the estimates it is natural to use the EM algorithm, Redner and Walker (1984). While the EM algorithm has good theoretical properties, it can be slow. In addition, in the E-step, the calculation of the expected value of $Z^t_j$, $Z^t_{ij} = f^{(t)}(j|\theta_j) \sum_{j'=1}^{5} f^{(t)}(j'|\theta_j)$, can be numerically unstable, when directly applying the forward-backward algorithm (Baum et al., 1970), as the forward and backward probabilities, $f^{(t)}$ and $b^{(t)}$ for gene $t$ being in state $j$, become rapidly close to zero as $n$ increases (Leroux, 1992). To address this issue, we use the method described by Leroux and Puterman (1992). We choose for each gene $t$ a value of $r$ for which $10^r \sum_j f^{(t)}(j)$ lies between 0.1 and 1 and multiply $f^{(t)}(j)$ by $10^{-r}$ ($j = 1, \ldots, 5$). A similar procedure is applied to $b^{(t)}$. Then $f^{(t)}$ and the $b^{(t)}$ can be reconstructed for the purpose of computing the expected values of $Z^t_j$ and $Z^t_{ij}$.

In the M-step, there exist simple closed forms for finding the updated parameters in component densities of exponential family distributions and Markov chain transition probabilities for standard HMMs. How-
ever, as shown in (1), the condition of order reversibility for a Markov chain imposes 6 nonlinear constraints on the transition probabilities. This adds complexity on the estimation for the 14 free parameters in the transition probability matrix. To solve this problem, we employ sequential linear programming to find the solution in each M-step. We utilize the software, AMPL,\(^1\) in conjunction with an R program for the forward-backward algorithm to obtain the parameter estimates and posterior probabilities of expression states for each gene.

**Choice of tuning parameters**

Because a beta distribution was used to define the penalty terms for \(P_{11}, P_{22}, P_{44}, P_{55}\), the last four terms in equation (2) can be written as

\[
(\alpha_1 - 1) \log P_{11} + (\alpha_4 - 1) \log P_{44} + (\beta_2 - 1) \log (1 - P_{22}) + (\beta_5 - 1) \log (1 - P_{55}) + \text{const}.
\]

Thus, \(\alpha_1, \alpha_4, \beta_2, \beta_5\) become the tuning parameters in (2). In standard penalized regression and classification problems tuning parameters are typically chosen by cross-validation. This is not possible with a HMM because the true state is not observed. To overcome this, we employ the idea of false positive rate (FPR) and false negative rate (FNR) to select the tuning parameters. We first define an event \(E_i\) as a sequence of genes with identical expression state and \(N_{Ei}\) the number of gene in the corresponding event. For example, for the sequence of expression states
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there are eight events with \(E_1 = 3, E_2 = 1, E_3 = 3\) etc. and, \(N_{E1} = 2, N_{E2} = 4, N_{E3}\) etc. From the definition of the 5 expression states, the HMM should be able to classify a short sequence of under-expressed (or over-expressed) genes as an event of state 2 (or 5). Similarly, a long sequence of under-expressed (or over-expressed) genes should be classified as an event of state 1 (or 4). If we are willing to assume that any event \(E_i\) of an under-expressed gene with \(N_{Ei}\) being 1 should be in state 2, and any event \(E_j\) of an under-expressed gene with \(N_{Ej} \geq 3\) should be in state 1, then the FPR and FNR for regions of under-expression can be defined as

\[
\text{FPR} = \frac{\# \{ E_i \mid N_{Ei} \geq 3, E_i = 2 \}}{\# \{ E_i \mid N_{Ei} = 3, E_i = 1 \text{ or } 2 \}}
\]

\[
\text{FNR} = \frac{\# \{ E_i \mid N_{Ei} = 1, E_i = 1 \}}{\# \{ E_i \mid N_{Ei} = 1, E_i = 1 \text{ or } 2 \}}
\]

The FPR and FNR for regions of over-expression can be defined in an analogous way. Therefore, the tuning parameters for the penalty terms can be adjusted in a way that the FPR and FNR for regions of under-expression or over-expression will be under some pre-selected thresholds. We use 0.05 as the threshold for both. However, we should note that this is not a unique way to select the tuning parameters because many different sets of tuning parameters may result in the same FPR and FNR.

**RESULTS AND DISCUSSION**

**Analysis of lung cancer microarray data**

We applied our method to a gene expression microarray experiment to search for regions of interest. The data were published by Beer et al. (2002). The data consist of gene expression values measured by Affymetrix HuGeneFL chips for 86 lung adenocarcinomas samples. In addition, there are data from 9 normal lung tissues taken from patients with lung cancer. The probeset expression summaries were calculated using the method described in Beer et al. (2002). On the Affymetrix HuGeneFL chip, there are 7,129 probesets with each probeset measuring the expression of one gene. However, there is redundancy in that there can be
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\(^1\)The reference is written by Fourer et al. (1993). The student edition can be downloaded for free from the web: www.ampl.com/cm/cs/what/ampl/DOWNLOADS.
more than one probeset for a given gene. To account for this we took the median value for any gene with multiple probesets, which resulted in 6,800 gene expression measurements. All the negative expression values were set at zero. We further added a constant 150 to all the expression values to avoid artificially large fold changes compared to the normal tissues for genes with small expression.

After this data preprocessing, the reference expression value for gene $k$ on chromosome $i$ is determined as the median of 9 normal lung samples, denoted as $N_{im}^{(i)}$. Then, the rescaled data for analysis are $X_{im}^{(i)} = \log_2(T_{ik}^{(i)} / N_{im}^{(i)})$, where $T_{ik}^{(i)}$ is the pre-processed expression for gene $k$ on chromosome $i$ and tumor sample $m$. For each gene, we have mapped its base pair location along the chromosome as described by Levin et al. (2001). Since some of the genes are not mapped through this program, the final data includes 5,707 genes for each tumor sample. We assume the density of the normal expression state is Gaussian. Since we have 9 normal tissue samples, we estimate the parameters $(\mu_h, \sigma^2_h)$ for this density using all the data from these normal tissues. The resulting parameter estimates are $(\hat{\mu}_3, \hat{\sigma}^2_3) = (0, 0.3^2)$. These estimates were then used in the EM algorithm as fixed. In addition, we assume truncated lognormal distributions with parameters $(\mu_j, \sigma_j)$, $j = 1, 2, 4, 5$ for the other four component densities $f(-x | \mu_1, \sigma_1)$, $f(-x | \mu_2, \sigma_2)$, $f(x | \mu_4, \sigma_4)$ and $f(x | \mu_5, \sigma_5)$. The truncated point is set at 0.4, so that there was no probability mass between $-0.4$ and 0.4 for genes in over- or under-expressed states. As described in the previous section, the prior we chose for the transition probabilities $(P_{11}, P_{44})$ are $\text{beta}(\alpha_1, 1)$ and $\text{beta}(\alpha_4, 1)$ respectively, and the prior for $(P_{22}, P_{55})$ are $\text{beta}(1, \beta_2)$ and $\text{beta}(1, \beta_3)$, respectively.

We ran the EM algorithm until the increment of the penalized log-likelihood is less than $10^{-4}\%$ of the penalized log-likelihood from the previous iteration. We tried many sets of tuning parameters $(\alpha_1, \alpha_4, \beta_2, \beta_3)$ to ensure that the false positive and false negative rates are less than 0.05. The expected value of $Z_{ij}$ is used as the posterior state probability to assign the expression state for each gene. A gene will be determined to be in state $j$ if its corresponding posterior state probability is greater than 0.6. Thus, genes for which there was no clear indication of the state were not assigned to any particular state.

The estimated transition probability matrix is

\[
\begin{bmatrix}
0.721 & 5 \cdot 10^{-5} & 0.238 & 0.010 & 0.032 \\
1 \cdot 10^{-5} & 0.070 & 0.877 & 0.017 & 0.042 \\
0.004 & 0.057 & 0.877 & 0.009 & 0.053 \\
0.006 & 0.028 & 0.316 & 0.649 & 2 \cdot 10^{-5} \\
0.009 & 0.045 & 0.877 & 8 \cdot 10^{-6} & 0.070
\end{bmatrix}
\]

Note that the constraint on the transition probability matrix, has forced $P_{23} = P_{33} = P_{53}$. However, these three estimated transition probabilities were very similar when this constraint was removed. This transition probability matrix reveals several interesting phenomena. First, the transition probability of under-expression region to under-expression region $(P_{11})$ is larger than that of over-expression region to over-expression region $(P_{44})$. This may be due to the fact that the overall magnitude of the gene expression values relative to normal tissues in regions of under-expression is greater than that in regions of over-expression. This can be seen in Figure 1 where a larger proportion of genes in under-expression regions have values further away from zero than in over-expression regions. A possible explanation of this is that deletion of genes will result in disappearance of gene expression, resulting in a many fold change in gene expression relative to normal.

Second, $P_{31}$ and $P_{34}$ are close to 0. This suggests that there is very small number of regions of under- and over-expression in this data. And the number of regions of under-expression is even smaller than that of regions of over-expression $(P_{31} < P_{34})$. On the other hand, both $P_{13}$ and $P_{43}$ are the second largest transition probability in the first and fourth row of this matrix. This is because the majority of the genes are normally expressed. An interpretation of this is that genes in a region of under- or over-expression either continue in their current state or transit into a normal expression state. Furthermore, we calculated the limiting probabilities from the estimated transition probabilities. The resulting probabilities for the five different expression states are 1.78% for region of under-expression, 5.94% for singleton of under-expression, 84.6% for normal expression, 2.11% for region of over-expression, and 5.57% for singleton of over-
expression. Note that the proportion of over-expressed genes (7.68%, state 4 and state 5) is close to the proportion of under-expressed genes (7.72%, state 1 and state 2).

An interesting result is found in Figure 1, which shows the five component densities. The densities suggest that the expression levels in regions of over-expression (under-expression) tend to be higher (lower) than those in singletons of over-expression (under-expression). Pollack et al. (2002) performed a parallel assessment of correlation between mRNA levels and DNA copy number changes using cDNA microarray and array CGH in a group of breast cancer lines and tumors. They observed that the overall patterns of gene amplification and elevated gene expression are quite concordant, and concluded that DNA copy number alterations have a pervasive global influence on gene expression. Thus, some of those regions we identified could be regions of gain or loss. Identification of the genes in those regions that are most highly expressed may lead to the discovery of oncogenes or genes important to the cancer process. Of the 86/5707 genes, the number of genes that are classified into state 1, 2, 3, 4, and 5 are 2,419 (0.5%), 23,662 (4.8%), 422,218 (86.0%), 4,496 (0.9%), and 20,850 (3.5%), respectively. 17,159 (3.5%) genes are not classified into any of the five states because none of the five posterior state probabilities are greater than 0.6 for those genes.

Based on the definition of FPR and FNR in the previous section, the false positive and false negative rates for regions of under-expression (over-expression) are 5% (0.2%) and 0.5% (2.8%). The resulting number of regions and singletons of over- and under-expression is shown in Table 1. The definition of an event, $E_i$, in this table is given in the subsection, “Choice of tuning parameters.” For example, 367 events of 2 genes in a region of under-expression mean that those regions all have only 2 genes in a row that are called in state of under-expression.

FIG. 1. Component densities of expression states estimated from hidden Markov model (HMM) for lung cancer data. The solid curve represents the density of relative expression values (in logarithm base 2 scale) in normal expression regions; dotted curves represent the densities of singleton of over- (right side) or under-expression (left side); dashed curves represent the density of region of over- (right side) or under-expression (left side). The relative expression is the ratio of the expression of a tumor over the median of nine normal expression values for any single gene.
Association of regional abnormality and clinical measures

We investigated the impact of regions of over- and/or under-expression on clinical measures, such as tumor stage and patient survival. Since we are more confident with the calls for those regions of over- or under-expression with at least three genes in a row, we calculated for each of the 86 tumor samples the number of regions of over- and under-expression with $N_E \geq 3$ (the total number of events in the whole data are 708 and 455, respectively as seen in Table 1).

We first observed an interesting result that a strong correlation exists between the number of regions of over-expression and the number of regions of under-expression (Spearman correlation $0.67, p < 0.0001$). We then investigated the association of region number with tumor stage and differentiation. The patients’ tumors are either stage 1 (67 patients) or stage 3 (19 patients), and the differentiation states: are well (23 patients), moderate (42 patients), and poor (21 patients). The three box plots in Figure 2 show the distribution of the number of regions.
of abnormal expression regions between stage 1 and stage 3 tumors. The number of all regions in the most left panel is the total number of regions of under- and over-expression. Although the difference of the number of abnormal expression regions between stage 1 and stage 3 tumors does not attain significant level (Wilcoxon rank sum test p value: 0.092, 0.067, and 0.203 for all regions, down regions, and up regions, respectively), stage 3 tumors tend to have more regions of over and/or under-expression than stage 1 tumors. The diluted significance level is largely due to the 4 stage 1 tumors that have most of abnormal expression regions. These four patients are all alive with survival times of 21.1, 87.7, 36, and 40 months (median survival time 29.5 months) with differentiation status being poor, poor, well, and moderate. With these 4 tumors removed, the tests show significant difference in the number of regions for stage (p-value: 0.028, 0.019, 0.078 for all regions, down regions, and up regions, respectively). An even stronger association can be seen in Figure 3 between the number of regions and the differentiation status. It is evident that the poorer the differentiation status of the tumor for each patient, the greater the number of regions of over- and/or under-expression. The Kruskal-Wallis rank sum tests result in p-values: 0.014, 0.017, and 0.013 for all regions, down-regions, and up-regions.

We finally examined the association of the number of regions with patient survival. We used Cox PH model (Cox, 1972) for survival analysis, treating the number of regions as a predictor. None of the p-values are significant for all 86 tumor samples. However, removing the four tumors results in p-values: 0.007, 0.003, and 0.049 for all regions, down-regions, and up-regions. Figure 4 is an example of this association in the all regions case. From the upper panel, we can see in general the greater number of regions of over- and under-expression for a patient the shorter the survival time. A Kaplan-Meier plot is shown in the lower panel, based on a dichotomization of the 82 patients based on a cut-off of 12 regions of over- and under-expression. It is evident that the group of patients with larger number of regions has a poor survival.

The process of carcinogenesis starts with the initiation of a normal cell which then progresses to a clonal
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**FIG. 3.** The association of the number of regions of abnormal expression with differentiation status. More total abnormal, down- and up-regulated regions are found among the poorly differentiated tumors.
growth of malignant cells capable of invasion and metastasis. The mechanism driving this process is progressive DNA alterations, which occurs over time (Vogelstein and Kinzler, 2004). Under this model, it is the accumulation of DNA alterations in a cell which is involved in the progression from benign to the malignant state. Tumor stage and differentiation are well established surrogates of malignant potential. In this study, we provide a direct molecular measure of alterations from normal gene expression which reflects gross DNA damage (amplifications and deletions) as well as alterations in transcriptional control. As such, we expect these regional alterations in gene expression to reflect the accumulation of the DNA damage. Therefore, our findings that regional alterations in gene expression are correlated with stage and differentiation are consistent with the model of carcinogenesis described above.

Identification of regions of over- and underexpression

We further examine regions of over- or underexpression that occurs in many tumors and that may be of prognostic and therapeutic value. As the abnormal expression regions identified by our method may be caused by DNA copy number changes (amplifications or deletions), we will compare those regions to what have been reported in the literature such as Knuutila et al. (1998, 1999).

We determine that a gene is within a region of over- or under-expression if the posterior state probability is greater than 0.6. Since regions may contain various numbers of genes, we only select those that have at least three genes to avoid false positive calls for the small regions (one or two genes). However, each tumor is likely to have different genes that show abnormal expression levels in a specific chromosomal region. Therefore, we count the number of tumor samples in which a given gene is in a region of over- or underexpression.
We observed that some chromosomes have more abnormal expression regions than others. Regions of over-expression in chromosomes 1, 6, 7, 11, 12, 17, 19, 22, and X are more frequent. Many studies using CGH have reported amplifications in non-small-cell lung cancer (NSCLC) in these chromosomes as well. For example, 12p amplicon harbors the KRAS2 gene that has been detected in two lung adenocarcinomas (Bjorkqvist et al., 1998). In addition, amplifications of 6p12-pter and 17q24-pter are frequent in NSCLC (Knuutila et al., 1998). For these three regions, we observed in our data five genes (D6S51E, D6S52E, CSNK2B, CLIC1, and VARS2) in the 6p21.33-p22.1 region with frequent counts in four to seven tumor samples, three genes (TNFRSF1A, SCNN1A, and LTBR) in 12p13.2-p13.33 with frequent counts in six to seven tumor samples, and three genes (GALK1, ITGB4, and LLGL2) in 17q24.3-q25.3 with frequent counts in five tumor samples. We also report here the four most frequent regions of over-expression in our data: (1) 7p22.3 (JTV1, RAC1, KDEL2) with frequency of 10–15; (2) 21q22.3 (TFF1, TFF2, TFF3) with frequency of 10; (3) 11q23.3-q25 (SC5DL, unknown gene, SORL1) with frequency of 9; and (4) 11q12.1-q13.5 (EMS1, PPF11A, FADD) with frequency of 3–8. We note that some of the survival genes reported in Beer et al. (2002) are in regions of over-expression and include VEGF, ERBB2, WNT10B, and IGFBP3, although the frequency is rare (1 or 2 only).

Regions of under-expression are much less frequent in our data as compared to the detection of regions of deletions in NSCLC (Knuutila et al., 1999). For example, we didn’t find any region of under-expression at either region 3p14.2 or 9p21. We observed in our data two chromosomes, 16 and 19, that have the most regions of under-expression. We also observed 3 regions in chromosomes 6, 10, and 17. These regions are (1) 6p21.33 (HLA-DRA, HLA-DRB1, HLA-DRB5) with a frequency of 21; (2) 10q22.1-q22.2 (SFTP1A, SFTP2A, SFTPD) with a frequency of 42; and (3) 17q11.2-q21.1 (SCYA14, SCYA5, SCYA4) with a frequency of 15. Although DNA deletion and amplification could account for expression changes in the regions identified above, the possibility of other mechanisms that may result in the expression abnormality should not be excluded. For example, DNA methylation, a type of chemical modification of DNA that can be inherited without changing the DNA sequence, can lead to gene silencing when combined with histone acetylation (Baylin et al., 2001). In addition, up-regulation of gene expression in a chromosomal region may be caused by the opening of the chromatin of an entire neighborhood as a result of activation of a target gene within the neighborhood (Spellman and Rubin, 2002). Overall, our findings suggest the possibility that there are regional changes associated with genomic structure changes; these merit further investigation for potential clinical utility.

CONCLUSION

In this paper, we have integrated gene expression data with genomic location information and have applied a HMM to discover chromosomal regions of abnormal expression. Several regions identified in this paper are consistent with known regions of amplification reported in the literature. This integrated analysis provides biological interpretation regarding the expression changes in certain lung tumors. Recent development of high throughput SNP arrays has allowed researchers to directly identify changes in the DNA level reflective of LOH, deletion, and amplification. Computational methods (Lin et al., 2004; Huang et al., 2004) have been developed to identify these abnormal DNA events. As cancers are complex biological systems, no single type of global profiling approach can entirely elucidate tumor behavior. Therefore, combining mRNA and DNA high throughput data in conjunction with sophisticated statistical algorithms may be needed to identify important molecular causes of carcinogenesis and characterize the fundamental processes of tumor growth.
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