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ABSTRACT

This article describes a 3-node queueing network model of human multitask performance to account for interferences between concurrent spatial and verbal tasks. The model integrates considerations of single channel, queuing theoretic models of selective attention and parallel processing, multiple resources models of divided attention, and provides a computational framework for modeling both the serial processing and the concurrent execution aspects of human multitask performance. The single channel and the multiple resources concepts and their applications in engineering models are reviewed. Experimental evidence in support of the queueing network model is summarized. The potential value of using queueing network methods to integrate currently isolated concepts of human multi-task performance and in modeling human machine interaction in general is discussed.
I. INTRODUCTION

One of the common characteristics of an operator’s task in human-machine systems is the need to perform a number of concurrent activities at once. Examples of multi-task situations abound and include an automobile driver who has to ensure the smooth operation of a vehicle while time-sharing between the instrument panel and the forward view of the roadway, and a traffic controller who has to divide attention between various visual and auditory sources of information, while making time-critical decisions and performing intensive communications activities. The requirements for processing multiple sources of information often push the operators in multitask human machine systems to the upper bound of their attention capabilities.

Fortunately, the increasing power and sophistication of hardware and software technology are providing more and more options for human machine system design that could take into account the characteristics of the human operator. In this regard, as indicated by a recent report of the Committee on Human Factors of the National Research Council, comprehensive, engineering-based, predictive models of operator performance and workload in complex multitask systems become of increased importance [3]. These models can help assess the impact of the technological infusions and determine the most effective design before a system is configured, and will allow the human factors professionals to communicate their knowledge to the engineering community more effectively in a language that is compatible with the designers’ existing terminology and conceptual base.

Many predictive models of multitask performance have been proposed to address the nature and the cause of task interference. Prominent among these models are the single channel, serial processing models and the multiple resources, parallel processing models. The two schools of models have fundamental differences in their views of the nature of multitask performance and in their research and modeling methodology. The single channel, serial processing models treat multitask performance as an issue of task selection and scheduling: human information processing system can only attend to one task at a time, and multitask
performance relies on the rapid switching of attention among the tasks competing for attention [9], [36], [45]. The multiple resources, parallel processing models, in contrast, treat multitask performance as an issue of parallel allocation and division of processing resources among simultaneous tasks: multiple tasks can be processed at the same time as long as the total demand does not exceed the limit of attentional capacity or processing resources [59].

Until recently, there has been a substantial gap between the two schools of models. As models of human behavior, both schools of models have received substantial support from a multitude of experimental studies. But at the same time, it has become increasingly evident that neither school of models alone is sufficient in providing fully satisfactory explanations to the empirical data. From the perspective of engineering modeling, the single channel assumptions have thus far enjoyed a greater success, as indicated by the existence of a set of well-established models such as the queueing theoretic models and the network models reviewed in the following section. These models provide formal mechanisms for representing and codifying the single channel assumptions of task selection in engineering terms. The multiple resources models, in contrast, have only recently started to see some of their concerns being gradually accommodated in several simulation models of human performance, and there is still a lack of a set of computational methods to represent the assumptions of simultaneous execution and resource allocation in engineering terms. Furthermore, there does not exist a set of integrated engineering-based methods to model the concerns of both schools of models and to bridge the gap between the two. As indicated in the recent National Research Council report, there is a lack of methods to model the two most important features of a macromodel: task selection and simultaneous execution [3].

Recently, Liu [29] [30] proposed that queueing network models and related methods employed widely in industrial engineering and system performance analysis may provide us an integrated computational framework for modeling the complex structural and temporal arrangements that multiple tasks might assume. The structural arrangements include both serial selection and parallel execution, and the temporal arrangements include both
immediate activities and delayed processing. The purpose of this article is to examine the gap between the single channel and the multiple resources models of multitask performance, to describe a 3-node queueing network model of interference between concurrent spatial and verbal tasks, and to illustrate the potential power of the queueing network approach for modeling multi-task performance. As described below, the queueing network model provides a computational framework to integrate the concerns of the single channel and the multiple resources models, which, in essence, can be treated as special cases of the queueing network model.

The structure of the article is as follows. The first two sections review the single channel and the multiple resources models in detail, in terms of their theoretical assumptions and their applications in engineering modeling. Both the successes and the limitations of the two modeling approaches will be discussed. Then, a specific pattern of task interference between concurrent spatial and verbal tasks will be discussed as an illustration of the gap between the two classes of models. A 3-node queueing network model is then described as a plausible and intuitive account of interference between spatial and verbal tasks and as an attempt to bridge the gap between the single channel and the multiple resources models. The value and the potential power of using queueing network methods to integrate some other currently isolated concepts of human performance and in modeling human-computer systems in general is discussed at the end of the article.

II. SINGLE CHANNEL, QUEUEING THEORETIC MODELS OF MULTITASK PERFORMANCE

As mentioned above, a prominent theory of multitask performance is the single channel theory of selective attention. Its root can be traced to the single channel theory of human information processing originally proposed by Craik [12] to explain the psychological refractory period in human information processing discovered by Telford [51].
Telford discovered that when two reaction time tasks are presented close together in time, the reaction time to the second task stimulus is consistently delayed from a single task control condition. Various forms of single channel theories have been subsequently proposed and elaborated [6] [14] [35] [56]. What is consistent about these theories is their common assumption that the human information processing system has bottlenecks that can only process one stimulus or piece of information at a time, and thus the system functions through a series of selections about which stimulus or piece of information to process. The focus of investigation is the identification of the bottlenecks, and the topics of debate among these theories are their different opinions regarding the locus of the bottlenecks and the factors that influence the selection processes.

The single channel psychological theory of selective attention has been the fundamental basis of numerous engineering models of human performance [9] [42] [45]. These engineering models postulate that the human is a single channel processor or a time-shared computer with a single central processing unit (CPU), which quickly switches and allocates its processing capacity among a variety of tasks in a sequential and all-or-none fashion. The models view human multitask performance as a single server queueing problem or multitask sequencing problem in which multiple tasks or diverse sources of information are queued for service of the single-server human information processing system.

Early models in this tradition have focused on modeling human visual sampling and monitoring behavior. Senders developed an instrument monitoring model, which integrated the single channel concept and the sampling theorem of Shannon's information theory in making its predictions about the observer's fractional dwell time on each monitored instrument [45]. Carbonell proposed a single server priority queueing model of multi-instrument visual sampling [9]. The priority of each instrument at any instant is modeled as the combined effect of both the probability and the cost of exceeding a prescribed limit. The model integrates concepts from queueing theory, information theory, and decision theory. Carbonell used simulation to solve the model, and showed a close fit between the model's
predictions and the subjects' actual performance in flying a simulator in terms of the fraction of attention devoted to each instrument. Senders and Posner further developed the queuing theoretic approach to instrument monitoring and provided analytical solutions to a model that they developed for display sampling [46]. Schmidt applied queuing theoretic method to the analysis of air traffic control task [43].

A systematic and extensive effort in applying the queuing theoretic methods to the modeling of human machine systems can be found in a series of studies conducted by Rouse and his colleagues. Rouse described human-computer interaction as a queueing system with the human and the computer as two servers [42]. He formulated a queueing theoretic model of dynamic allocation of responsibility between the human and the computer in multitask situations, and illustrated the potential utility of this model with simulation experiments. Chu and Rouse later investigated the predictive power of the model with a behavioral experiment that simulated a multitask flight management situation [10]. A similar task scenario was also used in an earlier study by Walden and Rouse that investigated the suitability of a single server queueing model of pilot decision making [55]. Greenstein and Rouse integrated a pattern recognition technique called discriminant analysis with queueing theory methods in their 2-stage model of human decision making in multi-process monitoring situations [19]. Discriminant analysis was used in the first stage to generate estimates of event occurrence probability, and queueing theory was then applied in the second stage to incorporate these probabilities into the solution of the attention allocation problem.

The single channel assumptions can also be found in several other engineering models. For example, Sheridan assumed that there is a mental cost to switching attention which will determine how often different information sources in the environment are sampled, and thereby influence the sampling behavior [47]. Kleinman and Curry developed a model for human operator display monitoring, which assumed that the human is a single channel time-shared processing channel [26]. Tulga modeled the multitask attention allocation problem as a dynamic, single machine sequencing problem [53]. The concepts and
assumptions of single channel processing and sequencing were also employed in the semi-Markov dynamic decision model of human task selection performance proposed by Pattipati, Kleinman and Ephrath [40].

The single channel concepts have been the fundamental basis of numerous simulation models of human performance. Notable examples include the task network models [28], PROCRU [4] and HOS [57]. Started with the SAINT (Systems Analysis of Integrated Networks of Tasks) modeling methodology developed by Siegal and Wolf [48], the task network approach models the human interaction with the environment as a sequence of tasks (also called paths), and acknowledges the existence of alternative paths to accomplish a goal or different goals in certain circumstances. These alternative paths form a task network. Parallel paths in a task network represent alternatives rather than concurrence of processing. Furthermore, a task in a network can not be started until the preceding task on the same path of the network has been completed. Thus, at any instant only one task on a path can be executed.

PROCRU (Procedure-Oriented Crew Model) is a control theory-based simulation model that has received widespread recognition [4]. The model is a closed-loop system model incorporating submodels for the aircraft, aircraft crew members, and the air traffic controller. The crew member submodel is a detailed human performance model and has a comprehensive coverage of human activities in monitoring and control of a large system. The model assumes that the crew members have a set of procedures or tasks to perform, and one task is chosen at a given instant in time, which is the one perceived to have the highest expected gain for execution at that time. The model contains a procedure selector, which is responsible for task selection and sequencing.

The Human Operator Simulator (HOS) uses a library of human performance micromodels to simulate the operator's perceptual, cognitive and motor responses [21] [50] [57]. The original versions of the HOS approach assumes that humans are single channel processors, and that human behavior is goal-oriented, and can be defined as a sequence of
discrete micro-tasks, which can be aggregated to predict task performance. Other simulation models of complex task performance that are based on single channel assumptions include SIMWAM [17] [33], STALL [11], the model developed by Tulga and Sheridan [54] and its subsequent modified versions (e.g., [37]).

In spite of their differences, one of the common features of these models is their reliance on the fundamental assumption that humans can only process one piece of information at a time. Human multitask performance is modeled as a process of selecting tasks for sequential action according to some service discipline or cost function, which is usually based on the assumption that there is a mental cost to switching attention and/or there is a cost of being unable to attend to a critical instrument in a timely fashion [39] [42] [47]. Another common characteristic of these models is their focus on time as the underlying dimension and the metric of processing. Time is what is competed for by multiple tasks in a serial fashion and completion time defines the difficulty or demand of each task or task component. The models are relatively silent as to the intensity aspects of task demand.

These single channel based models have demonstrated tremendous success in modeling two aspects of human performance: visual sampling in process monitoring and strategic task scheduling in high workload situations. The primary concern of visual sampling is to find the optimal tactics for a single channel sampler to sample sources of information sequentially when the information sources can not be attended to at once and thus compete for the operator's focal attention [36]. For example, in monitoring instrument panels, owing to the need for foveal vision when accurate reading is required, the eyes must be pointed in an appropriate direction to scan and sample a source of information. Since the distances between instruments are most often greater than the radius of foveal vision (2 to 3 degrees of visual angle), accurate reading of spatially separated instruments can only be done sequentially. Similarly, in high workload situations when time pressure is the major source of workload and the operators are free to choose the order in which the tasks should be done to avoid overload [1] [37], these single channel models have been quite successful in capturing
the strategic scheduling aspect of task performance.

However, intuition and experimental evidence both support the view that humans do have the ability to perform multiple tasks in a truly concurrent fashion under many real-world circumstances. "We must recognize that people in fact can do more than one thing at a time and normally do ([1]; p.5)". In these task situations, single channel assumptions and the analogy of a single-CPU time-shared computer or a single server queueing system may only capture part of the nature of human performance and may not be adequate to portray the complex cognitive mechanisms for concurrent processing. Furthermore, each of the concurrent tasks may have attentional demands varying in intensity as well as in time. Some task pairs may be more similar with each other in their task structure than with others, and thus produce different patterns of task interference when they are performed concurrently with each other than when they are with other tasks. Thus, it may be necessary to address the parallel processing aspect of performance, to consider the intensity as well as the time characteristics of task demand, and to analyze the structural aspects of concurrent tasks. These issues have been the focus of investigation of models of divided attention.
III. MULTIPLE RESOURCES, PARALLEL PROCESSING MODELS OF MULTITASK PERFORMANCE

In contrast to the single channel assumption adopted by selective attention theorists that attention capacity can only be switched in a sequential and all-or-none fashion among competing tasks, divided attention theorists have generally suggested that the limited human information processing capacity can be simultaneously allocated to multiple tasks in a graded fashion, and that information for simultaneous tasks can be processed in parallel as long as the total processing load does not exceed a person's processing capacity. Since the early 1970s, the concept of capacity has become more commonly referred to as a "resource", a concept first formalized by Kahneman as a mental energy necessary to support task performance [24].

Early resource theory holds that there is a single undifferentiated pool of processing resource, and performance of concurrent tasks should deteriorate as they compete for more of the same scarce resource [24]. However, it has become increasingly evident from the results of a multitude of experimental studies that human information processing may include multiple pools of resources [59]. Foremost among these results was the phenomenon of difficulty insensitivity: the failure of performance on one task to reflect changes in the difficulty of a concurrent task. A related phenomenon is that two tasks may be found to have perfect time-sharing with each other, but each can be shown to interfere with other tasks.

Based on a review of experimental literature, Wickens proposed a multiple resources model that assumes the existence of multiple pools of processing resources in the human information processing system [59]. The model represents resource composition as three dichotomous dimensions, which include codes of processing (that distinguishes verbal-linguistic vs. analog-spatial coding and representation of information material), stages of processing (that distinguishes perceptual/cognitive vs. response selection and execution), and modalities of processing (that distinguishes auditory vs. visual perceptual channel and voice
vs. manual response). According to the multiple resources model, the three dimensions define separate resources, and interference between concurrent tasks should only be manifest to the extent that the tasks compete for common resources.

The multiple resources model has had significant impact in the human factors community, particularly as a conceptual framework for understanding multitask performance and as a heuristic for guiding multitask system design. Recently, several simulation models of human performance, e.g. the MICROSAINT model [28] and the WINDEX model [38], have started to accommodate some of the assumptions of the multiple resources models. As briefly reviewed in the following paragraphs, these models have started to address the structural aspects of task demands and that they have taken a step toward acknowledging aspects of task demands that are not defined only in terms of time.

Operator workload is modeled in MICROSAINT— an elaboration and development of the original SAINT model [48]— with a variant of a technique that had been used by McCracken and Aldrich [34]. This technique characterizes operator activities as imposing some amount of workload demand along each of four attention channels: the auditory channel, the visual channel, the cognitive processing channel, and the psychomotor output channel. A set of benchmark scales developed by McCracken and Aldrich is used for determining the workload intensity or demand for each channel.

The WINDEX (Workload INDEX) model [38] perhaps represents the highest level of sophistication among the simulation models thus far in accommodating the multiple resources assumptions. The model combines mission, task and timeline analysis with the multiple resources considerations to predict attentional demands in a crewstation. A critical component of the WINDEX model is a conflict matrix, which determines the amount of interference between concurrent activities according to their similarity in the multiple resources space defined by the Wickens's model.

Of the three dimensions in the multiple resources model, the one that has received the most consensus in the literature is the one based on a distinction between spatial and verbal
processing codes. Briefly stated, since separate stages are used to perform different functions, this dimension is less relevant for predicting alternative methods of carrying out equivalent tasks. The role of perceptual modalities has been found, in a variety of experiments, to be more complicated than it was first proposed. Other factors such as visual scanning, auditory masking and cross-modality switching may influence the pattern of task interference (for a detailed discussion, see Wickens and Liu, 1988, [61]). Therefore, the present article will focus on the dimension of processing codes as defining separate resources.

The dichotomy of spatial and verbal processing codes distinguishes operations of perception, working memory and response that have a linguistic and symbolic base from those that have a spatial analog base. Researchers of multitask performance have started to realize the role of processing codes in accounting for variances in task interference since the pioneering study of Brooks conducted in the late 1960s [7]. In a series of experiments, Brooks compared the effects of spatial and verbal response methods on the subjects' performance of an imagery task, which involved mental operations in either spatial working memory or verbal working memory. The spatial memory task required the subjects to mentally "walk" around the perimeter of an imagined capital letter and indicate in turn whether each corner was in a designated orientation. The verbal memory task required the subjects to mentally "walk" through an imagined familiar sentence and indicate in turn whether each word belongs to a particular grammatical category. The results showed that the spatial working memory task was consistently more disrupted by the spatial response method (pointing to a column of Y's and N's) than by the verbal response method (vocal articulation). But the reverse pattern of interference was observed for the verbal memory task.

This pattern of task interference has been observed in a variety of experimental tasks, ranging from skill-based tasks (e.g., [63]); to rule-based tasks (e.g., [52]) and to knowledge-based tasks (e.g., [64]). Converging evidence strongly supports the definition of processing codes as separate resources in accounting for task interference, and suggests that analysis of human performance must address this structural aspect of task demands and distinguish
between within-code and between-codes tasks.

While the multiple resources concepts represent a significant advancement in multitask performance theory, there are at least two issues that need substantial further research. First, although the single channel assumptions have enjoyed a great success in engineering modeling as reviewed in the previous section, there is still a lack of a set of engineering methods to transform and codify the multiple resources assumptions of simultaneous execution and resource allocation in a computational form. Second, since the multiple resources models were originally proposed to address the characteristics of parallel allocation of scarce yet divisible processing resources to concurrent activities, the models do not provide a formal mechanism to model the role of serial processing bottlenecks and the selective and scheduling aspects of task performance. Thus, a typical research strategy of investigators in this research paradigm has been to treat these bottlenecks of serial processing as extraneous factors or to keep the influence of these factors as small or constant as possible (see, Liu and Wickens, 1992, [32], for an analysis). However, as reviewed in the previous section, processing bottlenecks do exist and play an important role in many task situations. "Given extremely high and time-intense processing demands, it may be impossible to parallel process the information, and the subject may be forced into a serial processing mode" ([61]: p. 612). The next section will argue that the existence of processing bottlenecks might be a major cause of interference between tasks that do not use the same processing code.
IV. GAPS BETWEEN QUEUEING THEORETIC AND 
MULTIPLE RESOURCES MODELS

Apparently, substantial gaps exist between the single channel, queueing theoretic 
models and the parallel processing, multiple resources models. Both schools of models have 
received substantial support from a multitude of experimental studies and demonstrated great 
value in analyzing certain types of task situations. But at the same time, it has become 
increasingly clear that each school only emphasizes one aspect of multitask performance, and 
neither school of models alone appears to be sufficient in providing fully satisfactory 
explanations to both the serial processing and the parallel allocation aspects of task 
performance. Furthermore, from the perspective of engineering modeling, there does not 
exist a set of integrated engineering-based methods to model the concerns of both schools of 
models in a quantitative manner [3].

To further illustrate the need for integrating the concerns of the two schools of 
models, let us examine, as an example, a pattern of task interference that has been 
demonstrated in experimental studies and is consistent with intuition. Imagine a situation in 
which a spatial task is time-shared with a concurrent spatial task or a verbal task. The single 
channel models would predict that interference between the concurrent tasks should be 
determined by the level of difficulty of the concurrent tasks, regardless of whether they use 
the same or separate processing codes. The most logical prediction of the multiple resources 
models, however, would be that the performance/difficulty tradeoff should be observed only 
if concurrent tasks use the same processing code. It has become increasingly evident that 
neither of the two predictions is fully consistent with empirical data. What has been 
demonstrated in a variety of experimental studies is that task interference is expected to be 
greater when concurrent tasks use the same processing code than when they require separate 
codes. However, the data do not indicate that two tasks demanding separate codes will 
always be perfectly time-shared.
Experimental evidence and intuition suggest a pattern of task interference as follows. First, task interference will not be observed when the total demand of the concurrent tasks is low, regardless of the processing codes involved. Second, when the total task demand is sufficiently high, both within-code and between-codes interferences could be observed, but within-code interference is more likely to occur; third, increases in task difficulty tend to produce faster increases in within-code than between-codes interferences; fourth, when the processing demand of each of the concurrent tasks is high, the human appears to behave more like a single channel processor and can only process one demanding task at a time.

It appears that this pattern of task interference is consistent with everyday experiences. For example, in a perfect driving environment an easy secondary task can be performed concurrently with the primary driving task without causing any performance decrement, no matter whether the easy task is spatial (e.g., imagining a simple road map or tuning a radio) or verbal (e.g., recollecting a previous conversation or talking to a passenger). But under the same driving condition, a difficult secondary spatial task (such as mentally "walking" around a complex spatial layout or using a complicated navigational device) would be more likely to disrupt driving than would an equally difficult verbal task (such as reciting a difficult poem or engaging in a challenging conversation). As the driving environment becomes more hostile, a driver would very likely to experience great difficulty in performing even a simple secondary spatial task but could still perform some easy secondary verbal tasks such as a light conversation. But as the difficulty of driving further increases—such as driving on a winding and narrow road in a stormy weather or in a heavy-traffic area—the driver would have to concentrate on driving, which could be easily disturbed by a slight disruption of any kind.

The following is a brief review of some experimental evidence that demonstrate this pattern of task interference. Wickens, Mountford, and Schreiner investigated dual-task performance decrements in an experiment in which four individual component tasks were selected to be performed in all pairwise combinations [62]. The four tasks included a one-
dimensional compensatory manual tracking task, a line judgment task, an auditory short-term memory task and a digit classification task. The tasks were selected specifically to place demands upon qualitatively different capacities of processing resources. The tracking and the line judgment task both placed heavy demands upon spatial processing, whereas the short-term memory and the digit classification task both placed heavy demands on verbal processing. The experimental results showed performance decrements in all dual task conditions, but the decrements were greater when two concurrent tasks required the same processing code than when they required separate codes. For example, the tracking task suffered the largest decrement when it was time-shared with another tracking task, a smaller decrement with the line judgment task, and the smallest, yet still significant, decrement with the verbal memory or classification task.

In a series of four experiments Klapp and Netick compared the amount of interference of a verbal reference task called probe digit (PD) and a spatial reference task called missing digit (MD), with several concurrently performed verbal or spatial distracting tasks. Both tasks required the subjects to remember a list of eight digits [25]. The PD task required the subjects to respond, when they were presented with one of the eight digits as a "probe", with the digit that had followed the probe in the original sequence. The MD task required the subjects to identify which of the nine possible digits (from the population of 1-9) was absent from the original list. The authors argued that PD used auditory-verbal memory storage but MD used visual-spatial memory storage. In the four experiments performance decrements were observed in most of the dual task conditions, no matter whether the concurrent tasks required the same or separate processing codes. However, the decrements were found to be greater when they required the same code. For example, vocalization as a concurrent verbal task interfered with PD more than with MD (in Experiment 1), but tracking as a concurrent spatial task interfered with MD more than with PD (in Experiment 2). A concurrent verbal memory load interfered with PD more than with MD (in Experiment 3), but a spatial memory load was shown to interfere only with MD and not with PD (in Experiment 4).
There is also clear evidence that between-codes interference could be absent in some other task situations. For example, Baddeley conducted a series of studies which tested subjects' memory for complex chess positions while performing a concurrent spatial or verbal task. All subjects--ranging from the modest club player to the international grand master--showed the same basic pattern of task interference: performance of this spatial memory task was not disrupted by the concurrent verbal task but showed clear impairment from the concurrent spatial task [2].

An important factor that must be considered in comparing within-code and between-codes interferences is the level of difficulty of the spatial or verbal tasks involved. Although the data is limited in which the processing codes of concurrent tasks have been manipulated along with a simultaneous manipulation of task demand, the reported data supports the view that within-code task interference is greater than between-codes interference. For example, Wickens found that performance on a manual tracking task was more disrupted by a manual response task than by an auditory signal detection task, even though the latter was judged by the subjects to be more difficult [58]. Another example is the study by Wickens, Sandry and Vidulich [63], in which subjects were required to time-share a tracking task with a verbal reaction time (RT) task. When the RT task presented the stimuli auditorily and required voice response, an increase in tracking difficulty produced no increase in task interference. However, task interference increased significantly when visual input and manual response were employed with the RT task.

In order to systematically examine the joint effects of task difficulty and processing codes on task interference, Liu and Wickens conducted a series of experiments, in which the experimental conditions were carefully controlled to achieve a simultaneous manipulation of processing code and task difficulty, while keeping all other aspects of the spatial and verbal task conditions equivalent to ensure that the contrast between verbal and spatial code was not confounded with other variables [29] [32] [61]. Performance measures and the NASA-TLX subjective workload ratings [22] were used to establish the difficulty levels of the tasks. The
results of the experiments are consistent with the pattern of task interference described earlier in this section.

In the first study, Wickens and Liu required the subjects to perform a simulated flight task, which was time-shared with a verbal or spatial decision task whose degree of demand was varied between two levels [61]. The simulated flight task was a one-dimensional compensatory tracking task with second-order control dynamics (acceleration control). The spatial task required the subjects to predict the future position of a displayed vector and the verbal task required the prediction of the future value of a displayed numerical variable. The spatial and the verbal tasks were designed in a way that they imposed analogous demands on the respective spatial or verbal working memory systems, by imposing a continuous running memory task with overlapping encoding, storage and retrieval processing. The difficulty level of the two types of tasks were equated by comparing single task performance measures and subjective ratings. The results showed clear evidence that both the spatial and the verbal decision tasks produced significant interference with the tracking task, but the amount of interference produced by the spatial task was found to be greater than that by the verbal task. A particularly interesting finding was that a further increase in the difficulty of the spatial task produced a significant increase in tracking error, whereas the same amount of increase in the verbal task difficulty produced a small and nonsignificant increase in tracking error.

In the second study [32], half of the experimental trials were similar to those of the first study—the subjects were required to time-share a primary second-order tracking task with a secondary spatial or verbal decision task, and the relevant information that was needed to perform the decision tasks was displayed at a fixed location on the visual display. On each of the other half of the trials, however, the decision information was displayed at either of two possible locations with equal probability. The subjects were thus required to search the visual display to find the needed information before making a decision. Since visual search has been identified in the literature as a spatial exploratory process demanding spatial resources, the presence or the absence of the visual search requirement created two levels of
demand on the spatial resource (for a detailed description of the rationale and literature review, see [32]). Not surprisingly, for the dual task conditions when target search was not involved, the experimental result was similar to that of the first study. A particularly interesting finding was that on the other half of the trials when target search was required to perform the tasks, the increased demand of the visual search task for spatial resources produced a significantly greater increase in the interference between the spatial decision and the tracking task than that between the verbal decision and the tracking task.

The third study extended the first two by expanding the range of task difficulty levels. The study consisted of two experiments [29], both of which required the subjects to perform a primary first-order pursuit tracking task and a secondary spatial or verbal task, which was an easy information acquisition task in the first experiment and a difficult information integration task in the second experiment. The task demand for spatial resources was further manipulated by creating four levels of demand for target searching--the relevant information that was needed for the decision tasks was displayed with 4 levels of uncertainty regarding its spatial location on the visual display. The four levels corresponded to the task conditions in which the relevant information was displayed at one of 1, 2, 4, or 8 locations on each trial with equal probability.

In the first experiment in which an easy first-order tracking task was time-shared with an easy information acquisition task, there was no evidence of task interference in almost all conditions. The only evidence of a significant task interference was found when the demand for target search reached the highest level (N=8). However, in the second experiment in which a difficult information integration task was employed, significant task interference was observed in all dual task conditions. Furthermore, increases in the demand for spatial search produced a faster increase in the interference between the tracking and the spatial task than between the tracking and the verbal task.

These observations and experimental results pose a challenge to both the queueing theoretic models and the multiple resources models of multitask performance. As mentioned
above, the queueing theoretic models predict that task interference should be determined by
the level of difficulty of the concurrent tasks, regardless of whether they use the same or
separate processing codes. The most logical prediction of the multiple resources models is
that the performance/difficulty tradeoff should be observed only if concurrent tasks use the
same processing code.

Since the queueing theoretic models have not attempted to address the parallel and
structural aspects of task demand, it is not clear how the models would account for the
differential effects of concurrent spatial and verbal tasks. A natural approach to this problem
from the single channel perspective might be to develop a set of complicated scheduling
algorithms that allow the single server to vary task priorities and service rates according to
the processing codes of the to-be-processed tasks. But it is not clear whether this is an
intuitive or feasible approach, and the problem remains until the algorithms are developed.

A concept that might be invoked by the resource theorists in explaining the finding of
between-codes interference is the concept of concurrence cost, which says that the act of
time-sharing itself requires resources and thus produces worse performance than single task
conditions. But this concept by itself appears limited in this context, since it fails to explain
why between-codes interference could be absent in some situations, but present in other
situations, and perhaps more importantly, why between-codes interference could show a
pattern of gradual increase as seen in a performance/difficulty tradeoff. Furthermore, the
concept itself does not address the more fundamental question of why the concurrence costs
exist.

While it remains to be seen how the single channel and the multiple resources models
would address these issues, the next section proposes a three-node queueing network model
as a plausible and intuitive account of the research findings regarding interference between
spatial and verbal concurrent tasks. As described below, this model provides a computational
framework to integrate the concerns of the single channel and the multiple resources models,
which, in essence, can be treated as special cases of the queueing network model. Thus the
model does not in any way obviate the explanatory value of the fundamental concepts of the two classes of models.

V. A 3-NODE QUEUEING NETWORK MODEL OF MULTITASK PERFORMANCE

Recently, Liu proposed that human multi-task information processing system and human-computer systems are, in many respects, analogous to queueing networks (examples of which include telephone communications systems, computer networks and road traffic networks, and industrial production systems) [29] [30] [31]. Queueing network methods of performance analysis and systems modeling employed widely in industrial engineering and systems analysis may provide an integrated computational framework for modeling multitask performance and human-computer systems. In general, human information processing system can be modeled as a network of information processing nodes (called servers), with each node representing a service facility of some kind. These nodes do not have to be, and many are not, of the same kind. The nodes are connected by arcs over which information processing tasks (called customers) flow without delay. Each node has a waiting space for customers to wait if their service demand cannot be immediately satisfied, and thus each node can have a queue of customers formed in front of it, and multiple queues may exist simultaneously in the system. Queueing networks support the modeling of a wide range of complex structural and temporal arrangements that multiple tasks might assume. The structural arrangements include both serial selection and parallel execution, and the temporal arrangements include both immediate activities and delayed processing.

In order to give mathematical substance to the model presented below, we introduce the following notations, which are now rather standard in the queueing network literature. Two sets of notations are needed, the first for describing a stochastic queueing process at a service station, and the second for stochastic processes in a queueing network.
A queueing process at a service station in a network is described by a series of symbols and slashes such as \( A/B/C/D/E \), where \( A \) indicates the arrival pattern of customers as described by the probability distribution for interarrival-time or arrival rate, \( B \) the probability distribution for service time, \( C \) the number of parallel service channels at the station, \( D \) the restriction on waiting room capacity in front of the station, and \( E \) the queue discipline (the manner by which the customers are selected from the queue for service). For the most part, this article will focus on the class of queueing process that has received most research attention and enjoyed a most fruitful history of producing usable analytical results. This queueing process is denoted as \( M/M/c/\infty/FCFS \) (or \( M/M/c \) for short), representing a queueing process with exponential interarrival times (also called Poisson arrival), exponential service times, \( c \) identical servers at a station, no restriction on the maximum number of customers allowed in the queue, and first-come, first-served queue discipline. The importance and justifications of employing this type of queueing process in performance modeling are discussed in all standard textbooks on queueing theory [20] [27].

We use the following symbols to represent a queueing network:

1) \( K \): number of nodes,

2) \( i \): identity of nodes,

3) \( \gamma_i \): mean arrival rate to node \( i \) from outside the network (also called external arrival rate),

4) \( pij \): the probability that a customer visits node \( j \) immediately after departing from node \( i \) (also called routing probability or switching probability), \( i=1,\ldots, K, j=0,\ldots, K \), with \( p_{i0} \) representing the probability that a customer leaves the network immediately after visiting node \( i \),

5) \( \lambda_i \): the total mean arrival rate into node \( i \) (from outside and from other nodes),

6) \( \mu_i \): mean service rate of node \( i \).

We assume that we will mainly be concerned with queueing networks with the following characteristics:
1. Arrivals from the "outside" to node i follow a Poisson process with mean rate $\gamma_i$.

2. Service rates for each node are independent of the arrival rates and are mutually independent of each other, and the service rate for node i is exponentially distributed with parameter $\mu_i$.

3. The routing probabilities ( pij's ) are independent of the state of the system, which represents the number of customers at each node.

Networks that have these properties are called separable networks or product-form networks. They are also called Jackson networks, named after the author who showed that this class of networks have the following amazing property: the network acts as if each node can be viewed as an independent M/M/c queue, with parameters $\lambda_i$ and $\mu_i$. The joint probability distribution for the number of customers at each node can be written as a product of marginal M/M/c's [16] [23]. This amazing property makes it possible to derive many important results for the Jackson network that are often not available or analytically intractable for other types of networks. Jackson networks have subsequently received the most research attention and enjoyed a great success in model development. The models have also been successfully applied in diverse areas, because separable networks can be evaluated quite efficiently. Furthermore, many authors have demonstrated that many of the results for Jackson networks provide close approximations to non-Jacksonian networks [5] [16]. In computer system analysis, the pragmatic, "operational" framework for queueing network analysis, pioneered by Buzen and Denning, relies heavily on the assumption of separable queueing networks. It has been pointed out that, in practical applications, inaccuracies resulting from violations of Jackson's assumption typically are not worse than those arising from other error sources (e.g., inadequate measurement data) [8] [15].

It is not the purpose of the present article to fully explicate the formalisms and the modeling capabilities of the queueing network methods. Rather, the focus of this article is on the gap between the single channel, queueing theoretic models and the parallel allocation,
multiple resources models discussed in the previous sections. For this purpose, the present article proposes a simple, three-node queuing network as shown in Figure 1. This queuing network model has a parallel processing component and a serial processing component. The parallel processing component refers to the parallel operation of a "spatial server" (S) and a "verbal server" (V), analogous to the spatial and verbal processing mechanisms or resources advocated in the multiple resources theory. The serial processing component refers to the serial operation from either S or V to the third server, which can be referred to as the central server (C).

Insert Figure 1 about here

The model assumes that a task is composed of a number of task components (called customers), and the mean arrival rate of the task components, \( \lambda \) (the number of arriving customers per unit of time), is a measure of the difficulty or the service demand of a task. The model assumes that spatial and verbal task components take separate routes of the network: all spatial task components must be serviced by the server S, and all verbal task components must be serviced by the server V, before they receive the required service of the server C prior to their completion. The capacity of a server in meeting the service needs of the arriving tasks can be represented as the mean service rate of the server (\( \mu \)), which is the number of customers that can be serviced per unit of time. For the purpose of the present discussion, the model assumes that all servers are single channel servers with constant service rates. This is consistent with one of the most widely adopted assumptions in engineering models and psychological theories of human performance.

An important property of separable queueing networks is that the total arrival rate into any node (from outside and from other nodes) satisfies the "traffic equation":

\[
\lambda_i = \gamma_i + \sum_{j=1}^{K} (p_{ji}\lambda_j).
\]

Therefore, for the 3-node network, the arrival rate at the central server is
the sum of the arrival rates at the spatial and the verbal servers (i.e., \( \lambda c = \lambda 1 + \lambda 2 \), or equivalently, \( \lambda c = \lambda s + \lambda v \)). Using the symbols introduced earlier, the essential constituents of the 3-node queueing network can be formally represented as follows:

1) \( K = 3 \),

2) \( i = 1, 2, 3 \), representing the spatial (S), verbal (V), and the central (C) server, respectively,

3) \( \gamma i = \lambda i, \quad \text{for } i = 1, 2 \)
   \( = 0, \quad \text{for } i = 3 \)

4) \( \lambda i = \lambda i, \quad \text{for } i = 1, 2 \)
   \( = \lambda 1 + \lambda 2, \quad \text{for } i = 3 \)

5) \( p_{12} = p_{21} = p_{31} = p_{32} = 0, \)
   \( p_{ii} = 0, \quad \text{for } \forall i, \)
   \( p_{13} = p_{23} = 1 \)

6) \( p_{10} = p_{20} = 0, p_{30} = 1 \)

The following discussion will use \( i = s, v, c \), rather than \( i = 1, 2, 3 \), to refer to the spatial, verbal, and central servers. This is simply for the purpose of making the description and understanding easier.

A number of performance measures can be computed using queueing network methods. Of most interest to the present analysis is the waiting time of the customers in front of each server. Customer waiting time is a stochastic variable that describes the amount of time that a customer has to wait in front of a server before receiving its service. As in the existing queueing theoretic models of human performance, the queueing network model assumes that there is a performance cost associated with delaying service to a task (called the cost of waiting). Performance decrement due to delayed service at a busy server is assumed to be determined jointly by the waiting time and the cost of waiting in front of the server as described in the following expression:

\[
P_D i = W_i \times C_i
\]

(1)
where

\( PDi \) is task performance decrement due to delayed service at server \( i \),

\( Wi \) is the customer waiting time in front of server \( i \),

\( Ci \) is the cost of waiting at server \( i \).

As seen in Figure 1, customer waiting could occur either in front of \( S \) or \( V \) or both servers (similar to the predictions of the multiple resources models), or only in front of \( C \) (similar to the predictions of the single channel or queueing theoretic models), or a combination of both cases. More specifically, two spatial tasks will interfere with each other if they total service demand on the spatial server is high. Similarly, two verbal tasks will interfere with each other if they total service demand on the verbal server is high. This interference will be progressively greater as their competition for the service of the same spatial (or verbal) server increases. This is what is predicted by the multiple resources model. However, it is easy to see from the 3-node model that a spatial task and a verbal task could also interfere with each other when their total service demand for the central server is high, although they do not compete with each other for the service of the spatial or the verbal server. This interference would also show a progressive increase as their total demand at the central server increases, regardless of whether the tasks use the same or separate processing codes. This is consistent with the predictions of the queueing theoretic, single channel models. It can be seen that, in essence, the multiple resources model focuses on the role of spatial and verbal servers, whereas the single channel models focus on the role of the central server.

For separable queueing networks, customer waiting time in front of a server satisfies the following equation [5] [20]:

\[
Wi = 1/(\mu_i - \lambda_i) - 1/\mu_i
\]  

(2)

where

\( W_i \) is the mean customer waiting time in front of server \( i \),

\( \mu_i \) is the mean service rate of server \( i \),

\( \lambda_i \) is the mean customer arrival rate at server \( i \).
This relationship between waiting time and arrival rate for servers with constant service rates is illustrated in Figures 2. It can be seen that waiting time increases monotonically as the arrival rate increases. Waiting time approaches infinity as the mean arrival rate approaches the mean service rate, indicating a situation in which the tasks are too difficult to be performed simultaneously (beyond the processing limit). Of most interest to the model is the change in performance when \( \lambda \) is smaller than \( \mu \) at each server.

By making necessary assumptions about the capacities of each server (i.e., the \( \mu_i \)'s) and the cost of waiting in front of each server (i.e., the \( C_i \)'s), equations (1) and (2) allow us to model a variety of task interference patterns, considering both the difficulty and the processing codes of concurrent tasks. The following discussion will use the pattern of task interference discussed in the previous section as an example to illustrate this point. A way to model that pattern of interference is to assume that the serial processing bottleneck (server C) has a capacity that is smaller than the sum of the capacities of the spatial and the verbal servers, but greater than the capacity of each server. That is,

\[
\mu_C < \mu_S + \mu_V,
\]

\[
\mu_C > \mu_S, \text{ and}
\]

\[
\mu_C > \mu_V.
\]

As a numerical demonstration, we could assume that \( \mu_C = 14, \mu_S = 10, \mu_V = 10 \). In this case the relationships between waiting time and arrival rate at the three servers are shown in Figure 2 and Figure 3. If we further make the simplest assumption that the costs of waiting at the three servers are identical constants (i.e., \( C_i = C \), for \( i = 1, 2, 3 \), and \( C \) is a constant), then the relationship between performance decrements due to delayed service at a server (PD\( i \)) and the total task demands at that server (\( \lambda_i \)) should show the same pattern as that between waiting time and arrival rate, shown in Figure 2 and Figure 3.

Insert Figure 2 and Figure 3 about here
Based on Figure 2 and Figure 3, we can distinguish four important cases of customer waiting (task interference):

Case 1: When the customer arrival rate at each of the centers is significantly smaller than the service rate (i.e., \( \lambda_i \ll \mu_i \) for \( \forall i \)), minimal waiting is expected, and thus performance decrements would be minimal in performing the simultaneous tasks. This is the case when easy tasks are time-shared with each other, regardless of the processing code involved. For example, suppose two spatial tasks are performed concurrently with each other. One of the two spatial tasks (e.g., driving on an easy road) has a spatial task demand corresponding to a mean arrival rate of spatial task components of 3 (\( \lambda_{s1}=3 \)). The concurrent spatial task has a task demand corresponding to a mean arrival rate of 2 to the spatial server (\( \lambda_{s2}=2 \)). The total demand of the two tasks is 5 (\( \lambda_s=\lambda_{s1}+\lambda_{s2}=5 \)) both at the spatial and at the central server, which is significantly smaller than the capacities of each server (\( \lambda_s << \mu_s =10 \), and \( \lambda_s << \mu_c = 14 \)). Minimal waiting would be observed in front of the two servers, and thus no interference would be observed between the two easy spatial tasks.

Case 2: When the customer arrival rate approaches the service rate of either the spatial (S) or the verbal server (V) but not that of the central server (C), significant waiting is expected in front of S or V, respectively, but not in front of C. For example, when one of the two spatial tasks mentioned in Case 1 has increased its difficulty to \( \lambda_{s1}=6 \), then we have \( \lambda_s=\lambda_{s1}+\lambda_{s2}=8 \), which is close to \( \mu_s \) and causes significant within-code interference at the spatial server. But since the arrival rate at the central server is still much smaller than its service rate (\( \lambda_c=8 << \mu_c=14 \)), minimal waiting would be expected in front of the central server. Performance bottleneck is at the spatial rather than the central server. This is the case in which within-code interference is the only source of task interference. This within-code interference will increase quickly as the arrival rate at the congested server (the spatial server in the present example) continues to increase.

Case 3: When the customer arrival rate approaches the service rate of the central server but not that of the spatial or the verbal server, customers are expected to wait in front of C, but
not in front of S or V (e.g., when $\lambda_s=6$, $\lambda_v=6$, $\lambda_c=\lambda_s+\lambda_v=12$). Since $\lambda_c$ is close to $\mu_c$, between-codes interference at the central server would be the primary source of task interference. Progressive increase in $\lambda_s$ or $\lambda_v$ would produce progressive increase in $\lambda_c$, and produce a corresponding progressive increase in the between-codes interference. However, as long as $\lambda_s$ and $\lambda_v$ are both still much smaller than $\mu_s$ and $\mu_v$, within-code interference would be minimal. The central server is the bottleneck.

Case 4: This is the most general case, in which performance decrements are caused by a combination of within-code and between-codes interferences—-a combination of Case 2 and Case 3. Due to the heavy demands of the tasks, significant waiting could occur in front of two or all three servers. For example, when $\lambda_s=8$ and $\lambda_v=5$, within-code and between-codes interferences would both occur due to congestion in front of both the spatial and the central server.

To use an observable system as an analogy, we can imagine a roadway transportation system with a configuration like the 3-node network of Figure 1. One or two types of vehicles pass through the network: trucks and cars. All "trucks" have to pass through a "truck" section, which has, for example, 4 parallel lanes. All "cars" have to pass through a "car" section of 4 parallel lanes, and all vehicles must pass through a "final" section of, say, 6 parallel lanes. Congestion and traffic delay could be observed at any one, or any two, or all three sections, depending on the arrival rates of trucks and cars. The different types of traffic delay are similar to the several cases discussed above.

The 3-node queueing network model provides a conceptual and computational framework for modeling a much broader range of task interferences than what has been described thus far. The following is a discussion of some interesting cases.

First, in the analysis presented above, we have assumed that the capacity of the spatial server is the same as that of the verbal server (i.e., $\mu_s=\mu_v$). This assumption implies that a pair of concurrent spatial tasks will interfere with each other in the same way as a pair of verbal tasks, as long as the service demands of the spatial tasks on the spatial server are the same as
the service demands of the verbal tasks on the verbal server. This tentative assumption is based on the current state of knowledge in that there does not exist an empirical database for comparing the capacities of the two servers. Although ample evidence has demonstrated that within-code interference is likely to be greater than between-codes interference, no data is available that has compared within-code interference between spatial tasks with that between verbal tasks while keeping the difficulty levels of the two types of tasks equivalent. Thus it is not clear which of the two types of tasks is more likely to produce within-code interference.

This tentative assumption about the equivalence of the capacities of the spatial and the verbal servers suggests an interesting research question rather than offers a final conclusion. Future experimental results along this direction would undoubtedly provide deeper insights into this assumption, and can be easily accommodated by the model. For example, suppose that future research concludes that human cognitive system is more capable of processing multiple concurrent spatial tasks than verbal tasks of the same difficulty (or vice versa), then an intuitive and easy way to modify the model would be to assume that the spatial server has a greater capacity than the verbal server (or vice versa).

Second, we have thus far adopted the simplest assumption that the cost of waiting in front of the servers are identical and are all constants. This assumption implies that the relationship between performance decrements due to delayed service at a server and the total task demands at that server is the same as the relationship between waiting time and arrival rate as shown in Figure 2 and Figure 3. Under this assumption, performance decrement increases slowly at the lower end of difficulty levels and rises sharply as the difficulty levels approach the processing limits. Although this pattern of performance decrements appear to be consist with many task situations, it is conceivable that other relationship may emerge in some other task situations. For example, some task situations may show a linear or a negatively accelerated data pattern, rather than the positively accelerated data pattern shown in Figure 2 and Figure 3. One way to model these relationship patterns is to make corresponding changes in the model's assumption about the cost of waiting.
Third, the 3-node model allows us to model the effects of task selection and performance strategy on multitask performance. Our discussions thus far have assumed that the central server (C) gives equal priority to spatial and verbal tasks. However, a number of experimental investigations have demonstrated that subjects can prioritize concurrent tasks and allocate their attention flexibly between tasks in any proportion desired (e.g., [18] [44] [63]). This is also clearly consistent with our intuition and everyday experience. For example, we could give a higher priority to a primary spatial task than to a concurrent verbal task (e.g., driving is more important than talking to a passenger). As task demand increases, we could keep the performance of the spatial task at a relatively constant level at the expense of the performance on the verbal task.

An approximative approach to model this aspect of multitask performance is to allow the central server to have a faster service rate for the high-priority task and a slower service rate for the low-priority task than the equal-priority situation, while keeping the mean service rate ($\mu_c$) as a constant defined for the equal-priority situation. The task with a higher priority would thus have a shorter waiting time and a smaller performance decrement than if it were not given a higher priority. Since $\mu_c$ is assumed to be a constant, an increase in the service rate of a task can only be realized by a corresponding decrease in the service rate for the concurrent task that competes for the same server. This results in a deteriorated performance on the low-priority task. The relative priority level between two tasks competing the same server would determine the difference between the service rates they receive.

Fourth, although our discussion thus far has grouped all task components of the same processing code as one class of customers, the model can be extended to consider more than one class of spatial (or verbal) customers when needed. For example, in order to analyze the performance of two concurrent spatial tasks with different priority levels, the model could assume that the two tasks represent two classes of spatial customers. The spatial server provides service to the two classes of spatial customers in the same way as what has been discussed thus far about how the central server serves spatial and verbal customers. When the
total service demand at the spatial server approaches its capacity, the spatial server may behave as if it could give a higher service rate to the higher-priority spatial task so as to maintain its performance level, while slowing down its service to the low-priority spatial task so as to keep its mean service rate as a constant.

VI. DIRECTIONS FOR FUTURE RESEARCH

The 3-node queueing network model presented in this article integrates the concerns of the queueing theoretic and the multiple resources models in a larger computational modeling framework and presents the qualitative theories of multiple resources in engineering terms. The model provides a formal mechanism to consider both the serial bottleneck and the parallel allocation aspects of multitask performance. The model is simple, but it is integrative in that it unifies the concerns of isolated models into a larger modeling framework, it is computational in that it supports quantitative predictions and tradeoff analysis, it is intuitive in that it is quite consistent with everyday experiences, and it is testable in that its assumptions can be subjected to empirical investigations.

In addition to the concept of attention switching employed by serial processing theories and the concept of resource sharing employed by parallel processing theories, a number of other important concepts have been proposed in the multitask literature. These concepts attempt to account for aspects of multitask performance that can not be readily explained by the concepts of serial processing and resource sharing. One example of these important concepts is the degree of similarity between two concurrent tasks. Ample experimental evidence has demonstrated that task similarity can sometimes improve dual-task performance through task cooperation and integration, and sometimes degrade it through task confusion and cross-talk, which has also been labeled as outcome conflict, referring to the situation in which stimuli for one task activate responses for a different task (see, for example, [60]). Along another line of investigation, Wickens and Liu have analyzed the role of visual scanning and auditory preemption in multitask performance, together with an
analysis of the concepts of resources, switching, and task integration [61]. Visual dominance, perceptual and cognitive tunneling, multitask management and scheduling, and the concept of automaticity in skill acquisition and training are also examples of important concepts in the multitask literature [13].

While these concepts are all of critical importance to multitask modeling, there are at least two issues that need substantial further research. First, these concepts are relatively isolated from each other, each focusing on one aspect of the whole picture, and second, they are not presented in a computational form. What is needed is an integrated computational framework that unifies these concepts and represents them in computable forms. The queuing network approach of modeling multitask performance offers one possible means for achieving this goal. The 3-node queuing network model represents one step toward this goal.

One of our current research activities is aimed at developing a queuing network model of multitask performance at a more general level. The model would integrate more of the other currently isolated concepts into a unified computational framework. In this general queuing network model of multitask performance, information processing tasks may enter the information processing system at some node, traverse from node to node in the system, and depart from some node, not all tasks necessarily entering and leaving at the same nodes (e.g., different sensory and motor modalities), or taking the same path once having entered the system (separate processing routines or demands). Tasks may return to nodes previously visited (e.g., performance feedback), skip some nodes entirely (e.g., skill acquisition and automaticity), and even remain in the system for a long time (e.g., memory rehearsal). Some customers may failed to enter a busy system (e.g., perceptual tunneling), leave a busy system before they have been fully serviced (a cause for imperfect performance), jockey for position by switching from one queue to another, or preempt earlier customers if the queue discipline allows this to happen (task scheduling). Multiple queues may improve their joint performance by adopting some coordinated service schemes (e.g., task integration), or lose effective communication in the face of overwhelming information (e.g., confusion, cross-talk, and
outcome conflict). We are currently developing this conceptual description into a testable computational model that is able to predict and explain empirical data.

The prospect for future research and application of queueing network methods in human performance modeling is exciting. It should be noted here that the value of queueing network methods is not limited to the level of multitask modeling and analysis as presented here. In fact, a very important characteristic of queueing network methods is that they support the modeling of human performance and human-computer systems at various analysis levels. For example, at the most microscopic level of human performance analysis, a queueing network model for reaction time has been proposed to address one of the most fundamental and enduring questions in psychological theory: why is there a delay between stimulus presentation and response initiation? As a continuous-flow network model of elementary mental processes, the queueing network model for reaction time includes existing discrete serial-stage and continuous-flow overlapping stage models as well as discrete critical path network models of reaction time as special cases [31].

At the macro-level of engineering applications, a number of queueing network models of human-computer interaction have been developed for both standalone and network environments [30]. The models consider a network of distinct human operators and distinct computers organized with complicated functional allocation schemes and processing delays, which cannot be modeled by the queueing theoretic or discrete network approaches. The models can be used to answer a number of important system design questions by computing related performance measures of the network. The model can also be extended to model competitive as well as cooperative relations among components in a human-computer network and to predict task processing times in complicated human-computer organizations. Since queueing network methods have been extensively applied to performance analysis of computer systems, a desirable feature of queueing network models is that they allow us to model the human and the computer components in a human-computer system with the same modeling language in a cohesive framework.
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