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Abstract

The analysis of multi-resolution edge detectors is facilitated in scale space. This report presents some mathematical results for understanding behavior of linear edges in scale space. A rigorous analysis of linear edges at different scales in images was performed to study the influence of other edges. Our analysis identifies precisely at what scale neighboring edges start influencing the response of an edge detector. Dislocation of edges, false edges, and merging of edges in scale space is studied to formulate rules for reasoning in scale space. The theorems, corollaries, and assertions presented in this report can be used to recover edges, and related features, in complex images. Our analysis is supported by several experiments. The future work for reasoning in the scale space is outlined. In addition, a related literature review is included in this report. This literature review allows us to learn from the experience of other people's work in edge detection, multiresolution problem and the scale space exploration. It also verifies that our research direction has not been investigated, and the results we have achieved are novel in the literature.
1. Introduction

In computer vision, the term "edge" usually refers to the point between two regions. Edges may represent the boundaries of objects, shadow lines, and so on. Edge detection usually forms the first stage of computation in a large number of vision modules. The success of high level computer vision processes relies heavily on good output from the edge detector. The importance of edge detection in computer vision has led to extensive work on this topic.

In a gray level image, an edge point is a point where an intensity change is taking place; however, not all intensity changes are edge points. Many edge detectors start by detecting intensity changes in the image, and then apply some criteria to delete irrelevant information in order to extract true edges. Gradient-type operators are used to detect intensity changes. The gradient-type operators include the directional first and second differences and the rotationally symmetric Laplacian [12, 37, 42, 35, 3, 43, 40]. Other edge detectors fit a function to intensity values to detect edges. These edge operators view the image intensity function as a surface which is approximated by a set of basis functions. The edge detector parameters are estimated from the modeled image surface. Prewitt [38] was the first to suggest the fitting idea. Hueckel [23], Brooks [7], Haralick [18, 19], Haralick and Watson [20], all use this type of technique in detecting edges.

Frequently, changes in light intensity reflect many spatial scales at which visible edges are formed. Changes of intensity take place at many spatial scales, depending on their physical origin. The presence of edges at many scales in an
image makes the selection of a threshold for marking edges very difficult. Moreover, the scale at which interesting edges occur in an image is seldom known. As suggested by Marr & Hildreth [30] and Rosenfeld & Thurston [44], by applying different sizes of edge operators on an image, we can get a description of the signal change at different scales. In general, for a small scale operator, we get fine details of the intensity changes and the operator is more noise sensitive; for a large scale operator, we get coarse intensity change information. It seems that multiscale analysis, for tracking the behavior of some features of the signal across varying scales, can reveal precious information about the nature of the underlying physical process. The problem is not so much to eliminate fine-scale noise, as to separate events at different scales arising from distinct physical processes. It is apparent that for many tasks no one scale of description is categorically correct.

With the introduction of the scale-dependent operator, there comes an ambiguity problem. Every setting of the scale parameter yields a different description; new extremal points may appear, and existing ones may be in a different location or may completely disappear. The recognition of this problem with a varying scale has spawned considerable interest in multiresolution descriptions of signals. Rosenfeld [44] was among the first in the computer vision field to explicitly propose an edge detection scheme based on multiscale analysis performed with filters of different sizes. Rosenfeld believed that the relative orientation of the neighborhoods determines the detected direction of the edges, and the size of the neighborhoods determines the detected width of the edges. Marr and Hildreth [30] proposed an important edge detector, the Laplacian of Gaussian operator, which
strongly advocated the use of different sizes of the operator.

Many researchers have applied various schemes of combining information from multiple scales to solve problems such as reconstructing visual surfaces [39, 9, 45]. However, these multiscale techniques all have a fundamental shortcoming: they provide no means for relating the descriptions at different scales to one another, or of deciding which scale to use under what conditions. The ambiguity introduced by multiple scale is inherent and inescapable. Thus, the goal of scale dependent descriptions is not to eliminate this ambiguity, but rather to manage it effectively and reduce it where possible. The multiresolution problem involves two aspects:

(1) how to select the scales of operators for an image, and

(2) how to combine effectively the edge information recovered at different scales.

Both problems remain open. Our research work is motivated by these two problems. Since there are no general principles for selecting proper scales for an image, we believe the scale space originally proposed by Witkin [51], is a good starting point to describe the signal. The second problem is strongly domain and knowledge dependent. Different tasks require different information from an image. Knowledge based reasoning in scale space is an effective approach for recovering useful features [8]. Our long-term research goal is to compute important features using a top-down reasoning approach in scale space.
Reasoning in scale space to recover goal-oriented information necessitates a good understanding of the behavior of different types of edges in scale space. Simple heuristics like the presence of edges in two adjacent channels will work only in simple cases. To build a good knowledge base for reasoning, analysis of edge behavior in many realistic image situations is necessary. Our aim in this report is to present results of our efforts to build such a knowledge base by rigorously analyzing edge behavior in scale space. We start our work by probing the behavior of linear edges at various scales in two dimensional images and establishing a mathematical base which describes the feature of zero crossings in scale space.

The Laplacian of Gaussian operator, proposed by Marr and Hildreth in 1980 [30], is the edge operator we use. Our motivation for selecting this operator is the ease with which the behavior of this operator can be analyzed at different scales. We will use the contraction, L-G, to represent the Laplacian of Gaussian operator. In vision literature, there are several descriptions of the analytic form of the L-G operator, which differ only in an overall multiplicative constant that does not change the shape of the operator. We adopt the following form of the L-G operator [17]. In two dimensions,

\[ \nabla^2 = \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right); \]

\[ G(x, y) = \exp\left[ -\frac{x^2 + y^2}{2\sigma^2} \right]; \]

\[ \nabla^2 G(x, y) = \frac{-1}{\sigma^2} \left( 1 - \frac{x^2 + y^2}{2\sigma^2} \right) \exp\left[ -\frac{x^2 + y^2}{2\sigma^2} \right] \]
where $\sigma$ is the standard deviation. The standard deviation controls the size of the operator, so it is also called a scale parameter. The L-G operator has many good properties and is the best one for scale experiments. However, it faces three main problems when the scale changes:

(1) dislocation of edges,

(2) missing edges, and

(3) false edges.

These problems cause: distortion of an edge curve shape and region area; omission of an edge curve and region; and detection of a false edge curve and region. Our aim in this report is to analyze the behavior of the L-G operator at different scales under different conditions, and relate this behavior to the observed edges and intensity changes. The problems studied in this report include the following:

(1) causes of edge dislocation,

(2) conditions for generating false edges,

(3) conditions which cause omission of an edge curve, and

(4) behavior of the zero crossings under various conditions when $\sigma$ increases.

This report includes three main parts:

(1) Literature Review. The review covers various edge detectors including the L-G operator, the multiscale problem and the scale space description approach.
(2) Our research results. We present our research results in one lemma, three theorems, a number of corollaries and four assertions. The rigorous mathematical proofs for the theorems and corollaries are presented. These theorems and corollaries are further applied to more general situations, the results are summarized in four assertions. A qualitative description as well as some experimental results are presented for each assertion.

(3) Future research direction. Further work for reasoning in scale space is outlined.
2. A Survey of Related Research Work

This literature review includes: (1) a review on edge detectors; (2) important properties of the L-G operator; (3) multiresolution computation.

2.1. A Review on Edge Detectors

Edge detection is important and difficult, and much research has been devoted to it. As a consequence, the literature related to this problem is enormous. We do not intend to give a complete review on edge detection, instead, we will confine ourselves to a few of the more important and pertinent edge detection techniques. If the reader is interested in more detailed information, many edge detection surveys can be found in the literature—[12, 37, 42, 35, 3, 43].

We will consider only two dimensional digital images. We classify edge detection techniques into two categories: (1) Gradient-type operators, which will include first and second order spatial derivative operators, and Laplacian type operators; (2) surface fitting functions.

2.1.1 Gradient-type technique

Most edge detectors in this category begin by applying small differential operators to an image, followed by a detection operation to locate small edge segments. The idea behind the edge operator in this category is that intensity changes rapidly on the boundary of two regions. A sharp change in intensity will give rise to a peak in the output of a first derivative, or zero-crossings in the output of the second derivative operator. Generally, the initial differentiation is
followed by a peak detection, or zero-crossing detection, thresholding and thinning operations are applied to localized boundaries, and edge segments that arise from noise in the image process are removed. A range of differential operators have been explored. Directional first and second differences and the rotationally symmetric Laplacian operation are frequently used. Examples of the first and second derivative operators are Roberts, Sobel operators [40, 37].

The difference between Roberts' operator and Sobel's operator is that the latter one does local averaging computing which tends to reduce the effect of noise. Sobel's operator is less sensitive to noise and surface irregularities than Roberts' operator, and it is still fairly simple in computation.

The Laplacian operator has also been used as an edge operator [43, 37, 33]. The Laplacian operator is given by

$$\nabla^2 f = \frac{\partial^2 f}{\partial x^2} + \frac{\partial^2 f}{\partial y^2}$$

This is an orientation independent derivative operator. Its discrete form is given by:

$$\nabla^2 I(i,j) = [I(i+1,j) + I(i-1,j) + I(i,j+1) + I(i,j-1)] - 4I(i,j).$$

The Laplacian operator does respond to edges, but it responds even more strongly to corners, lines, line ends and isolated points. Thus in a noisy image, the noise will produce higher Laplacian values than the edges, unless it has much lower contrast. Many edge detectors utilize the Laplacian operator as the differential operation. The L-G operator is one of such operators, We will discuss it
in the next section.

2.1.2. Surface Fitting techniques

The edge operators in this category view the image intensity function as a surface which is approximated by a set of basis functions. The edge parameters are estimated from the modelled image surface. These methods allow more direct estimates of edge properties such as position and orientation, but since the basis functions are usually not complete, the properties apply only to a projection of the actual image surface onto the subspace spanned by the basis functions. However, the basis functions are a major factor in operator performance, especially their ability to localize edges. Examples of this technique include the work of Hueckel and Haralick [23, 19].

Hueckel’s edge operator is based on a set of requirements which should be met by an edge detection scheme. The algorithm he proposed was an local non-linear operator which is optimum solution to meet these requirements. Let $D$ be a disk shape subimage of $I$, with intensity function $E(x,y)$. The set of requirements are:

1. Nullifying rounding errors on the periphery of the disk $D = \{ (x,y) | x^2 + y^2 \leq 1 \}$.

2. The weight of the input data decreases towards the disk’s periphery.

3. An operator which locates edges need not be sensitive to noise of high spatial frequencies.
(4) An operator which locates edges is by its nature sensitive to noise of low spatial frequencies.

(5) The computing time should be minimal.

From the above requirements, a set of functional equations are generated. The task of the operator is to best approximate $E(x,y)$ by an ideal edge element $F$. He has given the approach for constructing an edge operator for the ideal step edge function. Hueckel provides no analytical model for the relationship between the noise process and the noise and the performance of the operator.

Haralick used a facet model to accomplish step edge detection. He regarded the digital picture function $I$ as a sampling of the underlying continuous function $t$. $F$ was called the underlying gray tone intensity surface. He assumed that each neighborhood of the image, $f$, took the form:

$$f(r,c) = k_1 + k_2r + k_3c + k_4r^2 + k_5rc + k_6c^2 + k_7r^3 + k_8r^2c + k_9rc^2 + k_{10}c^3$$

where $r$ and $c$ are the row and column coordinates. By using the discrete orthogonal polynomials over a two-dimensional neighborhood, least square coefficients fitting, he was able to determine $k_1, k_2, k_3, k_4, k_5, k_6, k_7, k_8, k_9, k_{10}$.

A pixel was marked as an edge pixel if in the pixel's immediate area there is a zero crossing of the second directional derivative taken in the direction of the gradient and the slope of the zero crossing is negative. The directional derivative was taken on $f$. Haralick also provided the statistical analysis of his technique,
illustrating how to determine confidence intervals for the direction of the gradient and how this interval determines a confidence interval for the placement of the zero crossing. To support the proposed scheme, Haralick evaluated its performance, under a variety of criteria, against several other edge detection operators, most notably, the Prewitt gradient operator and the L-G operator. The evaluation led to the conclusion that, under these criteria, Haralick's method performed the best. Haralick has shown that the error of the fit has a chi squared distribution with n degrees of freedom, where n is the size of a square neighborhood used in the fit. This means that we are able to decrease the noise by increasing the neighborhood size. He suggested using a larger neighborhood size than 3x3. But there are no guidelines for selecting the optimum neighborhood size to estimate the unknown coefficients. Also, by increasing the operator size, there is a possibility that more than one edge comes into the field of the operator, which will result in the wrong estimate of the f function.

Canny [9, 10] has proposed an edge detector which is the sum of four complex exponentials and can be approximated by the first derivative of a Gaussian. The edge detection is performed by convolving the image with a function f(x) and then marking edges at the maxima in the output of this convolution. He gave three performance criteria on the output of the edge operator. They are

(1) Low probability of error at each point. The probability of failing to mark real edge points, and falsely marking an edge point should be low.

(2) Good localization. The points marked as edges by the operator should be as close as possible to the center of the true edge.
(3) Only one response to a single edge.

The variational techniques are used to find the function \( f(x) \) that maximizes the first two criteria. Then Canny uses the third criterion to eliminate the multiple responses. He reduced the probability of marking multiple edges by constraining the distance between adjacent maxima in the response of the operator to noise.

### 2.2 L-G Operator

The Laplacian-Gaussian (L-G) operator was proposed by Marr and Hildreth [30]. The L-G operator, \( \nabla^2 G \), has two components, \( \nabla^2 \) and \( G \), where \( \nabla^2 \) is the Laplacian operation and \( G \) is the Gaussian distribution. The derivative part of the filter, \( \nabla^2 \), is economical in computation, since \( \nabla^2 \) is the lowest order isotropic differential operator.

The use of the Laplacian operator raises the following question: Will the zero-crossings in the output of the Laplacian correctly capture the intensity changes that we want to detect? Hildreth [22] has proved that \( \nabla^2 \) can be used to detect intensity changes provided the image satisfies some quite weak requirement. The requirement is that the variation of intensity along the orientation of the intensity change is at most linear. If an image satisfies this condition, the zeros of the Laplacian coincide with the zeros of the second directional derivative. Fortunately, this condition is satisfied in most natural images. If the intensity variation along an intensity change is highly nonlinear, the positions of the zero-crossings in the Laplacian will deviate from those of the second directional
The Gaussian filter has some important properties, they are listed as follows:

1. It is capable of being turned to act at any desired scale, so different sizes of filters can be used to detect different events in the image.

2. Gaussian is symmetric and strictly decreasing about the mean. Therefore in the convolution operation, the weight assigned to signal values decreases smoothly with distance.

3. Gaussian distribution is the unique distribution that it is simultaneously and optimally localized in both the spatial and frequency domains. If a blurring operator is very smooth in both the spatial and frequency domain, it is least likely to introduce any changes that were not present in the original image.

4. Gaussian distribution behaves well near the limit of the scale parameter $\sigma$, approaching the signal's mean for large $\sigma$, while approaching the unsmoothed signal for small $\sigma$.

5. Gaussian is differentiable and integrable.

Combining the Gaussian and Laplacian into a single operator, the L-G operator, one can now detect intensity changes occurring at a particular scale by locating the zero-crossings in the output of $\nabla^2 G(x,y)$.

$\nabla^2 G$ has strong support from neurophysiological studies of the early processing in the human vision system. The psychophysical studies on vision system also reveal many facts supporting $\nabla^2 G$ operator. We sense image at quite a high reso-
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lution. Viewing from a distance of three feet, one square inch covers an array of about $200 \times 200 = 40,000$ photoreceptors in the central fovea of the eye. Several layers of cells in the retina process the detected light intensity. These cells culminate with the output of the retinal ganglion cells whose axons form the optic nerve fibers that carry information to the visual cortex. The receptive fields of retinal ganglion cells are organized as shown in Fig. 1 [26, 41, 21]. Light striking the center of the receptive field excites the activity of the cell, while light striking the surrounding area inhibits it. The shape of the sensitivity distribution can be distributed mathematically as the difference of two concentric Gaussian distributions:

$$G_1(r, \sigma_1) - G_2(r, \sigma_2) = \frac{1}{2\pi \sigma_1} \exp\left[-\frac{r^2}{2\sigma_1^2}\right] - \frac{1}{2\pi \sigma_2} \exp\left[-\frac{r^2}{2\sigma_2^2}\right]$$

where $r$ is the radius from the center, and $\sigma_1$ and $\sigma_2$ are the spatial scale factors of the excitatory and inhibitory distributions respectively. This operator is called Difference-Of-Gaussians (DOG).

The $\nabla^2 G$ operator approximates a band-pass filter with a bandwidth at half power of 1.25 octaves [32], and is intimately related to the DOG profile measured in biological experiments. The shape of the DOG pattern becomes identical to that of $\nabla^2 G$ when the spatial scales of the two Gaussian profiles are close, as they are in the biological case. Marr & Hildreth have shown [30]:

(a) $\nabla^2 G$ is the limit of the DOG function as $\frac{\sigma_i}{\sigma_e}$, the ratio of the inhibitory to excitatory space constant, tends to unity; and
(b) that if an approximation to $\phi^2 G$ is to be constructed out of the difference of two Gaussian distributions, one excitatory and the other inhibitory, then the optimal choice on engineering grounds for $\frac{\sigma_1}{\sigma}$ is about 1.6.

2.3. Multiresolution Problem and Scale Space

The importance of the idea of multiresolution problem has been realized and has drawn a lot of attention in the computer vision area. Rosenfeld was among the first in the computer vision field to explicitly propose an edge detection scheme based on multiscale analysis performed with filters of different sizes. Rosenfeld believed that the relative orientation of the neighborhoods determines the direction of the edges that will be detected, and the size of the neighborhoods determines the width of the edges that will be detected. To detect microedges, small neighborhoods must be used, but detecting edges between textured regions requires neighborhoods large enough for gross averaging over the detail in the textures. Thus he suggested that a complete edge detection system should employ, at each point, pairs of neighborhoods of various sizes and at various orientations; the largest of these should have the size comparable to that of the entire picture. Edge detectors of various sizes and orientations were obtained by shifting and pointwise subtracting blurred versions of a picture from themselves. He demonstrated using a class of edge detectors of various sizes to detect texture edges, such as "spots", and "streaks" in digitized pictures. He has shown that, by comparing the outputs of the operations corresponding to edges of different sizes,
one can construct a composite output in which edges between differently textured regions are detected and isolated objects are also detected, but the objects composing the textures are ignored.

From the study of the vision system, Marr suggested the multiscale idea in 1976 [31]. Along with the L-G operator, Marr has strongly advocated the use of different sizes of the operator with the goal of detecting changes in intensity at different scales [32]. Later, Marr and Hildreth [30] proposed some heuristic rules to combine information from different channels. Marr’s idea of using the multiscale of the L-G operator has drawn a lot of research attention. But how to combine the results at different scale is a very difficult problem. People have used the multiresolution of the L-G operator to solve various problems, and tried various methods to deal with the problem of integrating information from different channels [14, 25, 4, 30, 27, 15, 16, 28, 29, 50, 24, 48, 53]. Canny’s approach to edge detection as we discussed above also involves the idea of multiple scales of operators.

As indicated earlier, there are no principles for selecting scales for an input image. Thus people explored other ways of describing signals. A new method of describing zero-crossings across scale was suggested by Witkin [51]. Witkin’s scale space description is for the 1-D signal. The 1-D signal is smoothed with the Gaussian distribution,

\[ F(x,\sigma) = G*I. \]
The standard deviation, \( \sigma \), and the location of signal, \( x \), form the scale space, \( x-\sigma \) plane; \( F \) is called the scale space image. For any \( x \), such that \( \frac{\partial^2 F(x,\sigma)}{\partial^2 x} = 0 \), \( x \) is called a zero crossing. When \( \sigma \) increases, the locations of the zero-crossings form the zero-crossing contours in the \( x-\sigma \) plane. The zero-crossing contours in the 2-D scale space have some nice features which enable Witkin to classify and label zero-crossings thereby achieving an effective description of a signal for purpose of recognition and registration. After Witkin's scale space description, Yuille and Poggio, Babaud & et al., and Shah have achieved further results on 2-D scale space. Asada & Brady, Mkhtarian & Mackworth have applied the scale space theory on the problem of recognition of planar curves and two dimensional curves [52, 2, 47, 34, 1]. Based on these people's work, we summarize all the property of 2-D scale space and 3-D scale space as follows.

2.3.1 The Property of the 2-D Scale Space

When \( \vec{z} \) is one dimension, the scale space is a two dimensional plane \( (x,\sigma) \), the zero-crossings in \( E(x,\sigma) = f(x) \ast \nabla^2 G(x,\sigma) \) form the zero-crossings contours in the \( (x,\sigma) \) plane. A typical scaling behavior of zero-crossings in the two dimensional scale space observed by Witkin is shown in Fig. 2.

Babaud et al[2] and Yuille & Poggio [52] have independently obtained the following striking result:

In the one dimension signal, if the filter is Gaussian, when \( \sigma \) increases, the zero-crossings are never created.
They have further proved that in the one dimension signal, with the second derivative, Gaussian is the only filter which never creates zero-crossing when $\sigma$ increases. It means when $\sigma$ increases, zero-crossings may disappear but can never be created. This property of the Gaussian is important for two reasons:

(1) it allows coarse-to-fine tracking of zero-crossings in scale space, such as Witkin did by using a tree structure [51].

(2) it ensures that the scale space diagram contains, in some sense, a minimal number of zero-crossings (for $\sigma = 0$, the number of zero-crossing is determined by the signal). From empirical observation, Yuille & Poggio [52] said that the generic zero-crossings generated by the Gaussian filter will never behave like the contours shown in Fig. 3. They also claimed that "true" zero-crossings can only disappear in pairs in the $x-\sigma$ plane. Only trivial zeros that do not cross zero can disappear by themselves, and these are not considered as true zero-crossings.

Shah [47] studied of the behavior of the zero-crossing contours of step edge, pulse edge and staircase edge models in the 1-D signal and achieved some interesting results.

Let

$$U(x) = \begin{cases} 0 & \text{if } z < 0 \\ 1 & \text{if } z > 0 \end{cases}$$

The step edge function is defined as: $f(x) = cU(x)$; then

$$E(x, \sigma) = f(x) * \nabla^2 G = -c(\frac{x}{\sigma}) \exp[-\frac{x^2}{2\sigma^2}]$$

Behavior
The zero-crossing contour of the step edge is a straight line, it is illustrated in Fig. 4.

The pulse edge model is defined as: \( f(x) = U(x-w1) - pU(x-w2) \)

\[
E(x,\sigma) = f(x) \ast \nabla^2 G = - \frac{(x-w1)}{\sigma} \exp[-\frac{(x-w1)^2}{2\sigma^2}] + p \frac{(x-w2)}{\sigma} \exp[-\frac{(x-w2)^2}{2\sigma^2}];
\]

by plotting the \((x,\sigma)\) points which satisfies \( E(x,\sigma) = 0 \), the zero-crossing contours of the pulse edge in the scale space are illustrated in Fig. 5.

The staircase edge model is defined as \( f(x) = U(x-w1) + pU(x-w2) \)

\[
F(x,\sigma) = f(x) \ast \nabla^2 G(x,\sigma) = - \frac{(x-w1)}{\sigma} \exp[-\frac{(x-w1)^2}{2\sigma^2}] - p \frac{(x-w2)}{\sigma^2} \exp[-\frac{(x-w2)^2}{2\sigma^2}]
\]

The zero-crossing contours for \( p=1 \) and 2 plotted from the above function by Shah are shown in Fig. 6 and Fig. 7.

2.3.2 The 3-D Scale Space

When \( \vec{r} \) has two dimensions, \( \vec{r} = (x,y) \), then the scale space is three dimensions. The behavior of the zero (or level) crossings is much more complicated than in the two dimensional scale space.

Yuille & Poggio \[52\] proved the following important theorem for the three dimensional scale space:

**Behavior**
In the two dimensional signal case, if the filter is L-G, zero-crossings are never created when $\sigma$ increases. And with the Laplacian operator, Gaussian is the only filter having this property.

They proved the property by showing that the zero-crossing surface in the three dimensional scale space doesn't have a minima, i.e. the extrema of these zero-crossings are either maxima or saddle points.

Even though the zero-crossings can never be created when $\sigma$ increases, the zero-crossing surface in the three dimensional scale space are free to split and merge, and the regions bounded by zero-crossings surfaces are free to split and merge, so that the number of zero-crossing surfaces is not monotonic with $\sigma$. Thus it is very hard to describe their behavior.
3. Definitions

An edge curve is called **D-isolated**, if for any point on the curve, we can draw a disc centered at that point with radius D, and that disc will intersect no edges except those on this edge curve.

When $D \to \infty$, the image does not have any other edges except those on this edge curve. In this situation, we simply call it an **isolated** edge curve.

$n$ edge curves are **D-isolated n edge curves**, if for every point on any one of the curves, we can draw a disc centered at that edge point with radius D, and that disc will intersect no edges except those on these $n$ edge curves.

An edge curve $C(x,y) = 0$ is **shape invariant under $\sigma$** if its corresponding zero crossing curve from channel $\sigma$, $C_\sigma(u,v)=0$, can be obtained from $C(x,y)=0$ through rotation or translation of the axes.

$C(x,y)=0$ is **shape invariant** if $C_\sigma(u,v)$ is shape invariant under all $\sigma$.

A linear edge curve is **tangent invariant under $\sigma$** if its corresponding zero crossing curve from channel $\sigma$ is linear and has the same tangent value as the edge line.

If a linear edge curve is tangent invariant under all $\sigma$s, it is **tangent invariant**.
If a line function is \( y = ax + b \), its location is \( b \). If the line function is \( x = c \), its location is \( c \).

If an edge line has the same location as its corresponding zero crossing line from channel \( \sigma \), then the edge line is **locational invariant under** \( \sigma \).

An edge line is **locational invariant** if it is locational invariant under all \( \sigma \)s.

Let \( C_1(x, y) = 0 \) and \( C_2(x, y) = 0 \) be two edge curves. Then the **distance between two edge curves** is:

\[
\text{dist} = \min \{ \text{distance between } (x_1, y_1) \text{ and } (x_2, y_2) \mid C_1(x_1, y_1) = 0 \text{ and } C_2(x_2, y_2) = 0 \}.
\]

We will use the following two symbols in this report:

\[
g(x, y) = \exp[-\frac{x^2 + y^2}{2\sigma^2}],
\]

\[
G(x, y) = \nabla^2 g(x, y) = (-\frac{2}{\sigma^2} + \frac{x^2 + y^2}{\sigma^4})\exp[-\frac{x^2 + y^2}{2\sigma^2}].
\]
4. The Scaling Properties of Edge Curves

In computer vision, edge curves in a digital image are one of the most important features. A quantitative study on the scaling behavior of edge curves under the L-G operator is very important, and the results are the basis for reasoning in scale space. The two dimensional L-G operator is rotationally symmetric. The shape of the operator is shown in Fig. 8.

The operator is a disk with radius, \( R \rightarrow +\infty \). The small bright disk in the center indicates the positive values in the operator, and the negative values form a wreath around the disk. The scale parameter, \( \sigma \), determines the size of the positive disk. The sum of the values on the operator disk is 0. An important property of the Gaussian function is that the weight at a point decreases monotonically with the distance from the central point. When the radius \( R \) is large enough, the wreath outside of the operator disk becomes very insignificant. \( R \) is the size of the operator and is determined by \( \sigma \). An edge curve under different sizes of the L-G operator can behave differently. Different edge curves behave differently under the same size of the operator. If there is only one edge curve within the operator disk, then only the edges on that curve can influence each other. Once there are more than one edge curves within the operator disk, the edge curves will affect each other. The results of our study on the behavior of the edge curves are presented in one lemma, three theorems and a number of corollaries. The lemma, the theorems and corollaries imply the following facts:
1. A D-isolated edge curve has a corresponding zero crossing curve from the L-G operator with size \( \sigma \), such that \( \sigma < L(D) \), where \( L(D) \) is a monotonically increasing function of \( D \), and its existence is proved in the Lemma 1.

An isolated edge curve has a corresponding zero crossing curve from every size of the L-G operator.

2. A D-isolated edge line is tangent and locational invariant in all channels \( \sigma \), such that \( \sigma < T(D) \), where \( T(D) \) is a monotonically increasing function of \( D \), and its existence is proved in Theorem 1.

An isolated edge line is tangent and location invariant in all channels.

3. The dislocation of an edge line occurs only when there are more than one edge lines in the small neighborhood.

4. When two edge lines are pulse edge model, two corresponding zero crossing lines exist beyond the region bounded by the two edge lines. When \( \sigma \) increases, the distance between the two zero crossing lines increases.

5. When two edge lines are staircase edge model, the corresponding zero crossing lines can only possibly exist within the region bounded by the two edge lines.

6. When two edge lines are staircase edge model at some small channels, we have a false zero crossing line.

7. When the two edge lines are staircase edge model at some large channels, we have only one zero crossing line.
8. Zero crossing lines disappear in pairs.

In the following sections, we present the theorems and corollaries along with the mathematical proofs.

4.1 D-isolated edge curve

In our efforts to understand the behavior of edges, we consider D-isolated linear edge curves. Our aim is to identify conditions under which a linear edge in an image will give rise to zero crossing, and to determine when neighboring edges will start to influence the location of zero crossings.

**Lemma 1.** For a D-isolated edge curve, there exists a function \( L(D) \), such that for every \( \sigma < L(D) \), there is a corresponding zero crossing curve in channel \( \sigma \), where \( L \) is a monotonically increasing function with variable \( D \).

The proof is given in Appendix A.

**Theorem 1.** For a D-isolated linear edge curve, there exists a monotonically increasing function, \( T_1(D) \), such that for all \( \sigma < T_1(D) \), the linear edge curve is tangent and locational invariant under \( \sigma \).

The function \( T_1(D) \) is given by,

\[
T_1(D) = \frac{D}{\sqrt{3ln \left( \frac{4H \sqrt{2\pi}}{\epsilon} \right)}}
\]
where $H$ is an upper bound constant of the gray level function, $e$ is a positive real number in the range $0 < e < 4H\sqrt{2\pi}$ and $e$ approximates zero.

In computer vision applications, $H \leq 255$, choosing $e \geq 0.048$, $T_1$ can be further simplified to

$$T_1(D) = \frac{D}{5}. $$

The proof is given in Appendix B.

4.2 Pulse edges.

It is common to find an object against a background. In such cases, the edges can be considered to be of pulse edge type [48]. Theorem 2 is concerned with the behavior of pulse edges. We also present four corollaries related to behavior of pulse edges in scale space.

**Theorem 2.** For D-isolated two parallel edge lines that can be considered pulse lines (i.e. for $l_1$ and $l_2$, let $g_1$ indicate the gray level of the region next to $l_1$, $g_3$ indicate the gray level of the region next to $l_2$ and $g_2$ indicate the gray level of the region between them, such that either $g_2 > g_1$ and $g_2 > g_3$, or $g_2 < g_1$ and $g_2 < g_3$) then there exists a monotonically increasing function, $T_2(D)$, such that when $\sigma < T_2(D)$,

1. we have two corresponding zero crossing lines for every $\sigma$, and no other zero crossings are generated.

2. Each of the zero crossing lines has the property of tangent invariance.
The function $T_2(D)$ is:

$$T_2(D) = \min \left\{ \frac{D}{\sqrt{3\ln\left(\frac{4H\sqrt{2\pi}}{e}\right)}}, \frac{W}{\sqrt{3\ln\left(\frac{H}{0.1}\right)} - 1} \right\}$$

where $H$ is an upper bound constant of the gray level function, $W$ is the distance between the two edge lines and $e$ is a small positive number in the range $0 < e < 0.1$, which approximates zero.

In computer vision applications, $H \leq 255$, choosing $e = 0.048$, we can get $T_2(D) = \min \left\{ \frac{D}{5}, \frac{W}{3} \right\}$.

The proof is given in Appendix C.

The following corollaries are true under the same conditions as theorem 2, and all the symbols used in the following corollaries have the same meaning as stated in theorem 2.

**Corollary 2.1** There are no zero crossings in the region $B_2 \leq y \leq B_1$. For every $\sigma$ value, the corresponding zero crossing lines, $y = B_{01}$, $y = B_{02}$, are located as: $y = B_{01} \geq B_1$, $y = B_{02} \leq B_2$.

**Proof.** This is well indicated in Part 1 of Appendix C.

**Corollary 2.2** When $\sigma$ increases, the distance between the two zero crossing lines, $y = B_{01}$, $y = B_{02}$, increases, i.e. distance $= B_{01} - B_{02}$ increases.

**Proof.** In the proof of theorem 2, we indicated that
\[ I \ast G(x, y) < 0, \text{ when } B_2 \leq y \leq B_1; \]
\[ I \ast G(x, y) > 0, \text{ when } y = B_1 + \sigma; \]
\[ I \ast G(x, y) > 0, \text{ when } y = B_2 - \sigma; \]

When \( \sigma \) increases, the two positive regions of \( M(x, y) \) shift away from \( y = B_1 \) and \( y = B_2 \). Hence, the zero crossing lines \( y = B_{o1} \) and \( y = B_{o2} \) are moving away from each other, consequently the distance between the two zero crossing lines increases.

**Corollary 2.3** In pulse edge situation, when \( g_3 = g_1 \), i.e. \( g_2 - g_3 = g_2 - g_1 \), then at each \( \sigma \) value, the two zero crossing lines have the same amount of dislocation value, i.e. \( B_2 - B_{o2} = B_{o1} - B_1 \).

**Proof.**

Following (1.b.1) of the proof of theorem 2, at \( B_1 < y < B_1 + \sigma \),
\[ \nabla^2 (I \ast g) = I \ast \nabla^2 (g) = I(x, y) \ast G(x, y) \approx M(x, y) + E_2; \]

at \( B_2 - \sigma < y < B_2 \),
\[ \nabla^2 (I \ast g) = I \ast \nabla^2 (g) = I(x, y) \ast G(x, y) \approx M(x, y) + E_1; \]

where
\[ M(x, y) = (g_3 - g_2) \left( \frac{y - B_2}{\sigma} \right)^{\sqrt{2\pi}} \exp \left[ - \frac{(y - B_2)^2}{2\sigma^2} \right] + (g_2 - g_1) \left( \frac{y - B_1}{\sigma} \right)^{\sqrt{2\pi}} \exp \left[ - \frac{(y - B_1)^2}{2\sigma^2} \right] \]
\[ E_1(x, y) = -g_3 \sqrt{2\pi} \left( \frac{y - B_2 + D}{\sigma} \right) \exp \left[ - \frac{(y - B_2 + D)^2}{2\sigma^2} \right] \]
\[ E_2(x,y) = g_1 \frac{\sqrt{2\pi}}{\sigma} \left( y - B_1 - D \right) \exp\left[ -\frac{(y - B_1 - D)^2}{2\sigma^2} \right] \]

Let \( g_2 \cdot g_3 = g_2 \cdot g_1 = G \), \( d = B_{01} - B_1 \), and we know

\[ I \ast G(x, B_{01}) \approx M(x, B_{01}) + E_2 = \left( g_3 - g_2 \right) \frac{\left( B_{01} - B_2 \right) \sqrt{2\pi}}{\sigma} \exp\left[ -\frac{(B_{01} - B_2)^2}{2\sigma^2} \right] + \left( g_2 - g_1 \right) \frac{(B_{01} - B_1) \sqrt{2\pi}}{\sigma} \exp\left[ -\frac{(B_{01} - B_1)^2}{2\sigma^2} \right] + g_1 \frac{\sqrt{2\pi}(B_{01} - B_1 - D)}{\sigma} \exp\left[ -\frac{(B_{01} - B_1 - D)^2}{2\sigma^2} \right] \]

\[ = -G \frac{(B_{01} - B_2) \sqrt{2\pi}}{\sigma} \exp\left[ -\frac{(B_{01} - B_2)^2}{2\sigma^2} \right] + G \frac{d \sqrt{2\pi}}{\sigma} \exp\left[ -\frac{d^2}{2\sigma^2} \right] + g_1 \frac{\sqrt{2\pi}(d - D)}{\sigma} \exp\left[ -\frac{(d - D)^2}{2\sigma^2} \right] = 0. \]

We want to show \( y = B_2 - d \) is a zero crossing line too, i.e. \( I \ast G(x, B_2 - d) = 0 \).

\[ I \ast G(x, B_2 - d) \approx M(x, B_2 - d) + E_1(x, B_2 - d) = \left( g_3 - g_2 \right) \frac{-d \sqrt{2\pi}}{\sigma} \exp\left[ -\frac{d^2}{2\sigma^2} \right] + \left( g_2 - g_1 \right) \frac{(B_2 - d - B_1) \sqrt{2\pi}}{\sigma} \exp\left[ -\frac{(B_2 - d - B_1)^2}{2\sigma^2} \right] - g_3 \frac{\sqrt{2\pi}(B_2 - d - B_2 + D)}{\sigma} \exp\left[ -\frac{(B_2 - d - B_2 + D)^2}{2\sigma^2} \right] \]

\[ = -G \frac{d \sqrt{2\pi}}{\sigma} \exp\left[ -\frac{d^2}{2\sigma^2} \right] - G \frac{(B_{01} - B_2) \sqrt{2\pi}}{\sigma} \exp\left[ -\frac{(B_{01} - B_2)^2}{2\sigma^2} \right] + \frac{g_1 \sqrt{2\pi}(d - D)}{\sigma} \exp\left[ -\frac{(d - D)^2}{2\sigma^2} \right] = M(x, B_{01}) = 0. \]

So \( y = B_2 - d \) is a zero crossing line too. By theorem 2, we know there are only two zero crossing lines in the region \( B_2 - \sigma < y < B_1 + \sigma \), so we have \( B_\infty = B_2 - d \).

Thus the two zero crossing lines have the same dislocation value, \( d \).
**Corollary 2.4** In the scale space image of the two pulse edge curves, when \( g_3 = g_1 \), the zero crossings form two symmetric contours (surfaces).

**Proof.** This is a direct conclusion from corollary 2.3.

### 4.3 Staircase edges.

A ramp edge usually becomes a staircase in discrete space. Since in many real images, it is common to find ramp edges, we study the behavior of staircase intensity functions. This section presents one theorem and some corollaries related to staircase intensity functions.

**Theorem 3.** For D-isolated two parallel edge lines that can be considered staircase lines (i.e. for \( l_1 \) and \( l_2 \), let \( g_1 \) indicate the gray level of the region next to \( l_1 \), \( g_3 \) indicate the gray level of the region next to \( l_2 \) and \( g_2 \) indicate the gray level of the region between \( l_1 \) and \( l_2 \) such that either \( g_3 > g_2 > g_1 \) or \( g_3 < g_2 < g_1 \), there exists a monotonically increasing function \( T_3(D) \), such that when \( \sigma < T_3(D) \), we have the following results:

1. when \( \sigma \) is very small in comparison with \( W \), the distance between \( l_1 \) and \( l_2 \), then we have two zero crossing lines, each of them is tangent and locational invariant to its corresponding edge line;

2. when \( \sigma \) increases, such that it is no longer small in comparison with \( W \), we have three parallel zero crossing lines.
3. When $\sigma$ is large, two of the three zero crossing lines will disappear together, and the third one will remain in all channels.

The function $T_3(D)$ is:

$$T_3(D) = \frac{D}{\sqrt{3\ln\left(\frac{4H \sqrt{2\pi}}{e}\right)}}$$

where $H$ is an upper bound constant of the gray level function and $e$ is a small positive real number which approximates zero.

In computer vision applications, $H \leq 255$, if we choose $e = 0.048$, $T_3(D) = \frac{D}{5}$.

The proof is given in Appendix D.

The following corollaries are true under the same condition as in theorem 3. The symbols used in the following corollaries, have the same definition as stated in theorem 3.

**Corollary 3.1.** For two isolated staircase edge lines, there are no zero crossings in the regions: $y > B_1$ or $y < B_2$, in any channel.

**Proof.** This has been proved in (5.3) of the proof of theorem 3.

**Corollary 3.2.** For two $D$-isolated staircase edge lines, if $|g_3-g_2| = |g_2-g_1|$, when $\sigma$ is not too small in comparison with $W$ ($\sigma$ should be at least greater than $\frac{W}{2\sqrt{3\ln\left(\frac{2H \sqrt{2\pi}}{e}\right)}}$), then
(1) \( y = \frac{B_1 + B_2}{2} \) is a zero crossing line for every \( \sigma, \sigma < T_3(D) \);

(2) \( y = B_{o2}, \) and \( y = B_{o1} \) are two zero crossing lines, where \( B_2 < B_{o2} < \frac{B_1 + B_2}{2} < B_{o1} < B_1 \); when \( \sigma \) becomes large, they will disappear together.

Proof. These results are shown in the part 2 and part 3 of the proof of theorem 3.

Corollary 3.3. For two D-isolated staircase edge lines, when \( |g_3-g_2| > |g_2-g_1| \), for every \( \sigma, \sigma < T_3(D) \) and \( \sigma \) is not too small in comparison with \( W \) (\( \sigma \) should be at least greater than \( \frac{W}{2 \sqrt{3 \ln \left( \frac{2H \sqrt{2\pi}}{\epsilon} \right)} } \), then

(1) there is a zero crossing line \( y = B_{o2} \), where \( B_2 < B_{o2} < \frac{B_1 + B_2}{2} \), for every \( \sigma \),

(2) we have two more zero crossing lines, \( y = B_{o3}, y = B_{o1} \) where \( \frac{B_1 + B_2}{2} < B_{o3} < B_{o1} < B_1 \); when \( \sigma \) increases to a large value, the two will disappear together.

When \( |g_3-g_2| < |g_2-g_1| \), we have the symmetric facts:

(3) there is a zero crossing line \( y = B_{o1} \), where \( \frac{B_1 + B_2}{2} < B_{o1} < B_1 \), for every \( \sigma \),

(4) we have two more zero crossing lines, \( y = B_{o3}, y = B_{o2} \) where \( B_2 < B_{o2} < B_{o3} < \frac{B_1 + B_2}{2} \); when \( \sigma \) increases to a large value, the two will disappear together.

Proof.
We only need to prove (1) and (2), and without losing generality, we assume \( g_3 - g_2 > g_2 - g_1 \). As we have shown in the proof of theorem 3, for \( B_2 \leq y \leq B_1 \), 
\[ I \ast G(x,y) \approx M(x,y). \]

\[
M(x, \frac{B_1 + B_2}{2}) = (g_3 - g_2) \left( \frac{B_1 - B_2}{2} \right)^{2} \exp\left[ -\frac{(B_1 - B_2)^2}{2\sigma^2} \right] + (g_2 - g_1) \left( \frac{B_2 - B_1}{2} \right)^{2} \exp\left[ -\frac{(B_2 - B_1)^2}{2\sigma^2} \right] > 0
\]

and for all \( B' \leq B_2 \),

\[
M(x, B') = (g_3 - g_2) \left( \frac{H - B_2}{\sigma} \right)^{2} \exp\left[ -\frac{(H - B_2)^2}{2\sigma^2} \right] + (g_2 - g_1) \left( \frac{H - B_1}{\sigma} \right)^{2} \exp\left[ -\frac{(H - B_1)^2}{2\sigma^2} \right] < 0,
\]

so there exists a zero crossing line \( y = B_\alpha \), where \( B_2 < B_\alpha < \frac{B_1 + B_2}{2} \). This zero crossing line is independent of \( \sigma \), i.e. \( y = B_\alpha \) exists at all channels.

From the proof of theorem 3, when \( \sigma \) is relatively small, we have three zero crossing lines, so there are two more zero crossing lines in the region, \( \frac{B_1 + B_2}{2} < y < B_1 \). When \( \sigma \) is large, there is only one zero crossing line, so these two zero crossing lines in \( \frac{B_1 + B_2}{2} < y < B_1 \), will disappear together eventually.
Corollary 3.4. For the two staircase edge lines, when \( \sigma \) is increasing, the distance between \( B_{o2} \) and \( B_{o1} \) is decreasing, and if there is a zero crossing line, \( y=B_{03} \), in the middle, \( B_{o3} \) will move towards \( B_{o1} \), if \( |g3-g2| > |g2-g1| \); towards \( B_{o2} \) if \( |g3-g2| < |g2-g1| \). Eventually, \( B_{o3} \) disappears with the closer one.

Proof.

(1) At \( g3-g2=g2-g1 \). From (3.1) of the proof of the theorem 3, we know \( B2 < B_{o2} < B2 + \sigma; B1 - \sigma < B_{o1} < B1 \). When \( \sigma \) increases, the distance between \( y=B_{o1} \) and \( y=B_{o2} \) is decreasing, where the distance = \( B1-B2 - 2\sigma \).

(2) At \( g3-g2 > g2-g1 > 0 \). (In the case, \( g1 > g2 > g3 \), and \( (g1-g2) > (g2-g3) > 0 \), has the same proof method.)

We have shown in (3.2) the proof of theorem 3, there is a zero crossing line \( y=B_{o\infty} \) such that \( B2 < B_{o\infty} < \frac{B1+B2}{2} \). Further, we have \( M(x, B2+\sigma) > 0 \) and \( M(x,B2) < 0 \), so \( B2 < B_{o\infty} < B2 + \sigma \). We have also shown that the zero crossing lines, \( y=B_{o1} \) and \( y=B_{03} \), lie in the region, \( B1 - \sigma < B_{o1} < B1 \). When \( \sigma \) increases, \( B_{o1} \) moves more and more towards \( y=B_{o\infty} \), so the distance between these two zero crossing lines decreases, and the distance between \( y=B_{03} \) and \( y=B_{o1} \) decreases too. We have also shown in the proof of theorem 3 that \( y=B_{o\infty} \) disappears with \( B_{o1} \).

For the case that \( g3-g2 < g2-g1 \), from (3.3) of the proof of theorem 3, we can get the same result.
4.4. Theorems and experiments

The lemma indicates the existence of a corresponding zero crossing curve for an isolated edge curve. In the proof of the lemma, we indicated the existence of the upper bound function $L(D)$, and showed that it is a monotonically increasing function of $D$. According to this lemma, a very fine isolated edge curve has its corresponding zero crossing curve in every channel. Fig. 9 is such an example.

Theorem 1 ensures that the linear edge curve is tangent and locational invariant. The condition "linear" is not only sufficient but necessary. Only the linear edge curves have these strong features under the L-G operator. When the edge curve is non-linear, the positions of some individual zero crossing points may not be the same as the corresponding edge points. The positions of some individual zero crossings change with the $\sigma$ value. Thus the shape of the entire curve changes shape as seen in Fig. 10. Fig. 10 shows an example of non-linear edge curve. As $\sigma$ increases, the shape and the size of the sine curve is obviously changing.

The upper bound function in theorem 1, $T_1(D)$, can also be used to measure the influence of the edge curves. Let $D$ be the distance of two edge lines, when $\sigma \leq \frac{D}{5}$, the two corresponding zero crossing lines from channel $\sigma$ should not be effected by each other. $\frac{D}{5}$ is a least upper bound functions. Our experiments show that in some situations, the upper bound function could be $\frac{D}{4}$. Reader may want to refer to all the experimental results shown in this report and the paper
Theorem 2 and theorem 3 refer to more than one edge line situation. The two theorems have shown that two parallel linear edge curves, if they have corresponding zero crossing curves, the zero crossing curves are also linear and have the same tangent value. In the pulse edge model, the two zero crossing lines will never disappear, because the zero crossing lines, \( y = B_{o1} \) and \( y = B_{o2} \) exist in the region, \( B_1 < B_{o1} < B_1 + \sigma, B_2 - \sigma < B_{o2} < B_2 \). But the locations of the zero crossing lines are different when \( \sigma \) changes. As we have shown in corollary 2.2, when \( \sigma \) increases, dislocation value of the zero crossing line increases too. It brings up the dislocation problem. The dislocation problem occurs when there is more than one edge curve within the neighborhood.

The condition in theorem 3 is different from theorem 2 in one aspect, namely, the gray levels form a staircase. This gray level condition causes the false zero crossing line at the smaller value of \( \sigma \) and one real zero crossing curve missing at the larger scale. Therefore, we call this gray level condition as the false edge condition or missing edge condition. When \( \sigma \) is very small in comparison with \( W \), in fact we have shown that when \( \sigma < \frac{W}{2 \sqrt{3 \ln \left( \frac{2H \sqrt{2\pi}}{\epsilon} \right)}} \), we have two zero crossing lines, \( y = B_{o1} \) and \( y = B_{o2} \), where \( B_{o2} = B_2 \) and \( B_{o1} = B_1 \). It means the zero crossing lines have the same location as the edge lines. When \( \sigma \) is not too small, we have shown that we have three zero crossing lines, but we have only two edge curves in the original picture. The question is which one is false? If we register the edge line with the zero crossing line with minimum dislocation,
then the one in the middle, i.e. \( y = B_{03} \), where \( B_{02} < B_{03} < B_{01} \), is the false zero crossing line. Corollary 3.2 indicates that it is not necessary that the false one will disappear with a real one. When \( |g3 - g2| = |g2 - g1| \), \( y = \frac{B_1 + B_2}{2} \) is always a zero crossing line for every \( \sigma \) when it is not too small. This zero crossing line is a false one according to the above definition, it exists in all channels and never disappears.

We have performed some experiments on various images. They are shown in Fig. 11 - Fig. 19. Since the input images contain the vertical edge lines in Fig. 13, Fig. 14, Fig. 16, Fig. 17, Fig. 18 and Fig. 19, we generated the zero crossing contours in a two dimensional scale space image in each case to assist the study. The horizontal dimension indicates the vertical position of the edge (zero crossing) line, i.e. the x direction; the vertical dimension indicates the scale \( \sigma \).

Fig. 13 and Fig. 15 verify Corollary 2.3 and 2.4. In the input image of Fig. 15, \( g1 = g3 = 100 \), we see that the two zero crossing lines move away evenly. In the input image of Fig. 13, \( g1 = g3 = 255 \), the zero crossing contours in the scale space image are two symmetric lines. If \( |g2 - g3| < |g2 - g1| \), the zero crossing line between \( g2 \) and \( g3 \) moves away faster than the one between \( g2 \) and \( g1 \), and vice versa. For example in Fig. 14, \( |g3 - g2| < |g1 - g3| \), the zero crossing line, corresponding to \( e2 \), shifts further away from its actual position. From Fig. 13 - Fig. 15, we can see that there are no zero crossings between the two original edge lines, and the distance between two zero crossing lines increases when \( \sigma \) increases, so they have verified theorem 2, corollary 2.1 and corollary 2.2.
Some of the experimental results for the staircase edge model are shown in Fig. 17, 18, 19. Fig. 17, Fig. 18 and Fig. 19 have verified Theorem 3 and Corollary 3.1 - 3.4. Especially in regards to Corollary 3.4, the results indicate that the false zero crossing curve always disappears with the real that has the smaller difference of gray levels on both sides. In Fig. 17, $|g_3 - g_2| < |g_2 - g_1|$, the false zero crossing curve disappeared with $z_2$; in Fig. 18, $|g_2 - g_1| < |g_3 - g_2|$, the false zero crossing curve disappeared with $z_1$. Fig. 19 verifies that the false zero crossing line, $y=\frac{B_1+B_2}{2}$, exists for all $\sigma$ provided that $\sigma \geq 2$. All these experimental results have supported theorem 3 and its corollaries.
5. Properties of Regions in Scale Space

By applying the above theorems and corollaries to the more general situation, we come to the assertions listed below. A qualitative verification is presented for each assertion. These assertions are also supported by experimental results.

**Assertion 1.** For a non-linear isolated edge curve, its corresponding zero crossing curve may change shape. For an isolated closed edge curve, the region which is surrounded by the corresponding zero crossing curve expands as \( \sigma \) increases.

When the edge curve is non-linear, the edges on the same curve may effect each other. The points which may change the locations are those on the sides of a ridge or a valley on the curve. The gray level condition on both sides of the curve must follow those in the theorem 2. From theorem 2, the points on each side of a ridge or valley repel each other. If we write the curve as \( y = f(x) \), the points are dislocated along the \( x \) axis. Thus, sharp parts of a curve will become smoother when \( \sigma \) increases. So the shape of the zero crossing curve may change when \( \sigma \) changes. The sine curve in Fig. 10 is a good example.

When the edge curve is closed (see Fig. 20), the gray level condition along the edge curve must conform to theorem 2. From theorem 2, the edge points on the opposite side of the curve repel each other. Consequently the area surrounded by the zero crossing curve is expanding when \( \sigma \) increases. Furthermore, the gray level condition on each side of the curve satisfies Corollary 2.3, hence, the expan-
sion of the region is even at each side. In addition to Fig. 9, Fig. 21 and Fig. 22 are good examples of this phenomena.

**Assertion 2.** For two closed edge curves, let \( g_1, g_2 \) and \( g_3 \) be the gray levels distributed as in Fig. 23; if \( g_2, g_1 \) and \( g_3 \) satisfy the pulse edge condition, i.e. \( g_1 > g_2 \) and \( g_1 > g_3 \) or \( g_1 < g_2 \) and \( g_1 < g_3 \), then the two corresponding closed zero crossing curves will eventually merge into one closed zero crossing curve when \( \sigma \) is large enough.

When \( g_2, g_1 \) and \( g_3 \) follow the pulse edge model, i.e. \( g_1 > g_2 \) and \( g_1 > g_3 \), then from Assertion 1, we know that each of the closed zero crossing curves is expanding as \( \sigma \) increases. When \( \sigma \) is large enough, they will eventually meet together and merge into one large closed curve. In Fig. 24, there are two regions nearby, and, when \( \sigma \geq 6 \), the two closed zero crossing curves merge into one bigger closed zero crossing curve.

**Assertion 3.** If a region \( R \) contains one subregion, let \( g_1, g_2 \) and \( g_3 \) be the gray levels within the regions (see Fig. 18), and if \( g_1, g_2 \) and \( g_3 \) follow the staircase edge model, i.e. \( g_1 < g_2 < g_3 \) (or \( g_1 > g_2 > g_3 \)), then we will have a false closed zero crossing curve in between the two real ones at the smaller \( \sigma \). The false zero crossing curve is also a closed one and it will merge and disappear with one of the real zero crossing curves when \( \sigma \) becomes large. If \( |g_1-g_2| < |g_2-g_3| \), then \( e_1 \) will disappear with the false one; if \( |g_1-g_2| > |g_2-g_3| \), then \( e_2 \) will disappear with the false one.
From theorem 3, we know we will get the false zero crossing curve in between the two real edge curves. When $\sigma$ changes, the zero crossing curves go through the following sequence. When $\sigma$ is very small in comparison with the distance between $e_1$ and $e_2$, then the two zero crossing curves are the same as $e_1$ and $e_2$; when $\sigma$ increases, a false zero crossing curve appears and the two real zero crossing curves are all attracted to the false one, i.e., they all move towards it. When $\sigma$ increases to a large value, the false zero crossing curve merges with one of the true zero crossing curves. They may split into several closed curves, then eventually disappear together. The remaining closed zero crossing curve then starts to expand in accordance with Assertion 1. Fig. 26 shows such an example.

**Assertion 4.** If a region has an abrupt change in its width, then when $\sigma$ increases its value, the closed zero crossing curve will split into two smaller closed curves. If $\sigma$ keeps increasing, the two regions surrounded by the two new closed curves will expand, eventually they will merge back to a big closed curve again.

The split point occurs at the abrupt narrowing area. The two new smaller regions will follow the expanding, merging and expanding procedure. Such examples are shown in Fig. 27 and Fig. 28. In Fig. 27, the picture process has completed the split-expand-merge-expand procedure. In Fig. 28, the process has gone through split-expand. If we keep applying larger $\sigma$ values, it will complete the remaining procedure, culminating in merge-expand.
The above theorem and assertions are generated for ideal images. The natural image has much more complicated gray level changes. But, in general, the zero crossing curves generated from the natural image will always behave in one of the above manner, or a sequence thereof.
6. Discussion

The most significant phenomena observed from the different channels of the L-G operator are false edge curves, missing edge curves and edge dislocation. These problems are caused by the influence of edges. The theorems given in this report answered these problems. Another important proof is that for any isolated edge curve, we will get corresponding zero crossing curves in all channels. This applies even when the edge curve is very fine and the scale is very large. In addition, the theorems along with the corollaries give a good description of the behavior of the zero crossings under various conditions. Most of the theorems and the corollaries are proved for linear edge curves. But the results can be extended to the general curve and region situations. The four assertions were generated in this way. The assertions gave a good description on the behavior of the regions bounded by the zero crossing curves. These theorems, corollaries and assertions are supported by many experimental results. The theorems, corollaries and assertions are generated in the ideal step edge, pulse edge and staircase edge models. In the real world image, the behavior of the zero crossings are much more complicated. But they usually follow the processes discussed in section 5.

For reasoning in scale space, we can follow the approach introduced by Waltz [49]. Based on the theorems, corollaries, and assertions, we can construct a knowledge base. This knowledge base will contain rules based on the behavior of zero crossings in scale space for simple cases. The complex unpredictable interactions of these simple cases is what makes real images so difficult to analyze. By applying the rules from the knowledge base, it may be possible to better analyze
the behavior of edges in real images and detect presence of desired features. A simple example may help understand the feasibility of this approach. In Fig. 29, we show an image containing a noisy square on a noisy background. The zero crossings for this image are shown at different scales in the image. If we are interested in detecting the square, the edge image at lower scales has proper shape but with too many noisy edges. On higher scales, noise is reduced but shape is distorted. A reasoning process may allow to focus on the closed contour on higher scales and then track zero crossings corresponding to the closed contour to lower scales to find the proper shape. Even for complex images such an approach seems promising.
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Appendix A: The proof of Lemma 1

Here we only consider the open curve and the curve can be written as $y = C(x)$.

We also assume $C(x)$ is continuous, has the first order derivatives, has the inverse function and they are all bounded. Let $H$ be one of such upper bound constant.

\[
I(x,y) = \begin{cases} 
  f_1(x,y) & y < C(x)-D \\
  g_1 & C(x)-D < y < C(x) \\
  g_2 & C(x) \leq y \leq C(x)+D \\
  f_1(x,y) & C(x)+D \leq y 
\end{cases}
\]

where $g_1 \neq g_2$.

\[
\nabla^2(I*g) = I*\nabla^2(g) = I(x,y)*G(x,y)
\]

\[
= g_1 \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{-(z-u)^2 + (y-v)^2}{\sigma^4} \exp[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] dvdu +
\]

\[
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f_1(u,v) \left[ \frac{-2}{\sigma^2} + \frac{(z-u)^2 + (y-v)^2}{\sigma^4} \right] \exp[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] dvdu +
\]

\[
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f_1(u,v) \left[ \frac{-2}{\sigma^2} + \frac{(z-u)^2 + (y-v)^2}{\sigma^4} \right] \exp[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] dvdu +
\]

\[
g_2 \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{-(z-u)^2 + (y-v)^2}{\sigma^4} \exp[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] dvdu
\]

Let

\[
I_1 = g_1 \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{-(z-u)^2 + (y-v)^2}{\sigma^4} \exp[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] dvdu
\]
\[ \Pi = \int_{-\infty}^{\infty} \int_{C(u)+D} f_1(u,v) \left[ \frac{-2}{\sigma^2} + \frac{(x-u)^2 + (y-v)^2}{\sigma^4} \right] \exp \left[ \frac{-(x-u)^2 + (y-v)^2}{2\sigma^2} \right] dvdu \]

\[ \Pi = \int_{-\infty}^{\infty} \int_{C(u)+D} f_2(u,v) \left[ \frac{-2}{\sigma^2} + \frac{(x_u)^2 + (y_v)^2}{\sigma^4} \right] \exp \left[ \frac{-(x-u)^2 + (y-v)^2}{2\sigma^2} \right] dvdu \]

\[ IV = g^2 \int_{-\infty}^{\infty} \int_{C(u)+D} \left[ \frac{-2}{\sigma^2} + \frac{(x-u)^2 + (y-v)^2}{\sigma^4} \right] \exp \left[ \frac{-(x-u)^2 + (y-v)^2}{2\sigma^2} \right] dvdu \]

(1) We want to show II and III are very insignificant when D is large and \( \sigma \) is small in comparison with D.

\[ |\Pi| < \left| \int_{-\infty}^{\infty} \int_{C(u)+D} \frac{2}{\sigma^2} f_1(u,v) \exp \left[ \frac{(x-u)^2 + (y-v)^2}{2\sigma^2} \right] dvdu \right| \]

\[ + \left| \int_{-\infty}^{\infty} \int_{C(u)+D} \frac{(x-u)^2}{\sigma^4} f_1(u,v) \exp \left[ \frac{(x-u)^2 + (y-v)^2}{2\sigma^2} \right] dvdu \right| \]

\[ + \left| \int_{-\infty}^{\infty} \int_{C(u)+D} \frac{(y-v)^2}{\sigma^4} f_1(u,v) \exp \left[ \frac{(x-u)^2 + (y-v)^2}{2\sigma^2} \right] dvdu \right| = II.1 + II.2 + II.3 \]

\[ II.1 = \left| \int_{-\infty}^{\infty} \int_{C(u)+D} \frac{2}{\sigma^2} f_1(u,v) \exp \left[ \frac{(x-u)^2 + (y-v)^2}{2\sigma^2} \right] dvdu \right| \]

\[ < H \int_{-\infty}^{\infty} \int_{C(u)+D} \frac{2}{\sigma^2} \exp \left[ \frac{(x-u)^2 + (y-v)^2}{2\sigma^2} \right] dvdu \]

\[ = H \int_{-\infty}^{\infty} \int_{\frac{C(u)+D-y}{\sqrt{2\sigma}}} \frac{2\sqrt{2}}{\sigma} \exp \left[ \frac{(x-u)^2 + W^2}{2\sigma^2} \right] dWdu \]

\[ < 4H \int_{-\infty}^{\infty} \frac{1}{C(u)+D-y} \exp \left[ \frac{(x-u)^2 + (C(u)+D-y)^2}{2\sigma^2} \right] du \]

Behavior 52
When $D$ is large, $\sigma$ is small in comparison with $D$, II.1 is very insignificant.

$$II.2 = \left| \int \int_{-\infty}^{+\infty} \int \int_{C(u)+D}^{+\infty} \frac{(z-u)^2}{\sigma^4} f_1(u,v) \exp[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] \, dvdu \right|$$

$$< H \int_{-\infty}^{+\infty} \int_{C(u)+D-y}^{+\infty} \frac{(z-u)^2 \sqrt{2}}{\sigma^2} \exp[-\frac{(z-u)^2 + W^2}{2\sigma^2}] \, dWdu$$

$$< H \int_{-\infty}^{+\infty} \frac{2(z-u)^2}{(C(u)+D-y)\sigma^2} \exp[-\frac{(z-u)^2 + (C(u)+D-y)^2}{2\sigma^2}] \, du$$

When $D$ is large, $\sigma$ is small in comparison with $D$, II.2 is very insignificant.

$$II.3 = \left| \int \int_{-\infty}^{+\infty} \int \int_{C(u)+D}^{+\infty} \frac{(y-v)^2}{\sigma^4} f_1(u,v) \exp[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] \, dvdu \right|$$

$$< H \frac{1}{\sigma^2} \int_{-\infty}^{+\infty} (C(u)+D-y) \exp[-\frac{(C(u)+D-y)^2 + (z-u)^2}{2\sigma^2}] \, du$$

$$+ H \frac{1}{\sigma^2} \int \int_{-\infty}^{+\infty} \exp[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] \, dvdu$$

$$< H \frac{1}{\sigma^2} \int_{-\infty}^{+\infty} (C(u)+D-y) \exp[-\frac{(C(u)+D-y)^2 + (z-u)^2}{2\sigma^2}] \, du$$

$$+ 2H \int_{-\infty}^{+\infty} \frac{1}{C(u)+D-y} \exp[-\frac{(z-u)^2 + (C(u)+D-y)^2}{2\sigma^2}] \, du$$

When $D$ is large, II.3 is very insignificant. Hence when $D$ is large, $\sigma$ is small in comparison with $D$, II is very small and can be ignored in our discussion.

$$|II| \leq \int \int_{-\infty}^{+\infty} \frac{2}{\sigma^2} f_2(u,v) \exp[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] \, dvdu + \int \int_{-\infty}^{+\infty} \frac{(z-u)^2}{\sigma^4} f_2(u,v)$$

**Behavior**
\[ 
\exp[-\frac{(x-u)^2 + (y-v)^2}{2\sigma^2}] \mid dv \mid + \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{(y-v)^2}{\sigma^4} f(z,u,v) \exp[-\frac{(x-u)^2 + (y-v)^2}{2\sigma^2}] \mid dv \mid 
\]

III.1 + III.2 + III.3

III.1 < \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{2}{\sigma^2} \exp[-\frac{(x-u)^2 + (y-v)^2}{2\sigma^2}] dv du < \int_{-\infty}^{+\infty} \frac{4H}{y - C(u) + D} \exp[-\frac{(x-u)^2 + (y-C(u)+D)^2}{2\sigma^2}] du

III.2 < \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{(x-u)^2}{\sigma^4} \exp[-\frac{(x-u)^2 + (y-v)^2}{2\sigma^2}] dv du

= \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{(x-u)^2 \sqrt{2}}{\sigma^4} \exp[-\frac{(x-u)^2 + W^2}{2\sigma^2}] dW du

< \int_{-\infty}^{+\infty} \frac{2(x-u)^2}{(y - C(u) + D) \sigma^2} \exp[-\frac{(x-u)^2 + (y-C(u)+D)^2}{2\sigma^2}] du

III.3 < \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{(y-v)^2}{\sigma^4} \exp[-\frac{(x-u)^2 + (y-v)^2}{2\sigma^2}] dv du

= \int_{-\infty}^{+\infty} \frac{(y-C(u)+D)}{\sigma^2} \exp[-\frac{(y-C(u)+D)^2 + (z-u)^2}{2\sigma^2}] du

+ \frac{H}{\sigma^2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \exp[-\frac{(x-u)^2 + (y-v)^2}{2\sigma^2}] dv du

< \int_{-\infty}^{+\infty} \frac{(y-C(u)+D)}{\sigma^2} \exp[-\frac{(y-C(u)+D)^2 + (z-u)^2}{2\sigma^2}] du
\[ + \int_{-\infty}^{+\infty} \frac{2H}{y-C(u)+D} \exp\left[-\frac{(z-u)^2 + (y-C(u)+D)^2}{2\sigma^2}\right] du \]

Since III.1, III.2 and III.3 are all very insignificant when D is large and \( \sigma \) is small, III can be disregarded in our discussion. Further more, II and III are the decreasing function of D, in fact \( \lim_{D \to \infty} (II + III) = 0 \), and they are the increasing function of \( \sigma \). So for any real positive number e, there exists a monotonically increasing function, L(D), such that when \( \sigma < L(D) \), \( |II + III| < e \). When e is very small, it implies that II + III can be ignored in our discussion.

(2) We want to show that for every \( x_1 \), there exists some \( y_1 \) such that \((x_1, y_1)\) is a zero crossing of I1+IV.

\[ I1.2 = \frac{g_1}{\sigma^4} \int_{-\infty}^{+\infty} C(u) \int \int (y-v)^2 \exp\left[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}\right] dvdu \]

\[ = \frac{g_1}{\sigma^2} \int_{-\infty}^{+\infty} (y-C(u)) \exp\left[-\frac{(y-C(u))^2 + (z-u)^2}{2\sigma^2}\right] du \]

\[- \frac{g_1}{\sigma^2} \int_{-\infty}^{+\infty} (y-C(u)+D) \exp\left[-\frac{(y-C(u)+D)^2 + (z-u)^2}{2\sigma^2}\right] du \]

\[ + \frac{g_1}{\sigma^2} \int_{-\infty}^{+\infty} \int \int \exp\left[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}\right] dvdu \]

\[ I1.3 = \frac{g_1}{\sigma^4} \int_{-\infty}^{+\infty} C(u) \int \int (z-u)^2 \exp\left[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}\right] dvdu \]

In our discussion range, we either have \( C^{-1}(v) > C^{-1}(v+D) \) or \( C^{-1}(v+D) > C^{-1}(v) \).
Without losing the generality, we assume $C^{-1}(v+D) > C^{-1}(v)$.

\[ I_{1.3} = \frac{g_1^{+\infty} C^{-1}(v+D)}{\sigma^2} \int \int_{-\infty}^{C^{-1}(v)} (z-u)^2 \exp\left[- \frac{(z-u)^2 + (y-v)^2}{2\sigma^2} \right] \, du \, dv \]

\[ = \frac{g_1^{+\infty}}{\sigma^2} \int (z-C^{-1}(v+D)) \exp\left[- \frac{(z-C^{-1}(v+D))^2 + (y-v)^2}{2\sigma^2} \right] dv \]

\[ - \frac{g_1^{+\infty}}{\sigma^2} \int_{-\infty}^{C(u)-D} \exp\left[- \frac{(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dv \, du + \frac{g_1^{+\infty} C(u)}{\sigma^2} \int_{-\infty}^{C(u)-D} \exp\left[- \frac{(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dv \, du \]

\[ I_1 = -\frac{2g_1^{+\infty} C(u)}{\sigma^2} \int \int_{-\infty}^{C(u)-D} \exp\left[- \frac{(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dv \, du + I_{1.2} + I_{1.3} \]

\[ = \frac{g_1^{+\infty}}{\sigma^2} \int_{-\infty}^{C(u)} \exp\left[- \frac{(y-C(u))^2 + (z-u)^2}{2\sigma^2} \right] du - \frac{g_1^{+\infty}}{\sigma^2} \int_{-\infty}^{C(u)+D} \exp\left[- \frac{(y-C(u)+D)^2 + (z-u)^2}{2\sigma^2} \right] du \]

\[ + \frac{g_1^{+\infty}}{\sigma^2} \int_{-\infty}^{C(u)+D} \exp\left[- \frac{(z-C^{-1}(v+D))^2 + (y-v)^2}{2\sigma^2} \right] dv - \frac{g_1^{+\infty}}{\sigma^2} \int_{-\infty}^{C(u)} \exp\left[- \frac{(z-C^{-1}(v))^2 + (y-v)^2}{2\sigma^2} \right] dv \]

Following the similar procedure, we get

\[ IV = \frac{g_2^{+\infty}}{\sigma^2} \int (y-C(u)-D) \exp\left[- \frac{(y-C(u)-D)^2 + (z-u)^2}{2\sigma^2} \right] du - \frac{g_2^{+\infty}}{\sigma^2} \int_{-\infty}^{C(u)} \exp\left[- \frac{(y-C(u))^2 + (z-u)^2}{2\sigma^2} \right] du \]
\[ 
\frac{g_2}{\sigma^2} \int_{-\infty}^{\infty} (z-C^{-1}(v)) \exp\left[-\frac{(z-C^{-1}(v))^2 + (y-v)^2}{2\sigma^2}\right] dv - \frac{g_2}{\sigma^2} \int_{-\infty}^{\infty} (z-C^{-1}(v-D)) \exp\left[-\frac{(z-C^{-1}(v-D))^2 + (y-v)^2}{2\sigma^2}\right] dv 
\]

\[ 
I(x,y)*G(x,y) \approx I1 + IV = \left(\frac{g_{1-g_2}}{\sigma^2}\right) \int_{-\infty}^{\infty} (y-C(u))\exp\left[-\frac{(y-C(u))^2 + (z-u)^2}{2\sigma^2}\right] du 
\]

\[ 
+ \frac{g_2}{\sigma^2} \int_{-\infty}^{\infty} (z-C^{-1}(v)) \exp\left[-\frac{(z-C^{-1}(v))^2 + (y-v)^2}{2\sigma^2}\right] dv 
\]

\[ 
-\frac{g_1}{\sigma^2} \int_{-\infty}^{\infty} (y-C(u)+D)\exp\left[-\frac{(y-C(u)+D)^2 + (z-u)^2}{2\sigma^2}\right] du 
\]

\[ 
+ \frac{g_2}{\sigma^2} \int_{-\infty}^{\infty} (y-C(u)-D)\exp\left[-\frac{(y-C(u)-D)^2 + (z-u)^2}{2\sigma^2}\right] du 
\]

\[ 
+ \frac{g_1}{\sigma^2} \int_{-\infty}^{\infty} (z-C^{-1}(v+D)) \exp\left[-\frac{(z-C^{-1}(v+D))^2 + (y-v)^2}{2\sigma^2}\right] dv 
\]

\[ 
-\frac{g_2}{\sigma^2} \int_{-\infty}^{\infty} (z-C^{-1}(v-D)) \exp\left[-\frac{(z-C^{-1}(v-D))^2 + (y-v)^2}{2\sigma^2}\right] dv 
\]

Obviously, \( I*G(x,y) \) is a continuous function of \( x \) and \( y \). For any \( z_1 \), if \( I1+IV(z_1,C(z_1)) = 0 \), then \( (z_1, C(z_1)) \) is a zero point. If \( I1+IV(z_1,C(z_1)) \neq 0 \), without losing the generality, we assume \( g1>g2 \) and \( I1+IV(z_1,C(z_1)) > 0 \), i.e.

\[ 
I*G (z_1,C(z_1)) \approx I1+IV (z_1,C(z_1)) = M^1 + E^1 > 0, 
\]

where \( M^1 = \left(\frac{g_{1-g_2}}{\sigma^2}\right) \int_{-\infty}^{\infty} (C(z_1)-C(u))\exp\left[-\frac{(C(z_1)-C(u))^2 + (z_1-u)^2}{2\sigma^2}\right] du 
\)
\[
E^1 = \frac{-g^1}{\sigma^2} \int_{-\infty}^{\infty} (C(z_1) - C(u) + D) \exp[- \frac{(C(z_1) - C(u) + D)^2 + (z_1 - u)^2}{2\sigma^2}] \, du \\
+ \frac{g^2}{\sigma^2} \int_{-\infty}^{\infty} (C(z_1) - C(u) - D) \exp[- \frac{(C(z_1) - C(u) - D)^2 + (z_1 - u)^2}{2\sigma^2}] \, du \\
+ \frac{g^1}{\sigma^2} \int_{-\infty}^{\infty} (C(z_1) - C(u) + D) \exp[- \frac{(C(z_1) - C(u) + D)^2 + (z_1 - u)^2}{2\sigma^2}] \, dv \\
- \frac{g^2}{\sigma^2} \int_{-\infty}^{\infty} (C(z_1) - C(u) - D) \exp[- \frac{(C(z_1) - C(u) - D)^2 + (z_1 - u)^2}{2\sigma^2}] \, dv
\]

Since \( |E^1| \) is small in comparison with \( |M^1| \), it implies that \( M^1 > 0 \).

At \( y = C(z_1) - P \), where \( 0 < P < D \),

\[
I_1G(z_1, C(z_1) - P) \approx I_1 + IV(z_1, C(z_1) - P) = M_1^2 + M_2^2 + M_3^2 + E^2
\]

where

\[
M_1^2 = \frac{(g^1 - g^2)}{\sigma^2} \int_{-\infty}^{\infty} (C(z_1) - C(u) - P) \exp[- \frac{(C(z_1) - C(u) - P)^2 + (z_1 - u)^2}{2\sigma^2}] \, du
\]

\[
M_2^2 = \frac{(g^2 - g^1)}{\sigma^2} \int_{-\infty}^{\infty} (C(z_1) - C(u) + D - P) \exp[- \frac{(C(z_1) - C(u) + D - P)^2 + (z_1 - u)^2}{2\sigma^2}] \, du
\]

\[
M_3^2 = \frac{-g^1}{\sigma^2} \int_{-\infty}^{\infty} (C(z_1) - C(u) + D - P) \exp[- \frac{(C(z_1) - C(u) + D - P)^2 + (z_1 - u)^2}{2\sigma^2}] \, du
\]
\[ E^2 = \frac{\varrho}{\sigma^2} \int_{-\infty}^{+\infty} (C(z_1)-C(u)-D-P) \exp[-\frac{(C(z_1)-C(u)-D-P)^2 + (z_1-u)^2}{2\sigma^2}] \, du \]

\[ + \frac{\varrho_1}{\sigma^2} \int_{-\infty}^{+\infty} (z_1-C^{-1}(u+D)) \exp[-\frac{(z_1-C^{-1}(u+D))^2 + (C(z_1)-v-P)^2}{2\sigma^2}] \, dv \]

\[ - \frac{\varrho_2}{\sigma^2} \int_{-\infty}^{+\infty} (z_1-C^{-1}(v-D)) \exp[-\frac{(z_1-C^{-1}(v-D))^2 + (C(z_1)-v-P)^2}{2\sigma^2}] \, dv \]

When \( D \) is large enough, \( \sigma \) is small in comparison with \( D \), \( E^2 \) is very small and can be ignored.

Since \( P < D \), \( M_3^2 < 0 \).

\[ M_1^2 + M_2^2 = \frac{\varrho}{\sigma^2} \int_{-\infty}^{+\infty} (C(z_1)-C(u)) \exp[-\frac{(C(z_1)-C(u)-P)^2 + (z_1-u)^2}{2\sigma^2}] \, du \]

\[ + \frac{\varrho_1}{\sigma^2} \int_{-\infty}^{+\infty} (z_1-C^{-1}(u)) \exp[-\frac{(z_1-C^{-1}(u))^2 + (C(z_1)-v-P)^2}{2\sigma^2}] \, dv \]

\[ - \frac{\varrho_2}{\sigma^2} \int_{-\infty}^{+\infty} \exp[-\frac{(C(z_1)-C(u)-P)^2 + (z_1-u)^2}{2\sigma^2}] \, du \]

Once \( P \) is large enough, we will have \( M_1^2 + M_2^2 + M_3^2 < 0 \). It implies that there exists some \( P < D \), such that \( I*G(z_1,C(z_1)-P) \approx I1+IV(z_1,C(z_1)-P) < 0 \).

Since for \( y = C(x) - P \), where \( 0 \leq P \leq D \), \( I*G(x,y) \) is continuous for \( P \), there exists some \( y_0 \), \( C(z_1)-D < y_0 < C(z_1) \), such that \( I*G(z_1,y_0) \approx I(z_1,y_0) = 0 \). So \( (z_1, y_0) \) is a zero crossing. So for every \( x \) there exists a \( y \), such that \( (x,y) \) is a zero point. The existence of the zero-crossing does not depend on \( \sigma \), but the location
of the zero-crossing is determined by $\sigma$. So at any $\sigma$ value, as long as $\sigma$ and $D$ together makes $\Pi(x,y)$ and $\Pi(x,y)$ insignificant enough, i.e. $\sigma < L(D)$, where $L$ is a monotonically increasing function of $D$, then we always get a zero-crossing curve corresponding to the edge curve. But we may get the zero-crossings at the different locations from the edge points when $\sigma$ changes. So we have proved the Lemma.

Q.E.D.
Appendix B: The proof of Theorem 1

Let the edge line be \( y = ax + b \). We can rotate our coordinate system through angle \( \phi = \arctan(a) \). Let the new coordinate system be \( (x', y') \). The edge line under the new coordinate system are \( y' = \frac{b}{\sqrt{1+a^2}} \). So we only need to discuss the situation that the edge line has the equations \( y = B \). (For \( x = B \), it has the similar proving procedure.)

\[
I(x, y) = \begin{cases} 
  f_1(x, y) & y > B + D \\
  f_1 & B < y \leq B + D \\
  f_2 & B - D < y \leq B \\
  f_2(x, y) & y \leq B - D 
\end{cases}
\]

Let \( H \) be an upper bound constant of \( f_1(x, y) \) and \( f_2(x, y) \).

\[\nabla^2(I* g) = I* \nabla^2(g) = I(x, y)*G(x, y) = \]

\[+\infty \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f_1(u, v) \left[ \frac{-2}{\sigma^2} + \frac{(z-u)^2 + (y-v)^2}{\sigma^4} \right] \exp\left[ -\frac{(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dv du + \]

\[g_1 \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left[ \frac{-2}{\sigma^2} + \frac{(z-u)^2 + (y-v)^2}{\sigma^4} \right] \exp\left[ -\frac{(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dv du + \]

\[g_2 \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left[ \frac{-2}{\sigma^2} + \frac{(z-u)^2 + (y-v)^2}{\sigma^4} \right] \exp\left[ -\frac{(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dv du + \]

\[\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f_2(u, v) \left[ \frac{-2}{\sigma^2} + \frac{(z-u)^2 + (y-v)^2}{\sigma^4} \right] \exp\left[ -\frac{(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dv du = II + III + IV \]
where

\[ I_I = \int \int \int_1(u,v)(-\frac{(z-u)^2 + (y-v)^2}{\sigma^2} + \frac{(z-u)^2 + (y-v)^2}{\sigma^4}) \exp[\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] \, dv \, du \]

\[ I_II = g_1 \int \int \int_{-\infty}^{+\infty} B_D \frac{-2}{\sigma^2} + \frac{(z-u)^2 + (y-v)^2}{\sigma^4} \exp[\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] \, dv \, du \]

\[ I_III = g_2 \int \int \int_{-\infty}^{+\infty} B_D \frac{-2}{\sigma^2} + \frac{(z-u)^2 + (y-v)^2}{\sigma^4} \exp[\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] \, dv \, du \]

\[ I_IV = \int \int \int_{-\infty}^{+\infty} B_D \frac{-2}{\sigma^2} + \frac{(z-u)^2 + (y-v)^2}{\sigma^4} \exp[\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] + \frac{(z-u)^2 + (y-v)^2}{\sigma^4} \exp[\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] \, dv \, du \]

\[ I_II = g_1 \int \int \frac{-2}{\sigma^2} \exp[\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] \, dv \, du + g_1 \int \int \frac{(z-u)^2}{\sigma^4} \exp[\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] \, dv \, du + g_1 \int \int \frac{(y-v)^2}{\sigma^4} \exp[\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] \, dv \, du \]

\[ = I_{II.1} + I_{II.2} + I_{II.3} \]

\[ I_{II.2} = g_1 \int \int \frac{(z-u)^2}{\sigma^4} \exp[\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] \, dv \, du = \int \int \frac{g_1}{\sigma^2} \exp[\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] \, dv \, du \]

\[ I_{II.3} = g_1 \int \int \frac{(y-v)^2}{\sigma^4} \exp[\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] \, dv \, du \]

\[ = g_1 \frac{(y-B-D)}{\sigma} \sqrt{2\pi} \exp[\frac{(y-B-D)^2}{2\sigma^2}] - g_1 \frac{(y-B)}{\sigma} \sqrt{2\pi} \exp[\frac{(y-B)^2}{2\sigma^2}] + g_1 \int \int \frac{g_1}{\sigma^2} \exp[\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] \, dv \, du \]

**Behavior**
\[- \frac{(z-u)^2 + (y-v)^2}{2\sigma^2} \] dvdu

So \( II = g_1 \frac{(y-B-D)}{\sigma} \sqrt{2\pi} \exp[- \frac{(y-B-D)^2}{2\sigma^2}] - g_1 \frac{(y-B)}{\sigma} \sqrt{2\pi} \exp[- \frac{(y-B)^2}{2\sigma^2}] \)

\[ \text{III} = g_2 \int \int_{-\infty}^{\infty} \frac{(z-u)^2 + (y-v)^2}{\sigma^4} \exp[- \frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] \] dvdu + \( g_2 \int \int_{-\infty}^{\infty} \frac{(z-u)^2}{\sigma^4} \exp[- \frac{(z-u)^2}{2\sigma^2}] \) dvdu

\[ + g_2 \int \int_{-\infty}^{\infty} \frac{(y-v)^2}{\sigma^4} \exp[- \frac{(y-v)^2}{2\sigma^2}] \) dvdu

\[ = \text{III.1} + \text{III.2} + \text{III.3} \]

\[ \text{III.2} = g_2 \int \int_{-\infty}^{\infty} \frac{(z-u)^2}{\sigma^4} \exp[- \frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] \] dvdu

\[ = \int \int_{-\infty}^{\infty} \frac{g_2}{\sigma^2} \exp[- \frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] \] dvdu

\[ \text{III.3} = g_2 \int \int_{-\infty}^{\infty} \frac{(y-v)^2}{\sigma^4} \exp[- \frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] \] dvdu

\[ = g_2 \frac{(y-B)}{\sigma} \sqrt{2\pi} \exp[- \frac{(y-B)^2}{2\sigma^2}] - g_2 \frac{(y-B+D)}{\sigma} \sqrt{2\pi} \exp[- \frac{(y-B+D)^2}{2\sigma^2}] + g_2 \int \int_{-\infty}^{\infty} \frac{g_2}{\sigma^4} \exp[- \frac{(z-u)^2 + (y-v)^2}{2\sigma^2}] \) dvdu

So \( III = g_2 \frac{(y-B)}{\sigma} \sqrt{2\pi} \exp[- \frac{(y-B)^2}{2\sigma^2}] - g_2 \frac{(y-B+D)}{\sigma} \sqrt{2\pi} \exp[- \frac{(y-B+D)^2}{2\sigma^2}] \)

\[ I(x,y) * G(x,y) = M(x,y) + E(x,y) \]
where \( M(x, y) = -g_1 \left( \frac{y-B}{\sigma} \right) \sqrt{2\pi} \exp\left[-\frac{(y-B)^2}{2\sigma^2} \right] + g_2 \left( \frac{y-B}{\sigma} \right) \sqrt{2\pi} \exp\left[-\frac{(y-B)^2}{2\sigma^2} \right] \)

\[ E(x, y) = g_1 \left( \frac{y-B-D}{\sigma} \right) \sqrt{2\pi} \exp\left[-\frac{(y-B-D)^2}{2\sigma^2} \right] - g_2 \left( \frac{y-B+D}{\sigma} \right) \sqrt{2\pi} \exp\left[-\frac{(y-B+D)^2}{2\sigma^2} \right] + I_1 + I_1' \]

Now we want to show that at \( y = B \), \( E(x, y) \) is very insignificant.

\[ |I_1| \leq H \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left[ \frac{-2}{\sigma^2} + \frac{(z-u)^2 + (y-v)^2}{\sigma^4} \right] \exp\left[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dvdu \]

Since at \( y = B \), when \( \sigma \leq \frac{D}{\sqrt{2}} \) and \( v \geq B+D \), \( \frac{-2}{\sigma^2} + \frac{(z-u)^2 + (y-v)^2}{\sigma^4} > 0 \); so

\[ |I_1| \leq H \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left[ \frac{-2}{\sigma^2} + \frac{(z-u)^2 + (y-v)^2}{\sigma^4} \right] \exp\left[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dvdu \]

\[ = H \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left[ \frac{-2}{\sigma^2} \right] \exp\left[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dvdu + H \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left[ \frac{(z-u)^2}{\sigma^4} \right] \exp\left[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dvdu = I_{1.1} + I_{1.2} + I_{1.3} \]

\[ I_{1.2} = H \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left[ \frac{(z-u)^2}{\sigma^4} \right] \exp\left[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dvdu = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{H}{\sigma^2} \exp\left[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dvdu \]

\[ I_{1.3} = H \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left[ \frac{(y-v)^2}{\sigma^4} \right] \exp\left[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dvdu = \int_{-\infty}^{+\infty} \frac{HD}{\sigma^2} \exp\left[-\frac{(z-u)^2 + D^2}{2\sigma^2} \right] du + \]

Behavior
\[
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{H}{\sigma^2} \exp\left[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}\right] dv du
\]

\[
= \frac{HD}{\sigma} \sqrt{2\pi} \exp\left[-\frac{D^2}{2\sigma^2}\right] + \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{H}{\sigma^2} \exp\left[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}\right] dv du
\]

At \(y = B\), \(|II| < \frac{HD}{\sigma} \sqrt{2\pi} \exp\left[-\frac{D^2}{2\sigma^2}\right]\)

\[
|IV| \leq H \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{1}{\sigma^2} \exp\left[-\frac{(z-u)^2 + (y-v)^2}{\sigma^4}\right] \exp\left[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}\right] dv du
\]

Since at \(y = B\), when \(\sigma \leq \frac{D}{\sqrt{2}}\) and \(v \leq B-D\), \(\frac{1}{\sigma^2} + \frac{(z-u)^2 + (y-v)^2}{\sigma^4} > 0\); so

\[
|IV| \leq H \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{1}{\sigma^2} \exp\left[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}\right] dv du + H \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{(z-u)^2}{\sigma^4} \exp\left[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}\right] dv du = IV.1 + IV.2 + IV.3
\]

\(IV.2 = H \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{(z-u)^2}{\sigma^4} \exp\left[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}\right] dv du\)

\[
= \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{H}{\sigma^2} \exp\left[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}\right] dv du
\]

\(IV.3 = H \int_{-\infty}^{+\infty} \frac{(y-v)^2}{\sigma^4} \exp\left[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2}\right] dv du = \int_{-\infty}^{+\infty} \frac{HD}{\sigma^2} \exp\left[-\frac{(z-u)^2 + D^2}{2\sigma^2}\right] du + \)
\[
\int \int_{-\infty}^{+\infty} \frac{H}{\sigma^2} \exp\left[-\frac{(x-u)^2 + (y-v)^2}{2\sigma^2}\right] dv du
\]

\[
= \frac{HD}{\sigma} \sqrt{2\pi} \exp[-\frac{D^2}{2\sigma^2}] + \int \int_{-\infty}^{+\infty} \frac{H}{\sigma^2} \exp\left[-\frac{(x-u)^2 + (y-v)^2}{2\sigma^2}\right] dv du
\]

At \( y = B, \ |IV| < \frac{HD}{\sigma} \sqrt{2\pi} \exp[-\frac{D^2}{2\sigma^2}] \)

So at \( y = B, \ |E(x,B)| \leq g1 \frac{D}{\sigma} \sqrt{2\pi} \exp[-\frac{D^2}{2\sigma^2}] + g2 \frac{D}{\sigma} \sqrt{2\pi} \exp[-\frac{D^2}{2\sigma^2}] + |I1| + |IV| < \)

\[
\frac{HD}{\sigma} \sqrt{2\pi} \exp[-\frac{D^2}{2\sigma^2}] + g1 \frac{D}{\sigma} \sqrt{2\pi} \exp[-\frac{D^2}{2\sigma^2}] + g2 \frac{D}{\sigma} \sqrt{2\pi} \exp[-\frac{D^2}{2\sigma^2}] + \frac{HD}{\sigma} \sqrt{2\pi} \exp[-\frac{D^2}{2\sigma^2}]
\]

Since \( g1 \leq H \) and \( g2 \leq H \), so \( E(x,B) < \frac{4HD}{\sigma} \sqrt{2\pi} \exp[-\frac{D^2}{2\sigma^2}] \)

When \( \frac{D}{\sigma} \geq 2.5, \) \( \frac{D}{\sigma} \exp[-\frac{D^2}{6\sigma^2}] \leq 0.88 < 1, \) so \( E(x,B) < 4H\sqrt{2\pi} \exp[-\frac{D^2}{3\sigma^2}] \).

For any real number \( e, \) \( 0 < e < 4H\sqrt{2\pi}, \) when \( \sigma < T1(D) = \min \{ \frac{D}{2.5}, \sqrt{3\ln\left(\frac{4H\sqrt{2\pi}}{e}\right)} \} \), \( E(x,B) < e. \) In most cases, \( \frac{D}{2.5} \geq \sqrt{3\ln\left(\frac{4H\sqrt{2\pi}}{e}\right)} \), so we take

\[
T1(D) = \frac{D}{\sqrt{3\ln\left(\frac{4H\sqrt{2\pi}}{e}\right)}}.
\]

Obviously, \( T1 \) is a monotonically increasing function of \( D. \) So we have proved that \( E(x,y) \) is very insignificant, \( M(x,y) \) is the dominant part. Without losing the generality, let's assume \( g2 > g1. \)

For \( y = B' < B, \) and \( B' \) is very close to \( B, \) \( I(x,B') \cdot G(x,B') \approx M(x,B') = (g2-\)

**Behavior**
\[ g_1 \left( \frac{H - B}{\sigma} \right) \exp\left[ -\frac{(H - B)^2}{2\sigma^2} \right] < 0. \]

For \( y = B' > B \), and \( B' \) is very close to \( B \), \( I(x, B') \ast G(x, B') \approx M(x, B') = (g_2 - g_1) \left( \frac{H - B}{\sigma} \right) \exp\left[ -\frac{(H - B)^2}{2\sigma^2} \right] > 0. \]

At \( y = B \), \( I(x, y) \ast G(x, y) = M(x, y) + E(x, y) \approx M(x, B) = 0. \)

So \( y = B \) is a zero crossing line. It has the same tangent and location as the edge line. Hence theorem 1 has been proved.

In the computer vision application, \( T_1 \) can be further simplified. If we have \( H \leq 255 \), choosing \( e \geq 0.46 \), \( T_1(D) = \frac{D}{4.5} \); choosing \( e \geq 0.12 \), \( T_1(D) = \frac{D}{4.8} \); choosing \( e \geq 0.048 \), \( T_1(D) = \frac{D}{5} \). In most cases, \( T_1(D) = \frac{D}{5} \) is sufficient.

Q.E.D.
Appendix C: The proof of Theorem 2.

Let the two parallel lines be \( y = ax + b_1 \) and \( y = ax + b_2 \). We can rotate our coordinate system through angle \( \phi = \arctan(a) \). Let the new coordinate system be \((x', y')\). The edge lines under the new coordinate system are \( y' = \frac{b_1}{\sqrt{1 + a^2}} \) and \( y' = \frac{b_2}{\sqrt{1 + a^2}} \). So we only need to discuss the situation that the two edge lines have the equations \( y = B_1 \) and \( y = B_2 \), where \( B_1 > B_2 \).

\[
I(x, y) = \begin{cases} 
  f_1(x, y) & y > B_1 + D \\
  g_1 & B_1 < y \leq B_1 + D \\
  g_2 & B_2 < y < B_1 \\
  g_3 & B_2 - D < y \leq B_2 \\
  f_2(x, y) & y < B_2 - D 
\end{cases}
\]

Let \( H \) be an upper bound constant of \( f_1(x, y) \) and \( f_2(x, y) \).

\[
\nabla^2(I*g) = I*\nabla^2(g) = I(x, y)*G(x, y) = 
\]

\[
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} g_1 \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left[ -\frac{2}{\sigma^2} + \frac{(x-u)^2 + (y-v)^2}{\sigma^4} \right] \exp[-\frac{(x-u)^2 + (y-v)^2}{2\sigma^2}] \text{d}v \text{d}u + 
\]

\[
g_2 \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left[ -\frac{2}{\sigma^2} + \frac{(x-u)^2 + (y-v)^2}{\sigma^4} \right] \exp[-\frac{(x-u)^2 + (y-v)^2}{2\sigma^2}] \text{d}v \text{d}u + 
\]

\[
g_3 \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left[ -\frac{2}{\sigma^2} + \frac{(x-u)^2 + (y-v)^2}{\sigma^4} \right] \exp[-\frac{(x-u)^2 + (y-v)^2}{2\sigma^2}] \text{d}v \text{d}u + 
\]
\[ \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f(u,v) \left[ \frac{(-z-u)^2 + (y-v)^2}{\sigma^2} \right] \exp\left[ \frac{-(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dv du \]

\[ = I_1 + I_2 + I_3 + I_4 + I_5 \]

where

\[ I_1 = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f_1(u,v) \left[ \frac{(-z-u)^2 + (y-v)^2}{\sigma^2} \right] \exp\left[ \frac{-(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dv du \]

\[ I_2 = g_1 \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left[ \frac{(-z-u)^2 + (y-v)^2}{\sigma^2} \right] \exp\left[ \frac{-(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dv du \]

\[ I_3 = g_2 \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left[ \frac{(-z-u)^2 + (y-v)^2}{\sigma^2} \right] \exp\left[ \frac{-(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dv du \]

\[ I_4 = g_3 \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left[ \frac{(-z-u)^2 + (y-v)^2}{\sigma^2} \right] \exp\left[ \frac{-(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dv du \]

\[ I_5 = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f(u,v) \left[ \frac{(-z-u)^2 + (y-v)^2}{\sigma^2} \right] \exp\left[ \frac{-(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dv du \]

Following the same proof of part II and part III in theorem 1,

\[ I_2 = g_1 \frac{(y-B_1-D)}{\sigma} \sqrt{2\pi} \exp\left[ \frac{(y-B_1-D)^2}{2\sigma^2} \right] - g_1 \frac{(y-B_1)}{\sigma} \sqrt{2\pi} \exp\left[ \frac{(y-B_1)^2}{2\sigma^2} \right] \]

\[ I_3 = g_2 \frac{(y-B_1)}{\sigma} \sqrt{2\pi} \exp\left[ \frac{(y-B_1)^2}{2\sigma^2} \right] - g_2 \frac{(y-B_2)}{\sigma} \sqrt{2\pi} \exp\left[ \frac{(y-B_2)^2}{2\sigma^2} \right] \]

\[ I_4 = g_3 \frac{(y-B_2)}{\sigma} \sqrt{2\pi} \exp\left[ \frac{(y-B_2)^2}{2\sigma^2} \right] - g_3 \frac{(y-B_2+D)}{\sigma} \sqrt{2\pi} \exp\left[ \frac{(y-B_2+D)^2}{2\sigma^2} \right] \]

\[ \nabla^2(I*g) = I*\nabla^2(g) = I(x,y)*G(x,y) = M(x,y) + E(x,y) \]

**Behavior**
where
\[
E(x, y) = - g_3 \frac{\sqrt{2\pi}(y-B2+D)}{\sigma} \exp\left[ - \frac{(y-B2+D)^2}{2\sigma^2} \right] + g_1 \frac{(y-B1-D)\sqrt{2\pi}}{\sigma} \exp\left[ - \frac{(y-B1-D)^2}{2\sigma^2} \right] + \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f(s, v) \left( \frac{2}{\sigma^2} + \frac{(x-u)^2 + (y-v)^2}{\sigma^4} \right) \exp\left[ - \frac{(x-u)^2 + (y-v)^2}{2\sigma^2} \right] \, dvdu + \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f(s, v) \left( \frac{2}{\sigma^2} + \frac{(x-u)^2 + (y-v)^2}{\sigma^4} \right) \exp\left[ - \frac{(x-u)^2 + (y-v)^2}{2\sigma^2} \right] \, dvdu
\]
\[
= E_1 + E_2 + E_3 + E_4.
\]
\[
M(x, y) = (g_3-g_2) \frac{(y-B2)\sqrt{2\pi}}{\sigma} \exp\left[ - \frac{(y-B2)^2}{2\sigma^2} \right] + (g_2-g_1) \frac{(y-B1)\sqrt{2\pi}}{\sigma} \exp\left[ - \frac{(y-B1)^2}{2\sigma^2} \right]
\]

By the definition, without losing generality, we assume \( g_2 > g_3 \), and \( g_2 > g_1 \).

Let \( W = B1-B2 \).

**Part 1.** To show that there are two zero crossing lines \( y = B_01 \) at \( y > B1 \) and \( y = B_02 \) at \( y < B2 \).

(1.a) To show \( B2 \leq y \leq B1 \) is a negative region.

When \( B2 \leq y \leq B1 \), then when \( \sigma < D \),

\[
|E1| = g_3 \frac{\sqrt{2\pi}(y-B2+D)}{\sigma} \exp\left[ - \frac{(y-B2+D)^2}{2\sigma^2} \right] < g_3 \frac{\sqrt{2\pi}D}{\sigma} \exp\left[ - \frac{D^2}{2\sigma^2} \right],
\]

\[
|E2| = g_1 \frac{(B1+D-y)\sqrt{2\pi}}{\sigma} \exp\left[ - \frac{(y-B1-D)^2}{2\sigma^2} \right] < g_1 \frac{D\sqrt{2\pi}}{\sigma} \exp\left[ - \frac{D^2}{2\sigma^2} \right]
\]

When \( B2 \leq y \leq B1 \), \( v \leq B2-D \) and \( \sigma \leq \frac{D}{\sqrt{2}} \), then \((y-v)^2 \geq D^2 \geq 2\sigma^2\); it implies that
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\[
\left( \frac{-2}{\sigma^2} + \frac{(x-u)^2 + (y-v)^2}{\sigma^4} \right) > 0.
\]

Hence

\[
|E3| \leq H \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left[ \frac{-2}{\sigma^2} + \frac{(x-u)^2 + (y-v)^2}{\sigma^4} \right] \exp\left[ -\frac{(x-u)^2 + (y-v)^2}{2\sigma^2} \right] \, dvdu
\]

Following the proof of part I of theorem 1,

\[
|E3| \leq H \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left[ \frac{-2}{\sigma^2} + \frac{(x-u)^2 + (y-v)^2}{\sigma^4} \right] \exp\left[ -\frac{(x-u)^2 + (y-v)^2}{2\sigma^2} \right] \, dvdu \leq \frac{HD}{\sigma} \sqrt{2\pi} \exp\left[ -\frac{D^2}{2\sigma^2} \right]
\]

When \( B2 \leq y \leq B1 \), \( v \geq B1+D \) and \( \sigma \leq \frac{D}{\sqrt{2}} \), then \( (y-v)^2 \geq D^2 \geq 2\sigma^2 \); it implies that

\[
\left( \frac{-2}{\sigma^2} + \frac{(x-u)^2 + (y-v)^2}{\sigma^4} \right) > 0. \text{ Hence}
\]

\[
|E4| \leq H \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left[ \frac{-2}{\sigma^2} + \frac{(x-u)^2 + (y-v)^2}{\sigma^4} \right] \exp\left[ -\frac{(x-u)^2 + (y-v)^2}{2\sigma^2} \right] \, dvdu
\]

Following the proof of part I of theorem 1,

\[
|E4| \leq H \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left[ \frac{-2}{\sigma^2} + \frac{(x-u)^2 + (y-v)^2}{\sigma^4} \right] \exp\left[ -\frac{(x-u)^2 + (y-v)^2}{2\sigma^2} \right] \, dvdu \leq \frac{HD}{\sigma} \sqrt{2\pi} \exp\left[ -\frac{D^2}{2\sigma^2} \right]
\]

Hence for a real number \( e \), \( 0 < e < 4H\sqrt{2\pi} \), when \( \sigma < T_2(D) = \frac{D}{\sqrt{3\ln(\frac{4H\sqrt{2\pi}}{e})}} \),

\[\text{Behavior}
\]
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$|E| \leq |E_1| + |E_2| + |E_3| + |E_4| < \frac{4HD}{\sigma} \sqrt{2\pi} \exp[-\frac{D^2}{2\sigma^2}] < e.$

It shows that $E$ is very insignificant when $B_2 \leq y \leq B_1$. When $H \leq 255$, choosing $e \geq 0.048$, $T_2(D) = \frac{D}{5}$ is sufficient.

So for $B_2 \leq y \leq B_1$, $I \ast G(x,y) \approx M(x,y)$. For $B_2 \leq y \leq B_1$, $(y-B_2) > 0$, $(y-B_1) < 0$, $(g_3-g_2) < 0$ and $(g_2-g_1) > 0$, so $M(x,y) < 0$.

It indicates that there are no zero crossings within the region, $B_2 \leq y \leq B_1$, this is a negative region.

(1.b) To show that there exists $B' > B_1$, such that $M(x,B') > 0$.

(1.b.1) When $g_2-g_1 \geq g_2-g_3$, for $y = B_1 + \sigma$,

$$|E_1| = g_3 \frac{\sqrt{2\pi}(W+\sigma+D)}{\sigma} \exp[-\frac{(W+\sigma+D)^2}{2\sigma^2}]$$

For any real number $e$, $0 < e < g_3 \sqrt{2\pi}$, when $\sigma < \frac{D+W}{\sqrt{3\ln(\frac{9 \sqrt{2\pi}}{e})}}$

$$|E_1| = g_3 \frac{\sqrt{2\pi}(W+\sigma+D)}{\sigma} \exp[-\frac{(W+\sigma+D)^2}{2\sigma^2}] < \frac{\sqrt{2\pi}(W+D)}{\sigma} \exp[-\frac{(W+D)^2}{2\sigma^2}] < e.$$  

Note that $T_2(D) = \frac{D}{\sqrt{3\ln(\frac{4H \sqrt{2\pi}}{e})}} < \frac{D}{\sqrt{3\ln(\frac{H \sqrt{2\pi}}{e})}} < \frac{D+W}{\sqrt{3\ln(\frac{9 \sqrt{2\pi}}{e})}}$

For $H \leq 255$, when $\sigma \leq \frac{D}{5}$, $|E_1| < 0.00006$. 
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\[ E_3 = \int \int f_1(u,v) \left[ \left( \frac{x-u}{\sigma^2} + \frac{(y-v)^2}{\sigma^4} \right) \exp\left[ -\frac{(x-u)^2 + (y-v)^2}{2\sigma^2} \right] \right] \, dv \, du \]

For \( y = B1 + \sigma, \quad v \leq B2-D, \quad (y-v)^2 = ((B1-B2)+\sigma+D)^2 > 2 \sigma^2, \) so

\[ \left( \frac{-2}{\sigma^2} + \frac{(x-u)^2 + (y-v)^2}{\sigma^4} \right) > 0. \] It implies that \( E_3 \) is positive.

\[ E_4 = \int \int f_1(u,v) \left[ \left( \frac{x-u}{\sigma^2} + \frac{(y-v)^2}{\sigma^4} \right) \exp\left[ -\frac{(x-u)^2 + (y-v)^2}{2\sigma^2} \right] \right] \, dv \, du \]

For \( y = B1 + \sigma, \quad v \geq B1+D, \) and \( \sigma \leq \frac{D}{1+\sqrt{2}}, \quad (y-v)^2 = (\sigma-D)^2 \geq 2 \sigma^2, \) so

\[ \left( \frac{-2}{\sigma^2} + \frac{(x-u)^2 + (y-v)^2}{\sigma^4} \right) > 0. \] It implies that \( E_4 \) is positive.

When \( y = B1+\sigma, \)

\[ E_2 = g_1 \frac{(y-B1-D)\sqrt{2\pi}}{\sigma} \exp\left[ -\frac{(y-B1-D)^2}{2\sigma^2} \right] = g_1 \frac{(\sigma-D)\sqrt{2\pi}}{\sigma} \exp\left[ -\frac{(\sigma-D)^2}{2\sigma^2} \right] < 0. \]

At \( y = B1+\sigma, \)

\[ M(x, B1+\sigma) = (g_2-g_1)\sqrt{2\pi}\exp\left[ -\frac{1}{2} \right] - (g_2-g_3) \frac{(W+\sigma)}{\sigma} \sqrt{2\pi} \exp\left[ -\frac{(W+\sigma)^2}{2\sigma^2} \right]. \]

\[ g_2-g_1 > g_2-g_3, \text{ and } \frac{(W+\sigma)}{\sigma} \sqrt{2\pi} \exp\left[ -\frac{(W+\sigma)^2}{2\sigma^2} \right] < \exp\left[ -\frac{1}{2} \right], \text{ so } M(x, B1+\sigma) > 0. \] For

\[ M(x, B1+\sigma) + E_2(x, B1+\sigma) = (g_2-g_1)\sqrt{2\pi}\exp\left[ -\frac{1}{2} \right] - (g_2-g_3) \frac{(W+\sigma)}{\sigma} \sqrt{2\pi} \exp\left[ -\frac{(W+\sigma)^2}{2\sigma^2} \right] \]

\[ -g_1 \frac{(D-\sigma)}{\sigma} \exp\left[ -\frac{(D-\sigma)^2}{2\sigma^2} \right], \]

let's consider the worst case, \( g_2 = H, \ g_1 = H-2 \) and \( g_3 = H-1. \)
M(x,B1+\sigma) + E2(x,B1+\sigma) = 2\sqrt{2\pi}\exp[-\frac{1}{2}] - \frac{(W+\sigma)}{\sigma}\sqrt{2\pi}\exp[-\frac{(W+\sigma)^2}{2\sigma^2}] - (H-2)\frac{(D-\sigma)}{\sigma} \exp[-\frac{(D-\sigma)^2}{2\sigma^2}]

When \sigma < 2W, \frac{\sqrt{2\pi}}{2}\exp[-\frac{1}{2}] - \frac{(W+\sigma)}{\sigma}\sqrt{2\pi}\exp[-\frac{(W+\sigma)^2}{2\sigma^2}] > 0.

When \sigma \leq \frac{D}{5}, \frac{(D-\sigma)}{\sigma}\exp[-\frac{(D-\sigma)^2}{6\sigma^2}] \leq 0.28.

So when \sigma < \frac{D}{1 + \sqrt{3\ln\left(\frac{H-2}{8}\right)}},

\frac{3}{2}\sqrt{2\pi}\exp[-\frac{1}{2}] - (H-2)\frac{(D-\sigma)}{\sigma}\exp[-\frac{(D-\sigma)^2}{2\sigma^2}] > \frac{3}{2}\sqrt{2\pi}\exp[-\frac{1}{2}] - 0.28(H-2)\exp[-\frac{(D-\sigma)^2}{3\sigma^2}]

> 0.

When \epsilon \leq \frac{227}{(H-2)^3}, T2(D) = \frac{D}{\sqrt{3\ln\left(\frac{4H\sqrt{2\pi}}{\epsilon}\right)}} < \frac{D}{1 + \sqrt{3\ln\left(\frac{H-2}{8}\right)}},

For 0 < H \leq 3000, when choosing 0 < \epsilon \leq 1, T2(D) = \frac{D}{\sqrt{3\ln\left(\frac{4H\sqrt{2\pi}}{\epsilon}\right)}} <

\frac{D}{1 + \sqrt{3\ln\left(\frac{H-2}{8}\right)}}.

So we have shown that when 0 < \epsilon < 1, \sigma < T2(D) = \frac{D}{\sqrt{3\ln\left(\frac{4H\sqrt{2\pi}}{\epsilon}\right)}} and \sigma < 2W,

I*G(x,B1+\sigma) > 0.
When $H = 255$, $\sigma \leq \frac{D}{5}$, $M(x, B1+\sigma) + E2(x, B1+\sigma) > 2\sqrt{2\pi}\exp\left[-\frac{1}{2}\right] - \frac{W+\sigma}{\sigma} \exp\left[-\frac{(W+\sigma)^2}{2\sigma^2}\right] > 3.15-0.3 > 0$. $\exp\left[-\frac{(D-\sigma)^2}{2\sigma^2}\right] > 0.5 > 0$.

So we have shown that for $H \leq 255$, when $\sigma \leq \frac{D}{5}$, $I \ast G(x, B1+\sigma) > 0$.

(1.b.2) For $g2-g3 > g2-g1$, to show $I \ast G(x, B1+\sigma) > 0$.

At $y = B1+\sigma$, from the same analysis in (1.b.1), E1, E3 and E4 can be ignored in our discussion, and E2 is negative.

$$M(x, B1+\sigma) = (g2-g1)\sqrt{2\pi}\exp\left[-\frac{1}{2}\right] - (g2-g3)\frac{W+\sigma}{\sigma} \sqrt{2\pi} \exp\left[-\frac{(W+\sigma)^2}{2\sigma^2}\right]$$

Because $g2-g3 > g2-g1$, $M(x, B1+\sigma)$ is not always positive.

$$M(x, B1+\sigma) + E2(x, B1+\sigma) = (g2-g1)\sqrt{2\pi}\exp\left[-\frac{1}{2}\right] - (g2-g3)\frac{W+\sigma}{\sigma} \sqrt{2\pi} \exp\left[-\frac{(W+\sigma)^2}{2\sigma^2}\right] - g1\frac{(D-\sigma)}{\sigma} \exp\left[-\frac{(D-\sigma)^2}{2\sigma^2}\right]$$

Let's consider the worst case, $g2 = H$, $g1 = H-1$ and $g3 = 0$.

When $\sigma < \frac{D}{1+\sqrt{3\ln(H-1)})}$, $-E2 = g1\frac{(D-\sigma)}{\sigma} \exp\left[-\frac{(D-\sigma)^2}{2\sigma^2}\right] < 1.25$.

When $\sigma < \frac{W}{\sqrt{3\ln(H/0.1)}-1}$, $(g2-g3)\frac{W+\sigma}{\sigma} \sqrt{2\pi} \exp\left[-\frac{(W+\sigma)^2}{2\sigma^2}\right] < 0.1$, so $M(x, B1+\sigma)$ $> 1.25$, hence $M(x, B1+\sigma) + E2 > 0$. For $H < 1000$, $\frac{W}{\sqrt{3\ln(H/0.1)}-1} < \frac{W}{4}$.
Note that when \( e \leq \frac{10}{(H-1)^3} \), \( T_2(D) = \frac{D}{\sqrt{3\ln\left(\frac{4H\sqrt{2\pi}}{e}\right)}} < \frac{D}{1 + \sqrt{3\ln\left(\frac{H-1}{1.25}\right)}} \).

For \( 0 < e \leq 0.1 \), when \( H \leq 1000 \), \( T_2(D) = \frac{D}{\sqrt{3\ln\left(\frac{4H\sqrt{2\pi}}{e}\right)}} < \frac{D}{1 + \sqrt{3\ln\left(\frac{H-1}{1.25}\right)}} \).

For \( H \leq 255 \), when \( \sigma \leq \frac{D}{5} \) and \( \sigma \leq \frac{W}{3} \),

\[
I*G(x, B1+\sigma) \approx M(x, B1+\sigma) + E2(x, B1+\sigma) = (g2-g1)\sqrt{2\pi}\exp[-\frac{1}{2}] - (g2-g3)\frac{(W+\sigma)}{\sigma}\sqrt{2\pi}\exp[-\frac{(W+\sigma)^2}{2\sigma^2}] - g1\frac{(D-\sigma)}{\sigma}\exp[-\frac{(D-\sigma)^2}{2\sigma^2}] > 1.5 - 0.86 - 0.342 > 0.
\]

Combining (1.b.1) and (1.b.2) we have shown that for \( 0 < e < \frac{10}{(H-1)^3} \), when \( \sigma \leq \frac{D}{5} \) and \( \sigma \leq \frac{W}{3} \), \( I*G(x, B1+\sigma) > 0 \).

For \( H \leq 255 \), when \( \sigma \leq \frac{D}{5} \) and \( \sigma \leq \frac{W}{3} \), \( I*G(x, B1+\sigma) > 0 \).

(1.c) To show \( I*G(x, B2-\sigma) > 0 \).

\[
E2(x, B2-\sigma) = -g1\frac{\sqrt{2\pi}(W+\sigma+D)}{\sigma}\exp[-\frac{(W+\sigma+D)^2}{2\sigma^2}]
\]

For any real number \( e, 0 < e < g2\sqrt{2\pi} \), when \( \sigma < = \frac{D+W}{\sqrt{3\ln(\frac{g3\sqrt{2\pi}}{e})}} \),

\[
|E2| = g1\frac{\sqrt{2\pi}(W+\sigma+D)}{\sigma}\exp[-\frac{(W+\sigma+D)^2}{2\sigma^2}] < H\frac{\sqrt{2\pi}(W+D)}{\sigma}\exp[-\frac{(W+D)^2}{2\sigma^2}] < e.
\]
Note that \( T_2(D) = \frac{D}{\sqrt{3\ln\left(\frac{4H\sqrt{2\pi}}{e}\right)}} < \frac{D}{\sqrt{3\ln\left(\frac{H\sqrt{2\pi}}{e}\right)}} < \frac{D + W}{\sqrt{3\ln\left(\frac{g3\sqrt{2\pi}}{e}\right)}} \)

For \( H \leq 255, \sigma \leq \frac{D}{5} \), \(|E_2| < 0.00006\).

When \( y = B_2 - \sigma, \sigma \leq \frac{D}{1 + \sqrt{2}}, v \leq B_2 - d, (v - y)^2 \geq (D - \sigma)^2 \geq 2\sigma^2 \), so

\[
\left( \frac{-2}{\sigma^2} + \frac{(x - u)^2 + (y - v)^2}{\sigma^4} \right) > 0. \text{ It implies that}
\]

\[
E_3 = \int_{-\infty}^{+\infty} \int_{-\infty}^{B_2 - D} f_i(u,v) \left[ \left( \frac{-2}{\sigma^2} + \frac{(x - u)^2 + (y - v)^2}{\sigma^4} \right) \exp\left[ -\frac{(x - u)^2 + (y - v)^2}{2\sigma^2} \right] \right] dv du > 0.
\]

At \( y = B_2 - \sigma, \) when \( v \geq B_1 + d, (y - v)^2 \geq (W + \sigma + D)^2 \geq 2\sigma^2 \), hence at \( y = B_2 - \sigma, \)

\[
E_4 = \int_{-\infty}^{+\infty} \int_{B_1 + D}^{+\infty} f_i(u,v) \left[ \left( \frac{-2}{\sigma^2} + \frac{(x - u)^2 + (y - v)^2}{\sigma^4} \right) \exp\left[ -\frac{(x - u)^2 + (y - v)^2}{2\sigma^2} \right] \right] dv du
\]

is positive. So we only need to discuss about \( E_1 \) and \( M(x,y) \).

(1.c.1) If \( g_2 - g_3 \geq g_2 - g_1, \)

\[
M(x,B_2 - \sigma) = (g_2 - g_3)\sqrt{2\pi} \exp\left[ -\frac{1}{2} \right] - (g_2 - g_1) \frac{W + \sigma}{\sigma} \exp\left[ -\frac{(W + \sigma)^2}{2\sigma^2} \right] \text{ is positive.}
\]

\[
E_1(x,B_2 - \sigma) = -g_3\sqrt{2\pi} \frac{(D - \sigma)}{\sigma} \exp\left[ -\frac{(D - \sigma)^2}{2\sigma^2} \right] \text{ is negative.}
\]

\[
M + E_1 = (g_2 - g_3)\sqrt{2\pi} \exp\left[ -\frac{1}{2} \right] - (g_2 - g_1) \frac{W + \sigma}{\sigma} \exp\left[ -\frac{(W + \sigma)^2}{2\sigma^2} \right] - g_3\sqrt{2\pi} \frac{(D - \sigma)}{\sigma} \exp\left[ -\frac{(D - \sigma)^2}{2\sigma^2} \right]
\]
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Considering the worst case, \( g_2 = H \), \( g_3 = H - 2 \) and \( g_1 = H - 1 \), following the same proving procedure in (1.b.1),

for \( e \leq \frac{277}{(H-2)^3} \), when \( \sigma < T_2(D) < \frac{D}{1 + \sqrt{3\ln\left(\frac{H-2}{8}\right)}} \), \( I^*G(x,B_2-\sigma) \approx M(x,B_2-\sigma) + E_1(x,B_2-\sigma) > 0 \).

When \( H \leq 255 \), \( \sigma \leq \frac{D}{5} \), \( I^*G(x,B_2-\sigma) \approx M(x,B_2-\sigma) + E_1(x,B_2-\sigma) > 0.5 > 0 \).

(1.c.2) For \( g_2 - g_1 > g_2 - g_3 \).

Considering the worst case \( g_2 = H \), \( g_3 = H - 1 \) and \( g_1 = H - 2 \). Following the same proof procedure as in (1.b.2), we get

When \( \sigma < \frac{D}{1 + \sqrt{3\ln\left(\frac{H}{1.25}\right)}} \), \( E_1 > -1.25 \).

When \( \sigma < \frac{W}{\sqrt{3\ln\left(\frac{H}{0.1}\right)} - 1} \), \( (g_2 - g_3)^{W+\sigma} \exp[-\frac{(W+\sigma)^2}{2\sigma^2}] < 0.1 \), so \( M(x, B_2-\sigma) > 1.25 \), hence \( M(x, B_2-\sigma) + E_1 > 0 \).

Note that when \( e \leq \frac{10}{(H-1)^3} \), \( T_2(D) = \frac{D}{\sqrt{3\ln\left(\frac{4H\sqrt{2\pi}}{\epsilon}\right)}} < \frac{D}{1 + \sqrt{3\ln\left(\frac{H}{1.25}\right)}} \).

For \( H \leq 255 \), when \( \sigma \leq \frac{D}{5} \), and \( \sigma \leq \frac{W}{3} \),

\[ I^*G(x,B_2-\sigma) \approx M(x,B_2-\sigma) + E_1(x,B_2-\sigma) > 0. \]

Combining the results from (1.a), (1.b) and (1.c), we have shown that when
0.00006 < e \leq 0.1, \text{ when } \sigma \leq T_2(D) = \frac{D}{\sqrt{3\ln\left(\frac{4H\sqrt{2\pi}}{e}\right)}}, \text{ \textit{I}\ast G(x,B_{1+\sigma}) \geq 0, I\ast G(x,B_{2-\sigma}) > 0, I\ast G(x,B_1) < 0 \text{ and } I\ast G(x,B_2) < 0. \text{ For } y = B', B_1 < B' < b_1 + \sigma, I\ast G(x,B') \text{ is a continuous function of } B', \text{ so there exists } y = B_{\alpha_1} \text{ such that } I\ast G(x,B_{\alpha_1}) = 0, \text{ where } B_1 < B_{\alpha_1} < B_{1+\sigma}. \text{ For the same reason, there exists } y = B_{\alpha_2} \text{ such that } I\ast G(x,B_{\alpha_2}) = 0, \text{ where } B_{2-\sigma} < B_{\alpha_2} < B_2.}

(1.d) To show I\ast G(x,B') < 0, \text{ for } B_1 < B' < B_{\alpha_1}; I\ast G(x,B') > 0 \text{ for } B_{\alpha_1} < B' < B_{1+\sigma}.

(1.d.1) For B < B' < B_{\alpha_1}. I\ast G \approx M + E_1 + E_2 + E_3 + E_4.

\[ M(x,B_{\alpha_1}) = (g_3 - g_2)\sqrt{2\pi} \frac{(B_{\alpha_1} - B_2)}{\sigma} \exp\left[-\frac{(B_{\alpha_1} - B_2)^2}{2\sigma^2}\right] + (g_2 - g_1)\sqrt{2\pi} \frac{(B_{\alpha_1} - B_1)}{\sigma} \exp\left[-\frac{(B_{\alpha_1} - B_1)^2}{2\sigma^2}\right] = M_1 + M_2, \]

\[ E_1 = -g_3 \sqrt{2\pi} \frac{(B_{\alpha_1} - B_2 + D)}{\sigma} \exp\left[-\frac{(B_{\alpha_1} - B_2 + D)^2}{2\sigma^2}\right], \]

\[ E_2 = g_1 \sqrt{2\pi} \frac{(B_{\alpha_1} - B_1 - D)}{\sigma} \exp\left[-\frac{(B_{\alpha_1} - B_1 - D)^2}{2\sigma^2}\right]. \]

\[ E_3 = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f_2(u,v) \left[\frac{-2}{\sigma^2} + \frac{(z-u)^2 + (B_{\alpha_1} - v)^2}{\sigma^4}\right] \exp\left[-\frac{(z-u)^2 + (B_{\alpha_1} - v)^2}{2\sigma^2}\right] dudv \]

\[ E_4 = \int_{-\infty}^{+\infty} \int_{B_{1+D}}^{+\infty} f_1(u,v) \left[\frac{-2}{\sigma^2} + \frac{(z-u)^2 + (B_{\alpha_1} - v)^2}{\sigma^4}\right] \exp\left[-\frac{(z-u)^2 + (B_{\alpha_1} - v)^2}{2\sigma^2}\right] dudv \]

Obviously, M_1 < 0, M_2 > 0, E_1 < 0 \text{ and } E_2 < 0, E_3 > 0 \text{ and } E_4 > 0 \text{(as shown}
in (1.b)) and we have \((M2+E3+E4) + (M1+E1+E2) = 0\).

For \(B', B_1 < B' < B_{01}\), since \(B_1 < B_{01} < B_1 + \sigma\), \(0 < \frac{H - B_1}{\sigma} < \frac{B_{01} - B_1}{\sigma} < 1\).

And \(Z = \text{Vexp}\left[-\frac{V^2}{2}\right]\) is an increasing function when \(-1 \leq Z \leq 1\), so
\(0 < M2(x, B') < M2(x, B_{01})\). Since \(\sigma < W = B_1 - B_2\), \(1 < \frac{H - B_2}{\sigma} < \frac{B_{01} - B_2}{\sigma}\), function \(Z = \text{Vexp}\left[-\frac{V^2}{2}\right]\) is a decreasing function when \(Z > 1\), so
\(M1(x, B') < M1(x, B_{01}) < 0\). For the same reason, we have \(E1(x, B') < E1(x, B_{01}) < 0\). When \(B'\) changes from \(B_{01}\) to \(B_1\), \(E4 > 0\) and decreases; \(E3 > 0\) and increases. But when \(D\) is large enough, \(E3\) does not increase as faster as \(E4\)'s decrease, i.e. \(E4(x, B_{01}) - E4(x, B') > E3(x, B') - E3(x, B_{01})\). Even though \(0 > E2(x, B') > E2(x, B_{01})\), but when \(D\) is large enough,

\(E2(x, B') - E2(x, B_{01})\) is very insignificant. So in general, the magnitude of the negative part of \(I*G\) increases and the positive part decreases, so
\[I*G(x, B') < I*G(x, B_{01}) = 0.\]

So there is no zero crossings in region \(B1 < y < B_{01}\).

(1.d.2) For \(y = B'\), \(B_{01} < B' < B_1 + \sigma\). When \(B'\) is changing from \(B_{01}\) to \(B_1 + \sigma\),
\(-M1(x, B') > 0\) and is decreasing; \(-E1(x, B') > 0\) and is decreasing; \(M2(x, B') > 0\) and is increasing, i.e. \(M2(x, B_{01}) < M2(x, B')\); \(E3(x, B') > 0\) and is decreasing, \(E4(x, B') > 0\) and is increasing; \(-E2(x, B') > 0\) and is increasing. When \(D\) is large enough, \(E4\) is increasing faster than \(E3\)'s decreasing; and \(M2\) is increasing faster.
than -E2's increasing. So in general, the magnitude of the negative part of I*G decreases and the positive part increases, so

\[ I*G(x,B') > I*G(x,B_{01}) = 0. \]

(1.b.3) For \( B_{02} < B' < B_2 \), \( M(x,B_{02}) = (g_3-g_2)\sqrt{2\pi} \frac{(B_{0x} - B_2)}{\sigma} \exp[-\frac{(B_{0x} - B_2)^2}{2\sigma^2}] + \)

\( (g_2-g_1)\sqrt{2\pi} \frac{(B_{0x} - B_1)}{\sigma} \exp[-\frac{(B_{0x} - B_1)^2}{2\sigma^2}] = M1 + M2. \)

\[ E1 = -g_3\sqrt{2\pi} \frac{(B_{0x} - B_2 + D)}{\sigma} \exp[-\frac{(B_{0x} - B_2 + D)^2}{2\sigma^2}] \]

\[ E2 = g_1\sqrt{2\pi} \frac{(B_{0x} - B_1 - D)}{\sigma} \exp[-\frac{(B_{0x} - B_1 - D)^2}{2\sigma^2}] \]

\[ E3 = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f_2(u,v)[(\frac{-2}{\sigma^2} + \frac{(z-u)^2 + (B_{0x} - v)^2}{\sigma^4}) \exp[-\frac{(z-u)^2 + (B_{0x} - v)^2}{2\sigma^2}] ] dvdu \]

\[ E4 = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f_1(u,v)[(\frac{-2}{\sigma^2} + \frac{(z-u)^2 + (B_{0x} - v)^2}{\sigma^4}) \exp[-\frac{(z-u)^2 + (B_{0x} - v)^2}{2\sigma^2}] ] dvdu \]

Obviously, \( M1 > 0, M2 < 0, E1 < 0 \) and \( E2 < 0, E3 > 0 \) and \( E4 > 0 \)(this is shown in (1.b)) and we have \( (M1+E3+E4)+(M2+E1+E2)=0. \)

Since \( B_{0x} < B' < B_2, 0 < \frac{B_{0x} - B_2}{\sigma}, \frac{B_{0x} - B_2}{\sigma} < 1, 0 < M(x,B') < M(x,B_{02}). \)

Since \( \frac{B_{0x} - B_2}{\sigma} > \frac{B' - B_2}{\sigma} > 1, |M2(x,B_{0x})| < |M2(x,B')|, \) i.e \( M2(x,B') < M2(x,B_{0x}) < 0. \)

Behavior
Since \( \frac{B_{1}+D-B_\alpha}{\sigma} > \frac{B_{1}+D-B'}{\sigma} > 1 \), \( |E_2(x,B_\alpha)| < |E_2(x,B')| \), i.e. \( E_2(x,B') < E_2(x,B_\alpha) < 0 \).

E3 is decreasing and E4 is increasing, and when D is large enough, E3 is decreasing faster than E4's increasing.

Even though \( 0 > E_1(x,B') > E_1(x,B_0) \), but when D is large enough, \( E_1(x,B') - E_1(x,B_0) \) is very insignificant. So in general, the magnitude of the negative part of \( I^*G \) increases and the positive part decreases, so

\[
I^*G(x,B') < I^*G(x,B_\alpha) = 0.
\]

(1.d.4) For \( B_{2-\sigma} < B' < B_\alpha \) When \( B' \) is changing from \( B_\alpha \) to \( B_{2-\sigma} \), \( M_1(x,B') > 0 \) and is decreasing; \( -E_1(x,B') > 0 \) and is increasing; \( -M_2(x,B') > 0 \) and is decreasing, i.e. \( M_2(x,B_0) < M_2(x,B') \); \( E_3(x,B') > 0 \) and is increasing, \( E_4(x,B') > 0 \) and is decreasing; \( -E_2(x,B') > 0 \) and is decreasing. When D is large enough, E3 is increasing faster than E4's decreasing; and \( -E_1 \)'s increasing very slowly. So in general, the magnitude of the negative part of \( I^*G \) decreases and the positive part increases, so

\[
I^*G(x,B') > I^*G(x,B_0) = 0.
\]

Combining the result from (1.b), (1.c) and (1.d), when \( 0.00006 < e \leq 0.1 \) and

\[
sigma \leq T_2(D) = \frac{D}{\sqrt{3\ln(\frac{4H\sqrt{2\pi}}{\varepsilon})}},
\]

we have \( I^*G(x,B_0) = I^*G(x,B_\alpha) = 0 \), where

\( B_1 < B_0 < B_1 + \sigma, \ B_{2-\sigma} < B_\alpha < B_2 \); for \( y = B' \), \( B_1 < B' < B_0 \), \( I^*G(x,B') > 0 \), for \( B_0 < B' < B_1 \), \( I^*G(x,B') < 0 \), for \( B_2-\sigma < B' < B_\alpha \), \( I^*G(x,B') > 0 \), for \( B_\alpha < B' < B_2 \),
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I*G(x,B') < 0; so y = B₀₁ and y = B₀₂ are zero crossing lines. **Part 2.** No other zero crossings.

Combining the results from (1.a) and (1.d), region B₀₁ < y < B₁ + σ is a positive region; region B₀₂ < y < B₀₁; is a negative region, region B₂ - σ < B' < B₀₂ is a positive region; so there is no zero crossing in these region. Hence y = B₀₁ and y = B₀₂ are the only zero crossing lines in the region B₂ - σ < y < B₁ + σ. So there is no false zero crossings generated in our discussion region.

**Part 3.** The two zero crossing lines are tangent invariant.

As we have shown above that we have two zero crossing lines, y = B₀₁, y = B₀₂, for every σ < T₂(D). Obviously, the zero crossings are linear and have the same tangent value as the edge lines.

Q.E.D.
Appendix D: The Proof of Theorem 3.

Let the two parallel lines be $y = ax + b_1$ and $y = ax + b_2$. We can rotate our coordinate system through angle $\phi = \arctan(a)$. Let the new coordinate system be $(x', y')$. The edge lines under the new coordinate system are $y' = \frac{b_1}{\sqrt{1 + a^2}}$ and $y' = \frac{b_2}{\sqrt{1 + a^2}}$. So we only need to discuss the situation that the two edge lines have the equations $y = B_1$ and $y = B_2$, where $B_1 > B_2$.

$$I(x, y) = \left\{ \begin{array}{ll}
  f_1(x, y) & y > B_1 + D \\
  g_1 & B_1 < y \leq B_1 + D \\
  g_2 & B_2 < y < B_1 \\
  g_3 & B_2 - D < y \leq B_2 \\
  f_2(x, y) & y < B_2 - D
\end{array} \right.$$ 

Following the proof of theorem 2, we have

$$\varphi^2(I * g) = I * \varphi^2(g) = M(x, y) + E(x, y)$$

where

$$M(x, y) = (g_3 - g_2) \frac{(y - B_2) \sqrt{2\pi}}{\sigma} \exp[- \frac{(y - B_2)^2}{2\sigma^2}] + (g_2 - g_1) \frac{(y - B_1) \sqrt{2\pi}}{\sigma} \exp[- \frac{(y - B_1)^2}{2\sigma^2}]$$

Let $a_1 = \frac{(y - B_2) \sqrt{2\pi}}{\sigma} \exp[- \frac{(y - B_2)^2}{2\sigma^2}]$, $a_2 = \frac{(y - B_1) \sqrt{2\pi}}{\sigma} \exp[- \frac{(y - B_1)^2}{2\sigma^2}]$

$$M(x, y) = (g_3 - g_2) a_1 + (g_2 - g_1) a_2$$

$$E(x, y) = - g_3 \frac{\sqrt{2\pi}(y - B_2 + D)}{\sigma} \exp[- \frac{(y - B_2 + D)^2}{2\sigma^2}] + g_1 \frac{(y - B_1 - D) \sqrt{2\pi}}{\sigma} \exp[-$$
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\[
\frac{(y-B \cdot D)^2}{2\sigma^2} + \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(u,v) \left[ \frac{(-2}{\sigma^2} + \frac{(z-u)^2 + (y-v)^2}{\sigma^4} \right] \exp\left[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dvdu + \\
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(u,v) \left[ \frac{(-2}{\sigma^2} + \frac{(z-u)^2 + (y-v)^2}{\sigma^4} \right] \exp\left[-\frac{(z-u)^2 + (y-v)^2}{2\sigma^2} \right] dvdu
\]
\]

\[= E_1 + E_2 + E_3 + E_4.\]

**Part 1.** To show that \( E \) is very insignificant when \( B_2 \leq y \leq B_1 \).

When \( B_2 \leq y \leq B_1 \), following the proof of part (1.a) of theorem 2, we have the following result:

for a real number \( e \), \( 0 < e < 4H\sqrt{2\pi} \), when \( \sigma < T_3(D) = \frac{D}{\sqrt{3\ln(\frac{4H\sqrt{2\pi}}{e})}} \),

\[|E| \leq |E_1| + |E_2| + |E_3| + |E_4| < \frac{4HD}{\sigma} \sqrt{2\pi}\exp\left[-\frac{D^2}{2\sigma^2}\right] < e.\]

For \( H \leq 255 \), choosing \( e \geq 0.048 \), \( T_3(D) = \frac{D}{5} \) is sufficient.

It shows that \( E \) is very insignificant when \( B_2 \leq y \leq B_1 \). So \( M(x,y) \) is the dominant part, the rest of the theorem will be proved on \( M(x,y) \). Without losing the generality, we assume \( g_3 > g_2 > g_1 \).

\[M(x,B_1) = (g_3-g_2) \frac{(B_1-B_2)\sqrt{2\pi}}{\sigma} \exp\left[-\frac{(y-B_2)^2}{2\sigma^2}\right] > 0.\]

\[M(x,B_2) = (g_2-g_1) \frac{(B_2-B_1)\sqrt{2\pi}}{\sigma} \exp\left[-\frac{(y-B_1)^2}{2\sigma^2}\right] < 0.\]

**Part 2.** To show that when \( \sigma \) is very small in comparison with \( W \), we have two
zero crossing lines each of which is tangent and locational invariant to its corresponding edge line.

(2.1) When \( \sigma < \frac{W}{2} \), \( B_2 < B_2+\sigma < B_1-\sigma < B_1 \).

\[
M(x, B_2+\sigma) = (g_3-g_2) \exp[-\frac{1}{2}] + (g_2-g_1) \frac{(B_2-B_1+\sigma)\sqrt{2\pi}}{\sigma} \exp[-\frac{(B_2-B_1+\sigma)^2}{2\sigma^2}]
\]

\[
= (g_3-g_2) \exp[-\frac{1}{2}] - (g_2-g_1) \frac{(W-\sigma)\sqrt{2\pi}}{\sigma} \exp[-\frac{(W-\sigma)^2}{2\sigma^2}]
\]

When \( \sigma < \frac{W}{1+\sqrt{3\ln \left( \frac{(H-1)\sqrt{2\pi}}{\varepsilon} \right)}} \), \( (g_2-g_1) \frac{(W-\sigma)\sqrt{2\pi}}{\sigma} \exp[-\frac{(W-\sigma)^2}{2\sigma^2}] < e \). When \( e \) approximates zero, this term can be regarded as zero. So \( M(x, B_2+\sigma) > 0 \). For \( H \leq 255 \), when \( \sigma \leq \frac{W}{10} \), \( (g_2-g_1) \frac{(W-\sigma)\sqrt{2\pi}}{\sigma} \exp[-\frac{(W-\sigma)^2}{2\sigma^2}] < 1.48 \times 10^{-14} \). For \( y = B' \), \( B_2 < B' < B_2+\sigma \), when \( B' \) changes from \( B_2+\sigma \) to \( B_2 \), \( M_2(x, B') = (g_2-g_1) \frac{(B_1-B')\sqrt{2\pi}}{\sigma} \exp[-\frac{(B_1-B')^2}{2\sigma^2}] \) decreases, so when \( \sigma < \frac{W}{1+\sqrt{3\ln \left( \frac{(H-1)\sqrt{2\pi}}{\varepsilon} \right)}} \), \( e \) approximates zero and \( B_1 < B' < B_2+\sigma \), we can disregard \( M_2(x, B') \). So \( M(x, B') = (g_3-g_2) \frac{(B-B_2)\sqrt{2\pi}}{\sigma} \exp[-\frac{(B-B_2)^2}{2\sigma^2}] > 0 \) and \( M(x, B_2) = 0 \). For \( B' > B_2 \) and \( B' \) very close to \( B_2 \), \( I^* G(x, B') \approx M(x, B') < 0 \). So \( y = B_2 \) is a zero crossing line.

(2.2) The same argument can be made for zero crossing line \( y = B_1 \). For \( y = B' \), \( B_1 - \sigma < B' < B_1 \), when \( \sigma < \frac{W}{1+\sqrt{3\ln \left( \frac{(H-1)\sqrt{2\pi}}{\varepsilon} \right)}} \), \( M(x, B') < 0 \); and \( M(x, B_1) = 0 \).

For \( y = B' \), \( B' > B_1 \) and \( B' \) is very close to \( B_1 \), \( I^* G(x, B') \approx M(x, B') > 0 \); Hence
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we have \( y = B_1 \) as a zero crossing line too.

(2.3) Now we want to show that when \( \sigma \) is small enough, there is no zero crossings in the region \( B_2 < y < B_1 \).

\[
\text{When } \sigma \leq \frac{W - 2}{2 \sqrt{3 \ln \left( \frac{2H \sqrt{2\pi}}{\epsilon} \right)}} \text{, for all } B', \text{ such that } B' - B_2 \geq \frac{W - 2}{2} \text{ and } B_1 - B' \geq \frac{W - 2}{2}, M(x, B') < \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon. \text{ When } \epsilon \text{ approximates zero, } M(x, B') \approx 0.
\]

When \( g_3 - g_2 = g_2 - g_1 \), \( B_2 + \sigma < B' < \frac{B_1 + B_2 - 2}{2} \), \( M(x, B') > 0 \), \( B_1 - \sigma < B' < B_1 \), \( M(x, B') < 0 \). So the region, \( B_2 < y < B_1 \), there is a positive zone, zero zone and negative zone, hence there is no zero crossings in this region.

When \( g_3 - g_2 \neq g_2 - g_1 \), without losing generality, let's assume \( g_3 - g_2 > g_2 - g_1 \).

For \( y = B' \), \( B_2 < B' < B_2 + \frac{W - 2}{2} \), \( M_1(x, B') > 0 \) and \( |M_2(x, B_1)| < \epsilon \), so \( M(x, B') > 0 \), so this is a positive zone. For \( y = B' \), \( B_1 - \frac{W - 2}{2} < B' < B_1 \), \( M_1(x, B') = (g_3 - g_2 \sqrt{2\pi}) \exp\left[ \frac{(B' - B_2)}{\sigma} \right] \exp\left[ \frac{(B' - B_2)^2}{2\sigma^2} \right] \) is decreasing when \( B' \) changes from \( B_1 - \frac{W - 2}{2} \) to \( B_1 \), so this term can be regarded as zero. \( M_2(x, B') = (g_2 - g_1 \sqrt{2\pi}) \exp\left[ \frac{(B' - B_1)}{\sigma} \right] \exp\left[ \frac{(B' - B_1)^2}{2\sigma^2} \right] \) is decreasing when \( B' \) changes, \( M_2(x, B') < 0 \) and \( -M_2(x, B') \) is increasing when \( B' \) changes from \( B_1 - \frac{W - 2}{2} \) to \( B_1 \). So \( M(x, B') = M_2(x, B') \) will change from zero to negative, when \( B' \) changes from \( B_1 - \frac{W - 2}{2} \) to \( B_1 \). Hence we have shown that region, \( B_2 < y < B_1 \), has a positive zone, zero zone and negative zone, hence there is no zero crossings in this region.

**Behavior**
So we have shown that when \( \sigma \leq \frac{W-2}{2 \sqrt{3 \ln \left( \frac{2H\sqrt{2\pi}}{\epsilon} \right)}} \), there is no zero crossing in the region \( B2 < y < B1 \).

For \( H \leq 255 \), choosing \( \epsilon = 0.00023 \), \( \sigma \leq \frac{W-2}{12} \) is often sufficient.

So we have shown that when \( \sigma \leq \frac{W-2}{2 \sqrt{3 \ln \left( \frac{H\sqrt{2\pi}}{\epsilon} \right)}} \), we have two zero crossing lines, \( y = B1 \) and \( y = B2 \). These two zero crossing lines have the same tangent as the edge lines and each of them has the same location as its corresponding edge line.

Part 3. To show that when \( \sigma \) is not too small in comparison with \( W \), we have three parallel zero crossing lines.

(3.1) For \( g3-g2 = g2-g1 \). At \( y = \frac{B1+B2}{2} \),

\[
M(x, \frac{B1+B2}{2}) = (g3-g2) \left( \frac{B1-B2}{2\sigma} \right) \sqrt{2\pi} \exp\left[-\frac{(B1-B2)^2}{8\sigma^2}\right] - (g2-g1) \left( \frac{B1-B2}{2\sigma} \right) \sqrt{2\pi} \exp\left[-\frac{(B1-B2)^2}{8\sigma^2}\right] = 0.
\]

For \( B2 < B' < \frac{B1+B2}{2} \), and \( \sigma \) is not too small in comparison with \( B'-B2 \), i.e. \( (g3-g2) \frac{B'-B2}{\sigma} \exp[-\frac{(B'-B2)^2}{2\sigma^2}] \) cannot be regarded as zero, \( M(x,B') < 0 \); for \( \frac{B1+B2}{2} < B' < B1 \), and \( \sigma \) is not too small in comparison with \( B1-B' \), i.e. \( (g2-g1) \frac{B'-B1}{\sigma} \exp[-\frac{(B'-B1)^2}{2\sigma^2}] \) cannot be regarded as zero, \( M(x,B') > 0 \).
So \( y = \frac{B_1 + B_2}{2} \) is a zero crossing line.

When \( \sigma < \frac{W}{2} = \frac{B_1 - B_2}{2} \), \( 0 < B_2 + \sigma < \frac{B_1 + B_2}{2} \),

\[
M(x, B_2 + \sigma) = (g_3 - g_2)\sqrt{2\pi} \exp[-\frac{1}{2}] + (g_2 - g_1) \frac{(B_2 + \sigma - B_1)}{\sigma} \sqrt{2\pi} \exp[-\frac{(B_1 - B_2 + \sigma)^2}{2\sigma^2}].
\]

Since \( \frac{W - \sigma}{\sigma} \neq 1 \), \( \exp[-\frac{1}{2}] > \frac{(B_2 + \sigma - B_1)}{\sigma} \exp[-\frac{(B_1 - B_2 + \sigma)^2}{2\sigma^2}] \), so \( M(x, B_2 + \sigma) > 0 \).

When \( \sigma \) is not too small, i.e. when \( (g_2 - g_1) \frac{W}{\sigma} \exp[-\frac{W^2}{2\sigma^2}] \) cannot be regarded as zero, we have \( M(x, B_2) = -(g_2 - g_1) \frac{W}{\sigma} \exp[-\frac{W^2}{2\sigma^2}] < 0 \), \( M(x, B_2 + \sigma) > 0 \) and \( B_2 < B_2 + \sigma < \frac{B_1 + B_2}{2} \), so there exists a zero crossing line, \( y = B_{\infty} \), where \( B_2 < B_{\infty} < B_2 + \sigma \).

When \( \sigma < \frac{W}{2} = \frac{B_1 - B_2}{2} \), \( \frac{B_1 + B_2}{2} < B_1 - \sigma < B_1 \),

\[
M(x, B_1 - \sigma) = (g_3 - g_2) \frac{(B_1 - B_2 - \sigma)}{\sigma} \sqrt{2\pi} \exp[-\frac{(B_1 - B_2 - \sigma)^2}{2\sigma^2}] - (g_2 - g_1) \sqrt{2\pi} \exp[-\frac{1}{2}]
\]

Since \( \frac{W - \sigma}{\sigma} \neq 1 \), \( \frac{(B_1 - B_2 - \sigma)}{\sigma} \exp[-\frac{(B_1 - B_2 - \sigma)^2}{2\sigma^2}] > \exp[-\frac{1}{2}] \), so \( M(x, B_1 - \sigma) < 0 \).

When \( \sigma \) is not too small, i.e. \( \frac{W}{\sigma} \exp[-\frac{W^2}{2\sigma^2}] \) cannot be regarded as zero, we have \( M(x, B_1) > 0 \), \( M(x, B_1 - \sigma) < 0 \) and \( \frac{B_1 + B_2}{2} < B_1 - \sigma < B_1 \), so there exists a zero crossing line, \( y = B_{01} \), such that \( B_1 - \sigma < B_{01} < B_1 \).
So we have shown that there are three zero crossing lines in the region 

\[ B2 < y < B1. \]

(3.2) when \( g_3 - g_2 \neq g_2 - g_1 \), without losing the generality, we assume \( g_3 - g_2 > g_2 - g_1 > 0 \). When \( \sigma \) is not too small, i.e. \( \frac{W}{2\sigma} \exp[-\frac{W^2}{8\sigma^2}] \) cannot be regarded as zero, we have

At \( y = \frac{B1 + B2}{2} \),

\[
M1 = (g_3 - g_2)\frac{\sqrt{2\pi}}{\sigma} \frac{B1 - B2}{2} \exp[-\frac{(B1 - B2)^2}{8\sigma^2}] > 0,
\]

\[
M2 = (g_2 - g_1)\frac{\sqrt{2\pi}}{\sigma} \frac{B2 - B1}{2} \exp[-\frac{(B1 - B2)^2}{8\sigma^2}] < 0,
\]

so \( M(x, \frac{B1 + B2}{2}) > 0 \). Since \( M(x, B2) < 0 \), so there always exists a zero crossing line, \( y = B_{\infty} \), such that \( B2 < B_{\infty} < \frac{B1 + B2}{2} \).

For \( y = B1 - \sigma \), when \( \sigma < \frac{W}{2} = \frac{B1 - B2}{2} \), \( B1 + B2 \) \( B1 - \sigma \) \( B1 \).

\[
M(x, B1 - \sigma) = (g_3 - g_2)\frac{(W - \sigma)}{\sigma} \sqrt{2\pi} \exp[-\frac{(W - \sigma)^2}{2\sigma^2}] - (g_2 - g_1)\sqrt{2\pi} \exp[-\frac{1}{2}]
\]

When \( \sigma \) is not too small in comparison with \( W \), \( \frac{W - \sigma}{\sigma} \) is large, we will have

\[
\frac{(W - \sigma)}{\sigma} \exp[-\frac{(W - \sigma)^2}{2\sigma^2}] < \frac{(g_2 - g_1)}{(g_3 - g_2)} \exp[-\frac{1}{2}] = 0.6\frac{(g_2 - g_1)}{(g_3 - g_2)}, \text{ it implies that } M(x, B1 - \sigma) < 0.
\]

More precisely, when \( \frac{(W - \sigma)}{\sigma} \geq 2 \), i.e. \( \sigma \leq \frac{W}{3} \), \( \frac{(W - \sigma)}{\sigma} \exp[-\frac{(W - \sigma)^2}{6\sigma^2}] \leq 1.03 \). So
\[
\frac{(W-\sigma)}{\sigma} \exp[-\frac{(W-\sigma)^2}{2\sigma^2}] < 1.03\exp[-\frac{(W-\sigma)^2}{3\sigma^2}].
\]

When \( \sigma < \frac{W}{1 + \sqrt{3\ln(\frac{g^3 - g^2}{0.58(g^2 - g^1)})}} \), \( M(x, B1-\sigma) < 0 \).

Since \( M(x, \frac{B1+B2}{2}) > 0 \), \( M(x, B1) > 0 \), \( M(x, B1-\sigma) < 0 \) and \( \frac{B1+B2}{2} < B1-\sigma < B1 \), there exist two zero crossing lines, \( y = B_{01} \) and \( y = B_{03} \), such that \( \frac{B1+B2}{2} < B_{03} < B1-\sigma < B_{01} < B1 \).

(3.3) \( g^2 - g1 > g^3 - g2 \). By the same proof procedure above, it can be shown that we have one zero crossing line, \( y = B_{01} \), where \( \frac{B1+B2}{2} < B_{01} < B1 \). When \( \sigma < \frac{W}{1 + \sqrt{3\ln(\frac{g^2 - g1}{0.58(g^3 - g2)})}} \), we have two more zero crossing lines, \( y = B_{03} \) and \( y = B_{02} \), where \( \frac{B1+B2}{2} > B_{03} > B2+\sigma > B_{02} > B2 \).

Combining the results from (3.1), (3.2) and (3.3), we have shown that when \( \sigma \) is not too small and \( \sigma < \frac{W}{1 + \sqrt{3\ln(\frac{g^3 - g^2}{0.58(g^2 - g^1)})}} \), we have three parallel zero crossing lines.

For \( \frac{g^3 - g^2}{g^2 - g^1} = 255 \), when \( \sigma < \frac{W}{5} \), \( M(x, B1-\sigma) < 0 \).

For \( \frac{g^3 - g^2}{g^2 - g^1} = 100 \), when \( \sigma < \frac{W}{4.6} \), \( M(x, B1-\sigma) < 0 \).

For \( \frac{g^3 - g^2}{g^2 - g^1} = 10 \), when \( \sigma < \frac{W}{3.8} \), \( M(x, B1-\sigma) < 0 \).
For $\frac{g^3-g^2}{g^2-g^1} = 5$, when $\sigma < \frac{W}{3.3}, M(x,B1-\sigma) < 0$.

For $\frac{g^3-g^2}{g^2-g^1} = 2$, when $\sigma < \frac{W}{3}, M(x,B1-\sigma) < 0$.

**Part 4.** To show that when $\sigma$ is large, we have only one zero crossing line.

When $\sigma$ is not small, for any $B'$, $B2 < B' < B1$, $(g3-g2)\frac{B-B2}{\sigma} \exp[-\frac{(B-B2)^2}{2\sigma^2}]$ and $(g2-g1)\frac{B1-B'}{\sigma} \exp[-\frac{(B1-B')^2}{2\sigma^2}]$ are significant and can't be regarded as zero.

(4.1) For $g3-g2 = g2-g1$.

As we have shown in (3.1), when $\sigma$ is not too small and $\sigma < T3(D)$, $y = \frac{B1+B2}{2}$, is always a zero crossing line.

For $y = B'$, where $B2 < B' < \frac{B1+B2}{2}$,

$$M(x,B') = (g3-g2)\frac{(B-B2)}{\sigma} \sqrt{2\pi} \exp[-\frac{(B-B2)^2}{2\sigma^2}] - (g2-g1)\frac{(B1-B')}{\sigma} \sqrt{2\pi} \exp[-\frac{(B1-B')^2}{2\sigma^2}]$$

where $B1-B' > B'-B2$. When $\sigma \geq W$, $\frac{B-B2}{\sigma} < \frac{B1-B'}{\sigma} < 1$,

$$\frac{(B-B2)}{\sigma} \exp[-\frac{(B-B2)^2}{2\sigma^2}] < \frac{(B1-B')}{\sigma} \exp[-\frac{(B1-B')^2}{2\sigma^2}]$$

so $M(x,B') < 0$.

For $y = B'$, where $\frac{B1+B2}{2} < B' < B1$,
\[ M(x, B') = (g^3g^2)\left(\frac{B - B^2}{\sigma}\right)\sqrt{2\pi} \exp\left[-\frac{(B - B^2)^2}{2\sigma^2}\right] - (g^2g^1)\left(\frac{B - B'}{\sigma}\right)\sqrt{2\pi} \exp\left[-\frac{(B - B')^2}{2\sigma^2}\right] \]

where \( B_1-B' < B'-B_2 \). When \( \sigma \geq W, \frac{B_1 - B'}{\sigma} < \frac{B - B^2}{\sigma} < 1, \)

\[ \frac{(B - B^2)}{\sigma} \exp\left[-\frac{(B - B^2)^2}{2\sigma^2}\right] > \frac{(B - B')}{\sigma} \exp\left[-\frac{(B - B')^2}{2\sigma^2}\right], \]

so \( M(x, B') > 0. \)

Hence we have shown that when \( \sigma > W, \) for \( y = B', B_2 \leq B' < \frac{B_1 + B^2}{2} \), \( M(x, B') < 0; \) for \( \frac{B_1 + B^2}{2} < B' \leq B_1, M(x, B') > 0. \) So \( y = \frac{B_1 + B^2}{2} \) is the only zero crossing line.

(4.2) For \( g^3g^2 \neq g^2g^1 \), without losing the generality, let \( g^3g^2 > g^2g^1. \) As we have shown in (3.2) that we have a zero crossing line, \( y = B_{\alpha_{2}}, \) for every \( \sigma \) such that \( \sigma < T_{3}(D), \) where \( B_2 < B_{\alpha_{2}} < \frac{B_1 + B^2}{2} \).

For every \( B' \), such that \( \frac{B_1 + B^2}{2} < B' \leq B_1,

\[ M(x, B') = (g^3g^2)\left(\frac{B - B^2}{\sigma}\right)\sqrt{2\pi} \exp\left[-\frac{(B - B^2)^2}{2\sigma^2}\right] - (g^2g^1)\left(\frac{B - B'}{\sigma}\right)\sqrt{2\pi} \exp\left[-\frac{(B - B')^2}{2\sigma^2}\right] \]

When \( \sigma \geq W, \frac{B_1 - B'}{\sigma} < \frac{B - B^2}{\sigma} < 1, \)

\[ \frac{(B - B^2)}{\sigma} \exp\left[-\frac{(B - B^2)^2}{2\sigma^2}\right] > \frac{(B - B')}{\sigma} \exp\left[-\frac{(B - B')^2}{2\sigma^2}\right], \]

Behavior
so \( M(x, B') > 0 \). It implies that there is no zero crossings in the region \( \frac{B_1 + B_2}{2} < y \leq B_1 \),

So we have shown that when \( \sigma \geq W \), we have only one zero crossing line, \( y = B_\infty \), where \( B_2 < B_\infty < \frac{B_1 + B_2}{2} \).

For \( g_2 - g_1 > g_3 - g_2 \), it can be shown by the same proof procedure that when \( \sigma \geq W \), \( y = B_{01} \), where \( \frac{B_1 + B_2}{2} < B_{01} < B_1 \), is the only zero crossing line.

**Part 5.** To show that there is no zero crossing in regions, \( B_1 \leq y \leq B_1 + \sigma \) and \( B_2 - \sigma \leq y \leq B_2 \). When \( D \rightarrow +\infty \), there is no zero crossing in regions, \( y \geq B_1 \) and \( y \leq B_2 \).

(5.1) As we have shown in Part 1, at \( y = B_1 \) and \( y = B_2 \), when \( \sigma < T(3D), |E| < e \) for all small positive number. It means that \( E \) is very small and can be ignored.

We have also shown that \( I*G(x, B_1) \approx M(x, B_1) > 0 \) and \( I*G(x, B_2) \approx M(x, B_2) < 0 \).

\[
M(x, y) = M_1 + M_2 = (g_3 - g_2) \frac{(y - B_2)\sqrt{2\pi}}{\sigma} \exp\left[-\frac{(y - B_2)^2}{2\sigma^2}\right] + (g_2 - g_1) \frac{(y - B_1)\sqrt{2\pi}}{\sigma} \exp\left[-\frac{(y - B_1)^2}{2\sigma^2}\right]
\]

\[
E(x, y) = E_1 + E_2 + E_3 + E_4 =
\]

\[
- g_3 \frac{\sqrt{2\pi}(y - B_2 + D)}{\sigma} \exp\left[-\frac{(y - B_2 + D)^2}{2\sigma^2}\right] + g_1 \frac{(y - B_1 - D)\sqrt{2\pi}}{\sigma} \exp\left[-\frac{(y - B_1 - D)^2}{2\sigma^2}\right] +
\]

\[
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f(u, v) \left( \frac{z - u}{\sigma^2} + \frac{(z - u)^2 + (y - v)^2}{\sigma^4} \right) \exp\left[-\frac{(z - u)^2 + (y - v)^2}{2\sigma^2}\right] \, dv \, du +
\]

**Behavior**
\[ \int_{-\infty}^{+\infty} \int_{B_1+D} f_i(u,v) \left[ \left( \frac{2}{\sigma^4} + \frac{(x-u)^2 + (y-v)^2}{\sigma^4} \right) \exp\left[ -\frac{(x-u)^2 + (y-v)^2}{2\sigma^2} \right] \right] \, dv \, du \]

(5.2) For \( B_1 \leq y = B' \leq B_1 + \sigma \).

We have \( M_1(x,B') > 0, \ M_2(x,B') > 0, \ E_1(x,B') < 0, \ E_2(x,B') < 0, \ E_3(x,B') > 0, \ E_4(x,B') > 0. \)

Since the increase of \( M_2 \) faster than \(-E_2\), so \( M_2(x,B') + E_2(x,B') > 0. \) When \( \sigma < T_3(D) \), \( E_1 \) is very insignificant. So \( I*G(x,B') > 0 \).

(5.3) For \( B_2 - \sigma \leq y = B' \leq B_2 \).

We have \( M_1(x,B') < 0, \ M_2(x,B') < 0, \ E_1(x,B') < 0, \ E_2(x,B') < 0, \ E_3(x,B') > 0, \ E_4(x,B') > 0. \)

When \( B' \) changes from \( B_2 \) to \( B_2 - \sigma \), \( E_3 \) is increasing, but not as fast as \(-M_1\). When \( \sigma < T_3(D) \), \( E_4 \) is very insignificant. So \( I*G(x,B') < 0 \).

Combining the results from (5.2) and (5.3), we have shown that when \( \sigma < T_3(D) \), there are no zero crossings in the regions \( B_1 \leq y \leq B_1 + \sigma \) (this is a positive region) and \( B_2 - \sigma \leq y \leq B_2 \) (this is a negative region).

(5.3) When \( D \to +\infty \), \( I*G(x,y) = M(x,y) \). When \( y \geq B_1 \), \( I*G(x,y) = M(x,y) > 0. \)

When \( y \leq B_2 \), \( I*G(x,y) = M(x,y) < 0. \)

So there is no zero crossing in regions \( y \geq B_1 \) and \( y \leq B_2 \).

Q.E.D.

**Behavior**

95
Fig. 1 The receptive fields of retinal ganglion cells.

Fig. 2 Typical zero crossing contours in a scale space image.

Fig. 3 Examples of the Non zero crossing contours of L-G.
Fig. 4 The zero crossing contour of a step edge drawn by Shah.

Fig. 5 The zero crossing contour of a pulse edge drawn by Shah.
Fig. 6 The zero crossing contour of a stair edge drawn by Shah, P = 1.

Fig. 7 The zero crossing contour of a stair edge drawn by Shah, P = 2.
Fig. 8 Two dimensional L-G operator is shown using intensity to indicate the value of the function at each point.

Fig. 9 The size of the zero crossing curve increases as $\sigma$ increases.

<table>
<thead>
<tr>
<th>INPUT IMAGE</th>
<th>SIGMA = 0.5</th>
<th>SIGMA = 0.7</th>
<th>SIGMA = 0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>2x2 BOX</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>SIGMA = 1</td>
<td>SIGMA = 1.2</td>
<td>SIGMA = 1.5</td>
<td>SIGMA = 2</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>SIGMA = 5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Behavior
Fig. 10 An example of an isolated non-linear edge curve. When \( \sigma \) changes, the shape of the zero crossing curve is changing too.

Fig. 11 An example of a D-isolated linear edge curve, where D=10. When \( \sigma \leq 3 < \frac{D}{3} \), we have linear zero crossing line; when \( \sigma \geq 4 \geq \frac{D}{3} \), the zero crossing curve is not linear.
Fig. 12 An example of a D-isolated linear edge curve, where $D=20$. When $\sigma \leq \frac{D}{4}$, we have linear zero crossing line; when $\sigma \geq \frac{D}{4}$, the zero crossing curve is not linear.

Fig. 13 An example of two isolated pulse edge lines with width = 3. When $\sigma \leq 2$, there is no influence of edge lines, when $\sigma \geq 3 > \frac{D}{3}$, the zero crossing lines change the locations.
Fig. 14 An example of two pulse edge lines with width = 10. When $\sigma \leq 3 < \frac{D}{3}$, there is no influence of edge lines; when $\sigma \geq 4 > \frac{D}{3}$, the zero crossing lines change the locations.

Fig. 15 An example of two pulse edge lines with width = 10. When $\sigma \leq 3 < \frac{D}{3}$, there is no influence of edge lines; when $\sigma \geq 4 > \frac{D}{3}$, the zero crossing lines change the locations.
Fig. 10 An example of two pulse edge lines with width = 1.
The zero crossing contours in the scale space show the dislocation of edge lines.

Fig. 17 An example of two staircase edge lines. The false one disappears with $a_2$ at $\sigma \geq 5.5$.
The zero crossing contours in the scale space show the merging and disappearing of edge lines.
Fig. 18 An example of two staircase edge lines. The false one disappears with $s_1$ at $\sigma \geq 5$.
Note the differences in intensity levels.

Fig. 19 An example of two staircase edge lines. $s_1$ and $s_2$ move towards the false one evenly and disappear together at $\sigma \geq 7.5$. 

Fig. 20 One closed region with gray levels g1 and g2.

Fig. 21 An example of one isolated corner with width = 3. The region expands with increase in the value of σ.
Fig. 22 An example of one isolated corner with width=1. The region expands with increase in the value of $\sigma$.

<table>
<thead>
<tr>
<th>INPUT IMAGE</th>
<th>SIGMA = 2</th>
<th>SIGMA = 3</th>
<th>SIGMA = 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SIGMA = 5</th>
<th>SIGMA = 6</th>
<th>SIGMA = 7</th>
<th>SIGMA = 8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 23 Two neighboring closed regions with gray levels g1, g2 and g3.
Fig. 24 An example of the merging of two regions.

<table>
<thead>
<tr>
<th>INPUT IMAGE</th>
<th>SIGMA = 2</th>
<th>SIGMA = 4</th>
<th>SIGMA = 5</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image_url1" alt="Image" /></td>
<td><img src="image_url2" alt="Image" /></td>
<td><img src="image_url3" alt="Image" /></td>
<td><img src="image_url4" alt="Image" /></td>
</tr>
<tr>
<td>SIGMA = 6</td>
<td>SIGMA = 7</td>
<td>SIGMA = 7.1</td>
<td>SIGMA = 7.2</td>
</tr>
<tr>
<td><img src="image_url5" alt="Image" /></td>
<td><img src="image_url6" alt="Image" /></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIGMA = 8</td>
<td>SIGMA = 9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 25 One region contains a subregion with gray levels g1, g2 and g3.
Fig. 26 An example of one false curve between two closed curves. Note changes in zero crossings as $\sigma$ increases.

Fig. 27 An example of splitting, merging and expanding.
Fig. 28 An example of expanding and splitting.

<table>
<thead>
<tr>
<th>INPUT IMAGE</th>
<th>SIGMA = 2</th>
<th>SIGMA = 3</th>
<th>SIGMA = 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>H</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>SIGMA = 5</td>
<td>SIGMA = 6</td>
<td>SIGMA = 7</td>
</tr>
<tr>
<td></td>
<td>SIGMA = 9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 29 This image shows a noisy square against the noisy background. To recover the square, it may be required to reason in the scale space. For a large $\sigma$, the presence of square may be detected and low $\sigma$ will give the location.

<table>
<thead>
<tr>
<th>INPUT IMAGE</th>
<th>SIGMA = 2</th>
<th>SIGMA = 3</th>
<th>SIGMA = 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>50x50 BOX</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SIGMA = 6</td>
<td>SIGMA = 7</td>
<td>SIGMA = 8</td>
</tr>
<tr>
<td></td>
<td>SIGMA = 5</td>
<td>SIGMA = 9</td>
<td></td>
</tr>
</tbody>
</table>