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Let $V$ and $W$ be a pair of dual vector spaces over a division ring $D$. There is an associated weak topology on $V$, a subbase at zero consisting of the kernels of the functionals in $W$. The resulting topological vector space $V$ is said to be weakly topologized. The ring $A = \mathcal{L}(V,W)$ of all continuous linear transformations on $V$ is called a continuous transformation ring. When $V$ is one dimensional $A$ is a division ring. When $V$ is a finite dimensional then $A$ becomes a typical simple ring with minimum condition. And when $W$ is the conjugate space of $V$ then $A$ is a completely primitive ring.

The classical Galois theory consists in studying the one to one correspondence between the groups of automorphisms of a field and the subfields of invariant elements. Similar theories have been developed for division rings by Cartan and Jacobson, for simple rings with minimum condition by Hochschild and Nakayama, for completely primitive rings by Dieudonné and Nakayama, and for continuous transformation rings by Rosenberg and Zelinsky. In all these cases, except when $A$ is a field, the Galois correspondence does not pair off an arbitrary subgroup with an intermediate subring.

One of the main theorems of classical Galois theory states that the intermediate field $E$ is Galois over the base field $E_0$ if and only if the Galois group, $\Gamma$, of $A$ over $E$ is normal in the Galois group, $\Gamma_0$, of $A$ over $E_0$. In proving a generalization of this theorem in the case of continuous transformation rings, Rosenberg and Zelinsky had to make the ad hoc hypothesis that the centralizer of $E$ in $A$ is a semi-simple ring.

The principal result established in this thesis is that this hypothesis is not necessary. In fact, one can prove the following theorem.

Let $(V,W)$ be a pair of dual vector spaces over a division ring $D$. Let $A = \mathcal{L}(V,W)$ be the ring of all continuous transformations on $V$ which is topologized weakly by $W$, and let $E$ be a subring of $A$ which is also a continuous transformation ring. Denote by $\gamma'(A)$ the socle of $A$ (i.e., the sum of the irreducible left ideals of $A$) and by $\gamma'(E)$ the socle of $E$. Suppose that

\begin{align*}
(1) & \quad \gamma'(E)V = V \\
(ii) & \quad W\gamma'(E)^* = W
\end{align*}
(iii) $\gamma(E) \subseteq \gamma(A)$

(iv) $V$ is a finitely generated $\gamma(E)$-module,

(v) $G$ is a group of automorphisms of $A$ with $[\Lambda : DT] < \infty$ where $\Lambda$ is the group of all semi-linear transformations on $V$ belonging to $G$ and $T$ is the group of all linear transformations on $V$ contained in $\Lambda$. Suppose further that

(vi) $E$ is the fixed ring under $G$. Then $\mathcal{Z}_A(E)$, the centralizer of $E$ in $A$, is semi-simple.
INTRODUCTION

Let \( V \) and \( W \) be a pair of dual vector spaces over a division ring \( D \). There is an associated weak topology on \( V \), a subbase at zero consisting of the kernels of the functionals in \( W \). The resulting topological vector space \( V \) is said to be weakly topologized. Let \( A = \mathcal{C}(V, W) \) be the ring of all continuous linear transformations on \( V \). Such a ring after Jacobson [9] is called a continuous transformation ring. When \( V \) is one dimensional, \( A \) is a division ring. When \( V \) is a finite dimensional, then \( A \) becomes a typical simple ring with minimum condition. And when \( W \) is the conjugate space of \( V \), then \( A \) is a completely primitive ring.

The usual Galois theory consists in studying the one to one correspondence between the groups of automorphisms of a field and the subfields of invariant elements (see [1]). Similar theories have been developed for division rings by Cartan [3] and Jacobson [8], for simple rings with minimum condition by Hochschild [7] and Nakayama [15], for completely primitive rings by Dieudonné [5] and Nakayama [15], and for continuous transformation rings by Rosenberg and Zelinsky [16]. In all these cases, except when \( A \) is a field, the Galois correspondence does not pair off an arbitrary subgroup with an intermediate subring.

One of the main theorems of classical Galois theory states that the intermediate field \( E \) is Galois over the base field \( E_0 \) if and only
if the Galois group, \( \Gamma \), of \( A \) over \( E \) is normal in the Galois group, \( \Gamma_0 \), of \( A \) over \( E_0 \). In proving a generalization of this theorem in the case of continuous transformation rings, Rosenberg and Zelinsky [16] had to make the ad hoc hypothesis that the centralizer of \( E \) in \( A \) is a semi-simple ring. The principal result established here is that this hypothesis is not necessary. In fact, we prove the following theorem:

**Main theorem**: Let \( V \) and \( W \) be a pair of dual vector spaces over a division ring \( D \), and let \( E \) be a subring of \( A = \mathcal{L}(V,W) \) which is also a continuous transformation ring. Denote by \( \gamma(A) \) the socle of \( A \) and by \( \gamma(E) \) the socle of \( E \). Suppose that

1. \( \gamma(E)V = V \),
2. \( W \gamma(E)^* = W \),
3. \( \gamma(E) \subseteq \gamma(A) \),
4. \( V \) is a finitely generated \( \gamma(E) \)-module,
5. \( G \) is a group of automorphisms of \( A \) with \( [A : DT] < \infty \), where \( \Lambda \) is the group of all semi-linear transformations on \( V \) belonging to \( G \) and \( T \) is the group of all linear transformations on \( V \) contained in \( \Lambda \).

Suppose further that

6. \( E \) is the fixed ring under \( G \).

Then \( \mathcal{L}_\Lambda(A)(E) \), the centralizer of \( E \) in \( A \), is semi-simple.

In Chapter 1, we will prove some lemmas which will be used in proving the main theorem. The proof of the main theorem will appear in Chapter 2 and Chapter 3.
The author is very much indebted for many valuable suggestions to Professor Jack E. McLaughlin, under whose direction this thesis was written.
PRELIMINARIES

Let R be a ring.

**Definition 0.1.** A left R-module is a system consisting of an additive abelian group M, and a function defined on the product set RxM having values in M, such that if ax denotes the element in M determined by xeM, aeR, then

\[(a+b)x = ax + bx\]
\[(ab)x = a(bx)\]
\[a(x+y) = ax + ay\]

hold for any a, b in R and x, y in M.

The concept of a right module is defined in a similar fashion. Henceforth, the term "module" without modifier will always mean left module.

**Definition 0.2.** An R-module M is said to be unitary if RM = M.

**Definition 0.3.** A subgroup N of M is said to be an R-submodule of M if RN \subseteq N.

**Definition 0.4.** If N is an R-submodule of M, the factor group M/N can be turned into an R-module by defining

\[a(x+N) = ax + N.\]

We call this module the difference module of M relative to N, and it will also be denoted by M/N.
Definition 0.5. An R-module $M$ is said to be finitely generated if there exists a finite subset $\{x_1, x_2, \ldots, x_n\}$ of $M$ such that every element in $M$ can be written in the form

$$m_1x_1 + m_2x_2 + \ldots + m_nx_n + a_1x_1 + a_2x_2 + \ldots + a_nx_n$$

where the $m_i$ are integers, and the $a_i$ are in $R$.

Definition 0.6. A module $M$ satisfies the ascending chain condition for submodules if for any increasing sequence of submodules

$$N_1 \subseteq N_2 \subseteq \ldots$$

there exists an integer $n$ such $N_n = N_{n+1} = \ldots$.

Proposition 0.1. A module $M$ satisfies the ascending chain condition for submodules if and only if every submodule of $M$ is finitely generated (see [10]).

Definition 0.7. A module $M$ satisfies the descending chain condition for submodules if for any decreasing sequence of submodules

$$N_1 \supseteq N_2 \supseteq \ldots$$

there exists an integer $n$ such that $N_n = N_{n+1} = \ldots$.

Proposition 0.2. If $R$ is a ring that satisfies the descending chain condition for left (right) ideals, then any finitely generated unitary R-module satisfies the descending chain condition for submodules (right submodules) (see [10]).

Definition 0.8. Let $M$ and $M'$ be R-modules. A group homomorphism
\( \Theta \) of \( M \) into \( M' \) is called an R-homomorphism if for all \( x \in M \) and all \( a \in R \),

\[ \Theta(ax) = a\Theta(x). \]

If \( \Theta \) is a one to one mapping, it is called an R-isomorphism. If there exists an R-isomorphism of \( M \) onto \( M' \), then \( M \) and \( M' \) are called isomorphic modules and we write \( M \cong M' \). If \( M = M' \), an R-homomorphism of \( M \) into \( M \) itself is called an R-endomorphism.

We will denote by \( \text{End}_R M \) the ring of R-endomorphisms on \( M \), and denote by \( \text{Hom}_R(M,M') \) the group of R-homomorphisms of \( M \) into \( M' \).

**Definition 0.9.** An R-module \( M \) is called irreducible if \( RM \neq \{0\} \) and there is no proper R-submodule of \( M \) other than \([0]\).

**Definition 0.10.** An R-module \( M \) is called completely reducible if it is a sum of irreducible R-submodules of \( M \).

**Definition 0.11.** An R-module \( M \) is called a direct sum of the family \( \{M_\lambda | \lambda \in \Lambda \} \) of R-submodules of \( M \) and we write \( M = \sum_\lambda \Theta M_\lambda \) if any \( x \) in \( M \) can be written in one and only one way in the form \( \sum_\lambda x_\lambda \) with \( x_\lambda \in M_\lambda \).

**Proposition 0.3.** If \( M = \sum_\lambda M_\lambda \) where \( \{M_\lambda | \lambda \in \Lambda \} \) is a family of irreducible R-submodules of \( M \), then \( M = \sum_\delta \Theta M_\delta \) where \( \{M_\delta | \delta \in \Delta \} \) is a subfamily of \( \{M_\lambda | \lambda \in \Lambda \} \) (see [12]).

If \( M = \sum_\lambda \Theta M_\lambda = \sum_\mu \Theta N_\mu \) where \( M_\lambda \) and \( N_\mu \) are irreducible R-submodules of \( M \), then the cardinal number of \( \{M_\lambda\} \) equals the cardinal number of \( \{N_\mu\} \).
If both sets are finite, the proof of the result can be found, for example, in [2]. For the infinite case, the proof is available in [12]. From this fact, we can define the dimension of a completely reducible module as follows:

**Definition 0.12.** If $M$ is expressed as a direct sum of irreducible $R$-submodules, the cardinal number of direct summands is called the dimension of $M$ over $R$ and is denoted by $\dim_R M$.

In a particular case, if $B$ is a ring with unit element and $D$ a division subring with the same unit element, then $B$ is a completely reducible $D$-module whose dimension we write $[B : D]_I$.

**Proposition 0.4.** Every $R$-submodule $N$ of a completely reducible $R$-module $M$ has a complement $N'$; that is, an $R$-submodule $N'$ of $M$ exists such that $M = N \oplus N'$ (see [12]).

**Proposition 0.5.** Every $R$-homomorphic image and every $R$-submodule of a completely reducible $R$-module is completely reducible (see [12]).

**Proposition 0.6.** Let $M$ be a completely reducible $R$-module, $E = \text{End}_R M$. Then $M$ is completely reducible as $E$-module (see [12]).

**Definition 0.13.** Let $M$ be an $R$-module and let $\{M_\lambda | \lambda \in \Lambda\}$ be the family of all irreducible $R$-modules of $M$, then $\sum_{\lambda \in \Lambda} M_\lambda$ is called the socle of $M$ and it will be denoted by $\gamma(M)$.

**Definition 0.14.** Let $M$ be an $R$-module. The sum $\sum_{\delta \in \Delta} M_\delta$ of all the irreducible $R$-submodules of $M$ $R$-isomorphic to a given irreducible $R$-sub-$
module \( N \) of \( M \) is called the \textit{homogeneous component} of the socle determined by \( N \).

It is easy to see that the socle of \( M \) and its homogeneous components are fully invariant in the sense that they are mapped into themselves by every endomorphism of \( M \).

\textbf{Definition 0.15.} If \( R \) is a ring, the socle of \( R \) as an \( R \)-module is called the \textit{socle} of \( R \).

Note that the socle \( \mathcal{J}(R) \) of a ring \( R \) is the sum of irreducible left ideals of \( R \) and so \( \mathcal{J}(R) \) is a left ideal. Every right multiplication \( x \mapsto xa \) is an endomorphism of \( R \) as an \( R \)-module. This maps \( \mathcal{J}(R) \) into itself; hence \( \mathcal{J}(R) \) is also a right ideal.

\textbf{Definition 0.16.} An \( R \)-module \( M \) is said to be \textit{faithful} if \( aM \neq 0 \) for each \( a \neq 0 \) in \( R \).

\textbf{Definition 0.17.} A ring \( R \) is called \textit{primitive} (right primitive) if it admits a faithful irreducible module (right module).

\textbf{Definition 0.18.} A ring \( R \) is called \textit{completely primitive} if it is isomorphic to the ring of all linear transformations on a vector space over a division ring.

Clearly, a completely primitive ring is primitive.

\textbf{Proposition 0.7.} Let \( R \) be a primitive ring and let \( I_1 \) and \( I_2 \) be non-zero ideals in \( R \). Then \( I_1 I_2 \neq \{0\} \) (see [12]).

\textbf{Definition 0.19.} Let \( R \) be an arbitrary ring and let \( \mathcal{M} \) be the set of irreducible \( R \)-modules. Then the ideal
\[ J(R) = \bigcap_{M \in \mathcal{M}} \{ a \in R | aM = 0 \} \]

is called the (Jacobson) radical of \( R \).

**Proposition 0.8.** Every element \( z \) in \( J(R) \) is left quasi-regular; i.e., there exists an element \( z' \) in \( R \) such that

\[ z + z' - z'z = 0 \]

(see [12]).

**Definition 0.20.** A ring \( R \) is called **semi-simple** if the radical \( J(R) \) of \( R \) is \([0]\).

**Definition 0.21.** A ring \( R \) is called **simple** if there are no proper ideals in \( R \) other than \([0]\), and \( R^2 \neq [0] \).

**Proposition 0.9.** (Wedderburn's Theorem). Any simple ring \( R \) satisfying the minimum condition for left ideals is isomorphic to the complete ring of linear transformations on a finite dimensional vector space over a division ring (see [2]).

**Definition 0.22.** Let \( V \) be a left vector space over a division ring \( D \) and let \( W \) be a right vector space over \( D \). A mapping \( f \) of the product set \( V \times W \) into \( D \) is called bilinear form on \( V \) and \( W \) if for all \( v, v_1, v_2 \) in \( V \), \( w, w_1, w_2 \) in \( W \) and \( d \) in \( D \), we have

\[ f(v_1 + v_2, w) = f(v_1, w) + f(v_2, w), \]
\[ f(v, w_1 + w_2) = f(v, w_1) + f(v, w_2), \]
\[ f(dv, w) = df(v, w), \]
and

\[ f(v, wd) = f(v, w)d \]

The bilinear form \( f \) is called \textbf{non-degenerate} if \( f(v, w) = 0 \) for all \( v \in V \) implies \( w = 0 \) and \( f(v, w) = 0 \) for all \( w \in W \) implies \( v = 0 \).

If there exists a non-degenerate bilinear form \( f \) on \( V \) and \( W \), then \( (V, W) \) is called a \textbf{pair of dual vector spaces relative to} \( f \) over \( D \).

In dealing with a single bilinear form, it is convenient to use the abbreviation \( (v, w) \) for \( f(v, w) \) and we simply say that \( (V, W) \) is a pair of dual vector spaces over \( D \). We shall do this from now on.

\textbf{Definition 0.23.} Let \( V \) be a left vector space over a division ring \( D \). \( f \) is called a \textbf{linear function} on \( V \) if \( f \) is a linear transformation on \( V \) into the left vector space \( D \) over \( D \).

The set \( V^* \) of all linear functions on \( V \) is a right vector space over \( D \) relative to the laws of composition:

\[ (f+g)v = fv + gv, \]

\[ (fd)v = d(fv) \]

for all \( v \in V \), \( f, g \in V^* \), and \( d \in D \). The right vector space \( V^* \) is called the \textbf{conjugate space of} \( V \).

Let \( V \) be a left vector space over \( D \) and let \( V^* \) be the conjugate space of \( V \). Then \( (V, V^*) \) is a pair of dual vector spaces over \( D \) with the bilinear form given by \( (v, f) = fv \), for \( f \in V^* \), \( v \in V \).

Conversely, if \( (V, W) \) is a pair of dual vector spaces, then there
is a natural isomorphism $\Theta$ of $W$ into $V^*$ given by

$$\Theta(w)v = (v,w),$$

for all $v \in V$. Therefore, we can consider $W$ as a vector subspace of $V^*$.

**Definition 0.24.** Given a pair of dual vector spaces $V$ and $W$, there is an associated topology on $V$, a subbase at zero consisting of the kernels $f^\perp$ of the linear functions $f$ in $W$. The resulting topological vector space $V$ after Dieudonné [4] is said to be weakly topologized by $W$.

$W$ can be then retrieved from the topology as the set of all continuous linear transformations of $V$ into the vector space $D$ over $D$ with $D$ carrying the discrete topology.

**Proposition 0.10.** Let $V$ be weakly topologized by $W$. If $U$ is an open subspace of $V$, then $U$ is also closed and has finite codimension. Conversely, if a closed subspace $U$ of $V$ has a finite codimension, then $U$ is also open (see [15]).

Let $V$ and $W$ be a pair of dual vector spaces. For any subset $S$ of $V$ and $T$ of $W$, we use the notation $S^\perp$ for $\{f \in W | (v,f) = 0 \text{ for all } v \in S\}$ and $T^\perp$ for $\{v \in V | (v,f) = 0 \text{ for all } f \in T\}$.

**Proposition 0.11.** Let $(V,W)$ be a pair of dual vector spaces over a division ring $D$. If $U$ is a vector subspace of $V$, then the closure $\overline{\cap}$ of $U$ in the weak topology of $V$ is $U^\perp$. Hence, a vector subspace $U$ of $V$ is closed in the weak topology if and only if $U^\perp = U$ (see [12]).

If $(V,W)$ is a pair of dual vector spaces over a division ring, we will denote by $\mathcal{L}(V,W)$ the ring of all continuous linear transformations
on the weakly topologized vector space $V$.

**Proposition 0.12.** A linear transformation $a$ on $V$ is continuous if and only if for every $f$ in $W$ the linear function $v^*(av,f)$ is again an element of $W$ (see [9]). If this is the case, denote this function by $fa^*$ so that $(av,f) = (v,fa^*)$ and $a^*$ becomes a linear transformation on $W$.

**Definition 0.25.** Let $V$ be a left vector space over a division ring $D$. A ring $R$ of linear transformations on $V$ is said to be a dense sub-ring of the ring of all linear transformations on $V$ if for any natural number $k$, and any linearly independent vectors $v_1,\ldots,v_k$, and any $k$ vectors $u_1, u_2,\ldots,u_k$, there exists an $a \in R$ such that

$$av_i = u_i \quad i = 1,2,\ldots,k.$$ 

**Definition 0.26.** Let $V$ be a left vector space over division ring $D$. A linear transformation $a$ on $V$ is said to be of finite rank if the dimension of the image, $aV$, is finite.

Suppose $(V,W)$ is a pair of dual vector spaces. Then we denote by $\mathcal{F}(V,W)$ the set of all continuous linear transformations of finite rank on the weakly topologized space $V$.

**Proposition 0.13.** The following three conditions on a ring $R$ are equivalent:

1. $R$ is a primitive ring with non-zero socle.

2. $R$ is isomorphic to a dense subring of the ring of linear transformations of a left vector space $V$ over a division ring $D$ con-
taining non-zero linear transformations of finite rank.

(3) There exists a pair of dual vector spaces \((V, W)\) over a division ring \(D\) such that \(R\) is isomorphic to a subring of \(\mathcal{L}(V, W)\) containing \(\mathcal{F}(V, W)\).

If \(R\) is represented as in (2), its socle is the set of linear transformations of finite rank contained in this ring. If \(R\) is represented as in (3), then its socle is \(\mathcal{F}(V, W)\). Moreover, the socle of \(R\) is a simple ring which is contained in every non-zero ideal of \(R\) (see [12]).

**Proposition 0.14.** Let \(V\) and \(W\) be a pair of dual vector spaces over a division ring \(D\). Then any finite subset of \(\mathcal{F}(V, W)\) can be embedded in a subring of \(\mathcal{F}(V, W)\) which is isomorphic to a matrix ring \(D_n\) (see [13]).

**Proposition 0.15.** Suppose \(R\) is a ring of linear transformations on a left vector space \(V\) over \(D\) and \(R\) is a primitive ring with minimal left ideals (abbreviated to P.M.I. ring). Then \(V\) is a homogeneous completely reducible \(R\)-module if and only if \(V = \mathcal{F}(R)V\) (see [16]).

Throughout this thesis if \(B\) and \(C\) are subrings of a ring \(A\), we use \(\mathcal{L}_B(C)\) denote the centralizer of \(C\) in \(B\); the set of all elements in \(B\) which commute with every element of \(C\).

**Proposition 0.16.** Let \(\mathcal{C}\) be the class of all subrings \(E\) of \(A = \mathcal{L}(V, W)\) satisfying the conditions

1. \(E\) is a continuous transformation ring with socle \(\mathcal{F}(E)\),
2. \(\mathcal{F}(E)V = V\),
3. \(W \mathcal{F}(E)^* = W\),
4. \(\mathcal{F}(E) \subseteq \mathcal{F}(A)\).
Let $B$ be the class of all subrings $B$ of $\mathcal{E} = \text{End}(V, +)$ containing $D$ and satisfying

1. $B$ is completely primitive with socle $\mathcal{J}(B)$
2. $\mathcal{J}(B)V = V$
3. The left $D$-dimension of a minimal left ideal of $B$ is finite.

Then the correspondence $E \mapsto \mathcal{L}^\ast_E(B)$, $B \mapsto \mathcal{L}^\ast_B(E)$ is a one to one correspondence between $C$ and $B$. If $E$ in $C$ and $B$ in $B$ correspond, then

1. Every endomorphism of $V$ commuting with $E$ is continuous.
2. If $B$ consists of all linear transformations on a vector space of dimension $\aleph$ then $\dim V = \aleph$.
3. $V$ is an irreducible $\mathbb{E}$-module
4. If $v \in V$, there is an idempotent $e$ in $\mathcal{J}(E)$ with $ev = v$
5. Every $E$-submodule of $V$ is closed (see [16]).

**Proposition 0.17.** Under the hypothesis of Proposition 0.16, if $B$ is a simple ring with minimum condition, then $[B : D]_1 < \infty$ (see [16]).

**Definition 0.27.** A mapping $\lambda$ of a left vector space $V_1$ over $D_1$ into a left vector space $V_2$ over $D_2$ is called a **semi-linear transformation** if

1. $\lambda$ is a homomorphism of $(V_1, +)$ into $(V_2, +)$,
2. there exists an isomorphism $\sigma$ of $D_1$ onto $D_2$ such that for all $v \in V_1$ and $d \in D_1$, we have $\lambda(dv) = \sigma(d)\lambda v$.

We call $\sigma$ the isomorphism associated with $\lambda$. 
Proposition 0.18. Let \((V,W)\) be a pair of dual vector spaces over a division ring \(D\), and let \(A = \mathcal{L}(V,W)\). Then every automorphism \(g\) of \(A\) is of the form \(a \mapsto \lambda^{-1} a \lambda\) with \(\lambda\) and \(\lambda^{-1}\) continuous semi-linear transformations on \(V\); and conversely (see \([11]\)). In this case, we say \(\lambda\) is a semi-linear transformation belonging to \(g\).

Clearly, if \(\lambda\) belongs to \(g\), \(D\lambda = \lambda D\) is exactly the set of all semi-linear transformations which belong to \(g\), and, moreover, if \(G\) is a group of automorphisms of \(A\), then the set \(\Lambda\) of all semi-linear transformations on \(V\) belonging to some \(g\) in \(G\) form a multiplicative group. We will call \(\Lambda\) the group of semi-linear transformations on \(V\) belonging to \(G\).

Now we define the tensor product of two modules.

Definition 0.28. Let \(V\) be a right module and \(W\) a left module over a ring \(R\). Let \(F\) be the free abelian group generated by the pairs \((v,w)\) with \(v \in V\), \(w \in W\), and let \(K\) be the subgroup of \(F\) generated by elements of the form

\[
\begin{align*}
(v, w + w') &- (v, w) - (v, w'), \\
(v + v', w) &- (v, w) - (v', w), \\
(vr, w) &- (v, rw), \quad (reR).
\end{align*}
\]

Then the tensor product \(V \otimes_R W\) of \(V\) and \(W\) is defined as the quotient group \(F/K\), regarded as an abelian group.

Definition 0.29. Let \(R\) be an arbitrary ring and let \(D\) be a commutative ring with identity. Then we shall say that \(R\) is an algebra over \(D\) if a composition \((\alpha, x) \mapsto \alpha x\) of the product set \(D \times R\) into \(R\) is de-
fined such that

(i) \((R,+)\) is a unitary left \(D\)-module relative to the composition \((\alpha, x) \circ \alpha x,\)

(ii) for all \(\alpha \in D\) and \(x, y \in R\)

\[ \alpha(xy) = (\alpha x)y = x(\alpha y). \]

Definition 0.30. If \(V\) and \(W\) are algebras over a commutative ring \(D\) with unit element, then the tensor product module \(V \otimes_D W\) is an algebra relative to the multiplication composition

\[ \sum_i v_i w_i \sum_j v'_j w'_j = \sum_{i,j} v'_i v_j w'_i w_j \]

with \(v_i, v'_j \in V, w_i, w'_j \in W.\)

We call this algebra the \textit{tensor product} of the algebras \(V\) and \(W.\)

Proposition 0.19. Let \(X\) be a primitive algebra over a field \(K\) having a non-zero socle \(\mathcal{S}(X)\). Assume that \(\{x_1, \ldots, x_n\}\) is a finite linearly independent subset of \(X\). Then there exists an element \(s \in \mathcal{S}(X)\) such that \(\{sx_1, \ldots, sx_n\}\) is linearly independent (see [12]).

Proposition 0.20. Let \(B\) be an algebra over a field \(K\) which contains a central simple ideal \(S\) and \(C\) an algebra over \(K\) with a unit element. Assume that, if \(\{b_1, \ldots, b_m\}\) is a linearly independent subset of \(B\) then there exists an element \(x \in B, B_f\) such that \(\{xb_1, \ldots, xb_m\}\) is a linearly independent subset of \(S.\) Assume, moreover, that (1) \(bc = cb\) for all \(b \in B, c \in C,\) (2) \(Sc = 0\) for \(c \in C\) implies \(c = 0.\) Then \(BC\)
Finally, we will define quasi-Frobenius rings and list some of their properties.

Let $A$ be a ring with identity which satisfies the minimum condition on left and right ideals. If $S$ is a subset of $A$, we denote, respectively, by $r(S)$ and $l(S)$ the right and left annihilators of $S$ in $A$.

**Definition 0.31.** If for each left ideal $L$ and each right ideal $R$ in $A$

$$l(r(L)) = L, \quad r(l(R)) = R,$$

then $A$ is called a **quasi-Frobenius ring**.

**Definition 0.32.** If for each proper left ideal $L$ and proper right ideal $R$ in $A$,

$$r(L) \neq 0, \quad l(R) \neq 0,$$

then $A$ is called a **Kasch ring**.

Clearly, every quasi-Frobenius ring is a Kasch ring.

**Definition 0.33.** Let $S$ be a ring with ring $A$ as two-sided operator domain. A mapping $\Theta$ of $S$ into $A$ is called an **operator-homomorphism** of $S$ into $A$ if

$$\Theta(as) = a\Theta(s),$$

$$\Theta(sa) = \Theta(s)a$$

hold for all $a \in A$, $s \in S$. 
Definition 0.34. An operator-homomorphism $\Theta$ of $S$ into $A$ is called a Frobenius homomorphism if there are no non-zero left ideals and non-zero right ideals of $S$ contained in the kernel of $\Theta$.

Definition 0.35. If there is a Frobenius homomorphism which maps $S$ onto $A$ with $A$ as two-sided operator ring of $S$, and, moreover, if $A$ is a Kasch ring, then $S$ is called a Frobenius extension of $A$.

Proposition 0.21. A Frobenius extension of a quasi-Frobenius ring is a quasi-Frobenius ring (see [14]).

Proposition 0.22. If $\mathcal{X}$ and $\mathcal{Y}$ are finite dimensional algebras over a field $Z$ and if both $\mathcal{X}$ and $\mathcal{Y}$ are semi-simple, then $\mathcal{X} \otimes_Z \mathcal{Y}$ is a quasi-Frobenius ring (see [6]).
CHAPTER 1

SOME LEMMAS

In this section, we prove some lemmas that will be used in the proof of our main theorem.

Lemma 1.1. Let \( R \) be a ring and let \( M \) be a faithful completely reducible \( R \)-module. Then \( R \) is semi-simple.

Proof: If \( R \) is not semi-simple, then by Definition 0.20 the radical \( J = J(R) \) of \( R \) is not \( \{0\} \). Since \( M \) is faithful, \( JM \) will be a non-zero \( R \)-submodule of \( M \). Write

\[
M = \sum_{\alpha \in \mathcal{A}} S_{\alpha}
\]

where \( S_{\alpha} \) are irreducible \( R \)-submodules of \( M \). Hence, there exists an irreducible \( R \)-submodule, say \( S \), of \( M \) so that \( JS \neq 0 \), and so there exists an \( s \in S \) such that \( Js \neq 0 \). Since \( Js \) is an \( R \)-submodule of \( M \) and is contained in the irreducible \( R \)-submodule \( S \) of \( M \), we have \( Js = S \). Thus, \( s = js \) for some \( j \) in \( J \). Now by Proposition 0.8, a \( k \in J \) exists such that

\[
J + k - kj = 0.
\]

It would follow that

\[
s = s - (j + k - kj)s = (s - js) - k(s - js) = 0,
\]
a contradiction. Therefore, $R$ is semi-simple.

**Lemma 1.2.** Let $(V, W)$ be a pair of dual vector spaces over a division ring $D$, let $A = \mathcal{L}(V, W)$, and let $E$ be a subring of $A$ which is also a continuous transformation ring with

$$\mathcal{V}(E) V = V \ , \ W \mathcal{V}(E)^* = W \ , \ \text{and} \ \mathcal{V}(E) \subseteq \mathcal{V}(A).$$

Then if $V$ is completely reducible as a $DE$-module, $\mathcal{Z}_A(E)$ is semi-simple.

**Proof:** By Proposition 0.16, $\text{End}_D V = \mathcal{Z}_A(E)$. Then according to Proposition 0.6, $V$ is completely reducible as an $\mathcal{Z}_A(E)$-module. Hence from Lemma 1.1 $\mathcal{Z}_A(E)$ is semi-simple.

**Lemma 1.3.** Let $V$ be a left vector space over a division ring $D$ and let $E$ be a continuous transformation ring which is a subring of $A = \text{End}_D V$. If $\mathcal{V}(E) V = V$, $\mathcal{V}(E) \subseteq \mathcal{V}(A)$, and, furthermore, $V$ is a finitely generated $\mathcal{V}(E)$-module, then $\mathcal{V}(E)$ is a finite dimensional algebra over the center $Z$ of $A$.

**Proof:** Let

$$W = V^* \mathcal{V}(E)^*.$$

(1) $V$ and $W$ are a pair of dual vector spaces. It is trivial that $(v, f) = 0$ for all $v \in V$ implies $f = 0$. On the other hand, if $v \in V$ and $(v, f) = 0$ for all $f \in W$, then $(v, f^*) = 0$ for all $f \in V^*$, so $\mathcal{V}(E)$ and so $(sv, f) = 0$ for all $f \in V^*$, $s \in \mathcal{V}(E)$ which implies that $sv = 0$ for all $s \in \mathcal{V}(E)$ and hence $\mathcal{V}(E)v = 0$. Since $\mathcal{V}(E)V = V$, by Proposi-
tion 0.15, \( V \) is a homogeneous completely reducible \( E \)-module. Write

\[
V = \sum_i \oplus M_i
\]

where the \( M \) are irreducible \( E \)-modules. Thus,

\[
v = \sum_i m_i \quad \text{with } m_i \in M_i.
\]

and hence

\[
0 = \mathcal{Y}(E)v = \sum_i \mathcal{Y}(E)m_i,
\]

so

\[
\mathcal{Y}(E)m_i = 0 \quad \text{for all } i.
\]

Let

\[
N_1 = \{n_1 \in M_1 \mid \mathcal{Y}(E)n_1 = 0\}.
\]

Then \( N_1 \) being an \( E \)-submodule of \( M_1 \) either equals \( \{0\} \) or \( M_1 \). If \( N_1 = M_1 \) for some \( i \), it would imply that \( \mathcal{Y}(E)M_i = 0 \) for all \( i \) since the \( M_i \) are \( E \)-isomorphic, and then \( \mathcal{Y}(E)V = 0 \), a contradiction. Therefore, we have \( N_i = 0 \) for all \( i \). So \( m_i = 0 \) for all \( i \). Hence, \( v = \sum_i m_i = 0 \). This proves that \( V \) and \( W \) are a pair of dual vector spaces.

(2) Let \( A_0 = \mathcal{L}(V,W) \). Then \( E \subseteq A_0 \). If \( a \in E \), then there exists \( a^* \in E^* \) so that \( (av,f) = (v,fa^*) \) for all \( v \in V \), \( f \in V^* \). We will show that \( fa^* \in W \) for any \( f \in W \).

Write

\[
f = \sum_i f_i s_i^* \quad , \quad f_i \in V^* \quad , \quad s_i \in \mathcal{Y}(E).
\]
Then we have
\[ fa^* = (\sum_i f_i s_i^*)a^* = \sum_i f_i (s_i^*a^*). \]
Since, \( s_i^*a^* \in \mathcal{Y}(E)^* \), \( fa^* \in \mathcal{V}^* \mathcal{Y}(E)^* = W \). Hence, by Proposition 0.12, \( a \in A_0 \).

(3) \( W \mathcal{Y}(E)^* = W \). Since \( E \) is a primitive ring, \( \mathcal{Y}(E)^2 \) is a non-zero ideal of \( E \) by Proposition 0.7. By Proposition 0.13, \( [\mathcal{Y}(E)]^2 \supseteq \mathcal{Y}(E) \) and hence \( [\mathcal{Y}(E)]^2 = \mathcal{Y}(E) \). Thus, \( [\mathcal{Y}(E)^*]^2 = [\mathcal{Y}(E)]^2 \mathcal{Y}(E)^* = \mathcal{Y}(E)^* \).

Therefore,
\[ W \mathcal{Y}(E)^* = V^* \mathcal{Y}(E)^* \mathcal{Y}(E)^* = V^* \mathcal{Y}(E)^* = W. \]

(4) \( \mathcal{Y}(E) \subseteq \mathcal{Y}(A_0) \). If \( s \in \mathcal{Y}(E) \), then \( s \in \mathcal{Y}(A) \) and hence by Proposition 0.13, \( \dim_D s V < \infty \). Therefore, \( s \in \mathcal{Y}(A_0) \).

Now from (1)\(-(4)\), we see that \( V, W, A_0 \) and \( E \) satisfy all assumptions of Proposition 0.16. Hence \( B = \mathcal{L}_E(E) \) is completely primitive, where \( E = \text{End}(V^+ \oplus V) \), so \( B \) is the complete ring of linear transformation on a vector space \( V' \) over a division ring \( D' \). But by Proposition 0.16,
\[ \dim_{D'} V' = \dim_E V. \]
Since, \( \dim_D V < \infty \), \( \dim_D V' < \infty \), and hence by Proposition 0.9, \( B \) is a simple ring with minimum condition. By Proposition 0.17, \( [B : D]_i < \infty \).

It is clear that \( \mathcal{L}_E(A) \subseteq B \). Let \( U \) be \( D \)-subspace of \( B \) generated by \( \mathcal{L}_E(E) \). Then \( [U : D]_i < \infty \), say \( t_1, \ldots, t_n \) is a basis for \( U \) over \( D \).

Thus for any \( t \in \mathcal{L}_E(E) \), \( t = \sum d_i t_i \) with \( d_i \in D \) and \( dt = td \) for all \( d \in D \).
This implies that $dd_1 = d_1d$ for all $d \in D$ and all $i$. Hence each $d_i \in Z$ and $[t_1]$ spans $\text{span}_A(E)$ over $Z$, thus $[\text{span}_A(E) : Z] < \infty$. This completes the proof.
CHAPTER 2

PROOF OF THE MAIN THEOREM

The main theorem has been stated in the introduction. Now to prove this, we suppose contrarily that $\mathcal{L}_A^\gamma(E)$ is not semi-simple. Then according to Lemma 1.2,

(vii) $V$ is not a completely reducible $DE$-module.

Therefore, there is a sequence $(V_i)$ of $DE$-submodules so that

$$0 = V_0 \subseteq V_1 \subseteq V_2 \subseteq \ldots$$

where the $V_i/V_{i-1}$ is the $DE$-socle of $V/V_{i-1}$

We shall show first that this sequence of $DE$-submodules terminates. By Proposition 0.1, it will be sufficient to show that every $E$-submodule of $V$ is finitely generated.

Since $V$ is a completely reducible $E$-module, $V$ can be expressed as

$$\sum_{\gamma \in \Gamma} \Theta M_\gamma$$

with each $M_\gamma$ an irreducible $E$-module. By (iv)

$$V = \gamma(E)v_1 + \gamma(E)v_2 + \ldots + \gamma(E)v_m$$

and since for each $i$

$$v_i \in \sum_{\gamma \in \Gamma_i \Theta} M_\gamma$$

where $\Gamma_i$ is a finite subset of $\Gamma$. Thus
\[ V = \sum_{i=1}^{m} \sum_{\gamma \in \Gamma_i} M_\gamma = \sum_{\gamma \in \bigcup_{i=1}^{m} \Gamma_i} M_\gamma \]

and hence \( \dim_E V < \infty \). Therefore, \( \dim_E U < \infty \) for any \( E \)-submodule \( U \) of \( V \); that is, any \( E \)-submodule is finitely generated. Hence, we have

\[ 0 = V_0 \subseteq V_1 \subseteq \ldots \subseteq V_{n-1} \subseteq V_n = V \]

for some integer \( n \geq 2 \) where \( V_i/V_{i-1} \) is the \( \text{DE-socle} \) of \( V/V_{i-1} \).

Our next step is to establish an \( \overline{h} \neq 0 \) in \( \text{Hom}(V/V_{n-1}, V_1) \) so that

\[ \overline{h} \lambda \overline{v} = \lambda \overline{hv} \quad \text{for all } \lambda \in \Lambda, \quad \overline{v} \in V/V_{n-1}. \]

We remark that since the socle of a module is fully invariant, each \( V_i \) is an \( \mathcal{L}_A(\Lambda) \)-submodule of \( V \). Now suppose we have found such an \( \overline{h} \). Then define \( h \in \text{End}_D V \) as follows:

Write

\[ V = V_{n-1} \oplus U \quad \text{(D-direct)} \]

and set

\[ h(u) = \overline{h(u)} \quad \text{for } u \in U \]

and

\[ hV_{n-1} = 0. \]

For \( \lambda \in \Lambda, v_{n-1} \in V_{n-1}, u \in U \), we have then

\[ \lambda h(v_{n-1}+u) = \lambda \overline{h(u)} = \overline{h(\lambda u)} = \overline{h(\lambda u)} = h(\lambda u) = h(\lambda(v_{n-1}+u)), \]
so \( \lambda h = h\lambda \) for all \( \lambda \in \Lambda \) and \( h \neq 0 \).

Consider the set

\[ X = \{ a \in E | aU \subseteq V_{n-1} \text{ and } aV_{n-1} = 0 \} \].

It is easy to see that \( X \) is a left ideal of \( E \) and \( X^2 = 0 \). Since \( E \) is primitive, by Proposition 0.7, \( X = 0 \), so \( h \notin E \). Hence there exists \( u \in U \) with \( hu \neq 0 \). Also by Proposition 0.16, there exists an idempotent \( e \) in \( \mathcal{Y}(E) \) such that \( eu = u \). Thus \( he \neq 0 \). But

\[ heV_{n-1} \subseteq hV_{n-1} = 0. \]

By the same argument as above, we have \( he \notin E \).

Since \( ee \in \mathcal{Y}(E) \), \( \dim_D eV < \infty \). Let \( \{v_1, v_2, \ldots, v_t\} \) be a \( D \)-basis for \( eV \).

By the density of \( \mathcal{Y}(A) \) in \( \text{End}_D V \), there is an \( s \) in \( \mathcal{Y}(A) \) so that

\[ sv_i = hv_i \quad i = 1, 2, \ldots, t. \]

Hence, for any \( v \in V \),

\[ ev = \sum_{i=1}^{t} d_i v_i \]

with \( d_i \in D \), and then

\[ hev = h \sum_{i=1}^{t} d_i v_i = \sum_{i=1}^{t} d_i hv_i \]

\[ = \sum_{i=1}^{t} d_i sv_i = s \sum_{i=1}^{t} d_i v_i = sev. \]

Thus, \( he = se \in \mathcal{Y}(A) \) and hence \( he \in A \). Furthermore, for any \( \lambda \in \Lambda \),
(he)λ = h(eλ) = h(λe) = (hλ)e = (λh)e = λ(he),

so he ∈ A(λ). But he ∉ E, whence A(λ) ⊆ E properly, or E is not the fixed ring under G which contradicts our assumption (vi). This proves our main theorem except that we have yet to show the existence of such an \( h \neq 0 \) in \( \text{Hom}_D(V/V_{n-1}, V_1) \) with \( \overline{hλv} = λ\overline{hv} \) for all \( λ \in \Lambda \), \( \overline{veV}/V_{n-1} \).

We will proceed to do this by mathematical induction on \( n \) under the assumptions (i)–(v) and (vii).

The proof of the case \( n = 2 \) will be postponed to Section 3. We suppose now that \( n > 2 \). Consider the vector space \( V/V_1 \) and \( V_1⊥ \). The bilinear form on \( V/V_1 \) and \( V_1⊥ \) given by \( (\overline{v}, \overline{f}) = (v, f) \) for \( \overline{veV}/V_1 \), \( feV_1⊥ \) is non-degenerate since \( (\overline{v}, \overline{f}) = 0 \) for all \( feV_1⊥ \) implies \( veV_1⊥ = V_1 \) or \( \overline{v} = \overline{0} \) in \( V/V_1 \) and \( (\overline{v}, \overline{f}) = 0 \) for all \( \overline{veV}/V_1 \) implies \( (v, f) = 0 \) for all \( veV \) so \( f = 0 \). Hence, \( (V/V_1, V_1⊥) \) is a pair of dual vector spaces over \( D \).

Let \( A_1 = \mathcal{A}(V/V_1, V_1⊥) \). Then for any \( a∗ ∈ E∗ \), \( (V_1, V_1⊥a∗) = (aV_1, V_1⊥) ⊆ (V_1, V_1⊥) = 0 \). This means that \( V_1⊥a∗ ⊆ V_1⊥ \), so \( E ⊆ A_1 \).

Now we are ready to verify the conditions (i)–(v) and (vii) for \( V/V_1 \) and \( V_1⊥ \).

(i) \( \mathcal{Y}(E)V/V_1 = V/V_1 \). Clearly, \( \mathcal{Y}(E)V/V_1 ⊆ V/V_1 \). On the other hand, since \( \mathcal{Y}(E)V = V \), for any \( veV \), there exists \( v_i ∈ V \), \( s_i ∈ \mathcal{Y}(E) \)

\((i = 1, \ldots, k)\), so that

\[ v = \sum_{i=1}^{k} s_i v_i. \]

Thus, \( \overline{v} = \sum_{i=1}^{k} s_i \overline{v_i} \) in \( V/V_1 \), and hence \( V/V_1 ⊆ \mathcal{Y}(E)V/V_1 \).
(ii) $V_1^\perp(E)^* = V_1^\perp$. Since $W = W(E)^*$, for any $f \in W$,

$$f = \sum_{i=1}^{r} f_is_i^*$$

with $f_i \in W$, $s_i \in \mathcal{Y}(E)$. By proposition 0.14, there exists an idempotent element $e$ in $\mathcal{Y}(E)$ such that $s_ie = s_i$ and $s_i^* = s_i^* e^*$ for all $i$. Therefore,

$$fe^* = \sum_{i=1}^{r} f_is_i^* e^* = \sum_{i=1}^{r} f_is_i^* = f,$$

so

$$V_1^\perp = V_1^\perp \mathcal{Y}(E)^*.$$

(iii) $\mathcal{Y}(E) \subseteq \mathcal{Y}(A_1)$. If $sc \mathcal{Y}(E)$, then $sc \mathcal{Y}(A)$, so, by Proposition 0.16, $\dim_D sV < \infty$. So $\dim_D s(V/V_1) < \infty$ and $scA_1$. This means that $sc \mathcal{Y}(A_1)$.

(iv) $V/V_1$ is finitely generated $\mathcal{Y}(E)$-module. It is an immediate consequence from the assumption that $V$ is a finitely generated $\mathcal{Y}(E)$-module.

(v) Let $\Lambda_1$ be the set of all semi-linear transformations on $V/V_1$ induced from $\Lambda$; i.e., $\lambda \in \Lambda_1$ is given by

$$\lambda_1(v) = \lambda(v + V_1) = \lambda v + V_1 = \overline{\lambda v}$$

for all $v \in V$ and some $\lambda \in \Lambda$.

Let $G_1 = \{g_1 | g_1(a_1) = \lambda_1 \cdot a_1 \lambda_1, \forall a_1 \in A_1 \text{ and some } \lambda_1 \in \Lambda_1\}$. Evidently, $G_1$ is a group of automorphisms of $A_1$ and $[\Lambda_1 : DT_1] < \infty$, where the $T_1$ is the group of all linear transformations on $V/V_1$ contained in $\Lambda_1$.

(vii) $V/V_1$ is not a completely reducible $DE$-module since $n > 2$. 
Hence, by the induction hypothesis, there exists $p \neq 0$ in 
$\text{Hom}_D(V/V_{n-1}, V_2/V_1)$ so that $p\lambda_1V = \lambda_1pV$ for all $\lambda_1 \in \Lambda_1$ and $\forall \nu \in V/V_{n-1}$.

Now choose $Q$ with $V_2 \supseteq Q \supseteq V_1$ so that the image of $V/V_{n-1}$ under $p$ is $Q/V_1$. Certainly, $Q$ admits $\Lambda$, it might not admit $E$. Let

$$P = \sum_{\alpha \in \mathbb{E}} aQ.$$ 

Then $P$ is a $DE$-submodule of $V_2$ and $P/V_1$ is a completely reducible $DE$-submodule of $V_2/V_1$ by Proposition 0.5. It is easy to see that $P$ and $W/P^\perp$ are a pair of dual vector spaces with bilinear form given by

$$(v, f) = (v, f)$$

for $fe W/P^\perp$, $v \in P$.

Now let $A_2 = \mathcal{L}(P, W/P^\perp)$. Since $(W/P^\perp)^* \subseteq W/P^\perp$, $E$ can be considered as a subring of $A_2$. Next, we shall again verify the conditions (i) and (v) and (vii) for $P$ and $W/P^\perp$.

(i) $\gamma(E)P = P$. Since $\gamma(E)V = V$, $V$ is a homogeneous completely reducible $E$-module (by Proposition 0.15), hence, by Proposition 0.5, $P$ is. Applying Proposition 0.15 again, we have $\gamma(E)P = P$.

(ii) $(W/P^\perp)\gamma(E)^* = W/P^\perp$. We see that for any $feW$, there is $e = e^2$ in $\gamma(E)$ so that $f = fe^*$. Hence

$$fe = fe^* = f$$

for all $fe W/P^\perp$.

and so
\[(W/P^\perp)\gamma(E)^* = W/P^\perp.\]

(iii) \(\gamma(E) \subseteq \gamma(A_2).\) If \(se \gamma(E),\) then \(se \gamma(A),\) so \(\dim_D sV < \infty,\) so \(\dim_D sP < \infty.\) But \(se A_2,\) so \(se \gamma(A_2).\)

(iv) \(P\) is finitely generated \(\gamma(E)\)-module. Since \(V\) is completely reducible \(E\)-module, \(V\) is completely reducible \(\gamma(E)\)-module. By Proposition 0.4, \(V = \mathcal{F}P'\) (\(\gamma(E)\)-direct). \(P\) is then a finitely generated \(\gamma(E)\)-module since \(V\) is.

(v) Let

\[\Lambda_2 = \{\lambda_2 | \lambda_2 v = \lambda v \quad \forall v \in P \text{ and some } \lambda \in \Lambda\}.\]

Then \(\Lambda_2\) is a group of semi-linear transformations on \(P\) since \(\Lambda\) admits \(Q\) and so admits \(P.\)

Let

\[G_2 = \{a_2: a_2^{\lambda_2} a_2^{-1} \lambda_2, \forall a_2 \in A_2 \text{ and some } \lambda_2 \in \Lambda_2\}.\]

Evidently, \(G_2\) is a group of automorphisms of \(A_2\) and \([\Lambda_2 : DT_2] < \infty\) where \(T_2\) is the group of all linear transformations on \(P\) contained in \(\Lambda_2.\)

(vii) \(P\) is not completely reducible \(DE\)-module since \(P \neq V_1.\)

Therefore, we can use the induction hypothesis again to obtain a \(q \neq 0\) in \(\text{Hom}_D(P/V_1, V_1)\) so that

\[q\lambda_2 v = \lambda_2 qv \quad \forall \lambda_2 \in \Lambda_2, \forall v \in P/V_1.\]

Now since \(q \neq 0\) and \(P/V_1 = \sum_{a \in E} a(Q/V_1),\) there exists an \(aeE\) such
that \( qa(Q/V_1) \neq 0 \). Consider the mapping \( \text{gap} \) in \( \text{Hom}_D(V/V_{n-1}, V_1) \),

\[
\text{gap}(V/V_{n-1}) = qa(Q/V_1) \neq 0
\]

Also, for any

\[
\lambda \in \Lambda, \quad \bar{v} \in V/V_{n-1},
\]

\[
\lambda \text{gap} \bar{v} = \lambda_2 \text{gap} \bar{v} = q \lambda_2 \text{ap} \bar{v} = q a \lambda_2 \bar{p} \bar{v}
\]

\[
= q a \lambda \bar{p} \bar{v} = q a \lambda_1 \bar{p} \bar{v} = q a \lambda_1 \bar{v} = q a \bar{p} \bar{v}.
\]

Therefore, \( \text{gap} \) may be taken as the desired \( \bar{h} \).
CHAPTER 3
PROOF OF THE MAIN THEOREM (CONTINUED)

In this chapter, we will consider the case $n = 2$. In this case, $V_1$ and $V/V_1$ are completely reducible DE-modules. Write $V = V_1 \Theta U$ (D-direct) and let $\overline{A} = \text{End}_D V$ and

$$\overline{A}_{V_1} = \{a \in \overline{A} | a V_1 \subseteq V_1\}.$$

It is obvious that $\overline{A}_{V_1}$ is a subring of $\overline{A}$ containing $E$, and we have maps

$$\Theta : \overline{A}_{V_1} \rightarrow \text{End}_D V_1 = B$$
$$\phi : \overline{A}_{V_1} \rightarrow \text{End}_D U = C$$
$$\delta : \overline{A}_{V_1} \rightarrow \text{Hom}_D (U, V_1) = H$$

given by

$$av = \Theta(a)v$$
$$au = \phi(a)u + \delta(a)u$$

for $a \in \overline{A}_{V_1}$, $u \in U$, $v \in V_1$. Then $\Theta$ and $\phi$ are ring epimorphisms and $\delta$ is a $\Theta$-$\phi$ derivation, i.e.,

$$\delta(ab) = \Theta(a)\delta(b) + \delta(a)\phi(b), \quad a, b \in \overline{A}_{V_1}.$$

We shall show that $\Theta$ and $\phi$ are one to one maps on $E$.

Let $\mathcal{C} = \{a \in E | \Theta(a) = 0\}$. If $\mathcal{C} \neq 0$, then, as an ideal of $E$,

$$\mathcal{C} \supseteq \mathcal{J}(E).$$

It would follow that $\mathcal{J}(E)V_1 = 0$, a contradiction. Hence,
\( \mathcal{U} = 0, \mathcal{O} \) is a one to one mapping from \( E \) onto \( \mathcal{O}(E) \), and hence \( \mathcal{O}(E) \) is a subring of \( B \). Since \( B \) can be considered as a sub-algebra of \( \overline{A} \), and 
\( \mathcal{Y}(E) \subseteq \mathcal{Y}(\overline{A}) \), by Lemma 1.3, \( \mathcal{L}_A(E) \) is a finite dimensional algebra over \( Z \). Hence \( \mathcal{X} = \mathcal{L}_B(\mathcal{O}(E)) \) being a sub-algebra of \( \mathcal{L}_A(E) \), is a finite dimensional algebra over \( Z \).

Moreover, since \( V_1 \) is a completely reducible \( DE \)-module by Proposition 0.6, \( V_1 \) is a completely reducible \( \mathcal{X} \)-module so \( \mathcal{X} \) is semi-simple.

Now, let \( \mathcal{L} = \{ aeE | \phi(a) = 0 \} \). If \( \mathcal{L} \neq 0 \), then, as an ideal of \( E \), \( \mathcal{L} \supseteq \mathcal{Y}(E) \) and this would imply that

\[
V = \mathcal{Y}(E)V \subseteq \mathcal{L}V \subseteq V_1
\]
a contradiction. Hence, \( \mathcal{L} = 0 \), so \( \phi \) is an isomorphism from \( E \) onto \( \phi(E) \).

Let \( \phi \) be the projection on \( U \) along \( V_1 \). Then, for any \( aeE \) and \( veV \),

\[
v = v_1 + u \text{ with } v_1 \in V_1, \ u \in U, \\
\phi(av) = \phi(a(v_1 + u)) = \phi(a) = \phi(\phi(a)u + \delta(a)u) \\
= \phi(a)u = \phi(a)\phi(v)
\]

so

\[
U = \phi(V) = \phi(\mathcal{Y}(E)V) = \phi(\mathcal{Y}(E))\phi(V) \\
= \mathcal{Y}(\phi(E))\phi(V) = \mathcal{Y}(\phi(E))U.
\]

Now, we claim that \( U \) is a finitely generated \( \mathcal{Y}(\phi(E)) \)-module. To
see this, let \((v_1, \ldots, v_m)\) generate \(V\) over \(\mathcal{Y}(E)\). Then for any \(u \in U\),

\[
u = \phi(u) = \phi(a_1v_1 + \ldots + a_mv_m)
\]

\[
= \phi(a_1)\phi(v_1) + \ldots + \phi(a_m)\phi(v_m).
\]

This means that \(U\) is generated by \((\phi(u_1), \ldots, \phi(u_m))\) over \(\mathcal{Y}(\phi(E))\).

We assert that \(\mathcal{Y}(\phi(E)) \subseteq \mathcal{Y}(C)\). Indeed, for any \(s \in \mathcal{Y}(E)\),

\[
dim_D sV < \infty, \text{ hence } dim_D \phi(sV) < \infty.
\]

However, \(\phi(sV) = \phi(s)\phi(V) = \phi(s)U\), so \(\dim_D \phi(s)U < \infty\) and hence \(\phi(s) \in \mathcal{Y}(C)\). Thus \(\mathcal{Y}(\phi(E)) = \phi(\mathcal{Y}(E)) \subseteq \mathcal{Y}(C)\).

By Lemma 1.3, \(\mathcal{Y} = \mathcal{L}_C(\phi(E))\) is a finite dimensional algebra over \(Z\).

Also, since \(U\), \(D\)-isomorphic to \(V/V_1\), is a completely reducible \(D\ \phi(E)\)-module, by Proposition 0.6. \(U\) is a completely reducible \(\mathcal{Y}\)-module and hence by Lemma 1.1, \(\mathcal{Y}\) is semi-simple.

Now, let \(\mathcal{B} = \text{End } H\). We have the mapping \(B+\mathcal{B}\) given by

\[
(bh)u = b(hu), \quad h \in H.
\]

Since \(HU = V_1\), the above mapping is an injection. We will think of \(B\) as a subring of \(\mathcal{B}\).

Likewise, we have the mapping \(C+\mathcal{B}\) given by

\[
(ch)u = h(cu), \quad h \in H,
\]

and again this mapping has zero kernel but it switches the multiplica-
tion so we will think of $C^0$, the reciprocal ring of $C$, as a subring of $\mathcal{K}$.

Now, we want to show that the subring generated by $\mathcal{K}$ and $Y^0$ is isomorphic to $\mathcal{K} \otimes \mathbb{Z} Y^0$. It will suffice to show that $\mathcal{K} \otimes \mathbb{Z} Y^0 \cong \mathcal{K} Y^0$. To see this, we will apply Proposition 0.20. Obviously $B$ is an algebra over $\mathbb{Z}$, $\mathcal{J}(B)$ is central simple ideal of $B$, and $[B, Y^0] = 1$. Also $\mathcal{J}(B)z^0 = 0$ with $z$ in $Y^0$ would imply $\mathcal{J}(B)Hz = 0$ in $H$ or $\mathcal{J}(B)V_1 = 0$ contradicting the fact that $\mathcal{J}(B)V_1 = V_1$. Hence, $\mathcal{J}(B)z^0 = 0$ implies $z^0 = 0$. Moreover, by Proposition 0.19, $\{b_1, \ldots, b_m\}$ being a linear independent set in $B$ over $\mathbb{Z}$ assures the existence an $x$ in $B \otimes \mathbb{Z} I$ such $(xb_1, \ldots, xb_m)$ is a linear independent subset of $\mathcal{J}(B)$. Therefore, by Proposition 0.20, $\mathcal{K} \otimes \mathbb{Z} Y^0 = B Y^0$. Since $\mathcal{K}$ and $Y^0$ both are semi-simple, by Proposition 0.22, $\mathcal{K} Y^0 \cong \mathcal{K} \otimes \mathbb{Z} Y^0$ is a quasi-Frobenius ring.

Since $\Lambda V_1 \subseteq V_1$, we can define the mapping $\Theta$, $\phi$ and $\delta$ on $\Lambda$ as before:

$\Theta : \Lambda \ast \text{the group of semi-linear transformations on } V_1$,

$\phi : \Lambda \ast \text{the group of semi-linear transformations on } U$,

$\delta : \Lambda \ast \text{the set of semi-linear transformations from } U \text{ to } V_1$,

given by

$\lambda v = \Theta(\lambda)v$

$\lambda u = \phi(\lambda)u + \delta(\lambda)u$

for $u \in U$, $v \in V_1$ and $\lambda \in \Lambda$.

Clearly, the mapping

$\rho(\lambda) : h \ast \Theta(\lambda)h \phi(\lambda^{-1})$
is an endomorphism on $H$.

First, we shall prove the following lemma:

Lemma 3.1. Under the assumptions of our main theorem with $n = 2$, suppose that $\lambda_1, \ldots, \lambda_t$ are representatives for the left cosets of $D \Gamma$ in $\Lambda$. If

$$\alpha_1 \rho(\lambda_1) + \ldots + \alpha_t \rho(\lambda_t) = 0$$

in $\text{End } H$ with $\alpha_i \in \mathcal{B}^0$, then $\alpha_i = 0$, $i = 1, \ldots, t$.

Proof: Let $\sigma_1, \ldots, \sigma_t$ be the automorphisms of $D$ associated with $\lambda_1, \ldots, \lambda_t$ respectively. Certainly, we may assume that $\lambda_1 = 1$. Suppose $\alpha_i$ are not all zero and $I$ is the group of inner automorphisms on $D$. We claim that $\sigma_i \neq \sigma_j$ mod $I$ for $i \neq j$. Indeed, if $\sigma_i \sigma_j^{-1}(x) = dx^{-1}$ for all $x \in D$ with $d \in D$ then, for all $x$ in $D$, all $v$ in $V$,

$$d^{-1}(\lambda_i \lambda_j^{-1})(xv) = d^{-1}(\sigma_i \sigma_j^{-1}(x))\lambda_i \lambda_j^{-1}(v)$$

$$= d^{-1}dxd^{-1}\lambda_i \lambda_j^{-1}v = xd^{-1}(\lambda_i \lambda_j^{-1})v$$

and it would imply that

$$d^{-1}\lambda_i \lambda_j^{-1} \in T \quad \text{or} \quad \lambda_i = dt\lambda_j$$

for some $t \in T$ a contradiction.

Now let $\{s_i\}$ be a $D$-basis for $V_1$. Set $S_1 : V_1 \rightarrow V_1$ given by

$$S_1(\sum_k d_k s_k) = \sum_k \sigma_i(d_k)s_k, \quad d_k \in D$$

and
\[ T_i \in \text{End}_D V_1 \]

by

\[ T_i \xi_k = \sum_j s_{ikj} \xi_j \]

if

\[ \Theta(\lambda_i) \xi_k = \sum_j s_{ikj} \xi_j \]

with \( s_{ikj} \) in \( D \). Then

\[ T_i S_i \left( \sum_k d_k \xi_k \right) = T_i \sum_k \sigma_i(d_k) \xi_k = \sum_{k,j} \sigma_i(d_k) s_{ikj} \xi_j, \]

and

\[ \Theta(\lambda_i) \sum_k d_k \xi_k = \sum_k \sigma_i(d_k) \Theta(\lambda_i) \xi_k = \sum_{k,j} \sigma_i(d_k) s_{ikj} \xi_j, \]

so

\[ \Theta(\lambda_i) = T_i S_i \]

for all \( i \).

Let \( \{ C_k \} \) be a \( Z \)-basis for \( C \) and

\[ \alpha_i = \sum_k (b_{ik})_I (C_k)_r \]

with \( b_{ik} \) in \( B \). By the above assertion, we can form the equation (1) as

\[ \sum_{i,k} b_{ik} S_i h \phi(\lambda_i^{-1}) C_k = 0 \]  \( \text{(2)} \)

in \( H \) for all \( h \in H \), and also we can assume that \( b_{11} \neq 0 \).

Since \( Bb_{11}B \) is a non-zero ideal in \( B \), we have
We then choose $b_{11}$ in $\mathcal{Y}(B)$ with $b_{11} \neq 0$ and

$$b_{11} = \sum b_p b_{11} b'_p, \quad b_p, b'_p \in B.$$ 

Multiply the identity (2) by $b_p$ from left. We obtain

$$\sum_i \sum_k b_p b_{1k} s_i h \phi(\lambda_i^{-1}) c_k = 0.$$ 

Replacing $h$ then by $b'_p h$, we have

$$\sum_{i, k} b'_p b_{1k} s_i b'_p h \phi(\lambda_i^{-1}) c_k = 0,$$ 

Sum over $f$. We get

$$\sum_{i, k} b'_i b_{1k} s_i h \phi(\lambda_i^{-1}) c_k = 0$$ (3)

for all $h$ in $H$, where

$$b'_i = \sum p b_p b_{1k} s_i b'_p s_i^{-1},$$

in $B$.

Let $e \in B$ given by $e \xi_1 = \xi_1$ and $e \xi_j = 0$ for $j \neq 1$. Then, obviously, $e \in \mathcal{Y}(B)$.

Now we select $b'_{11} = e$ and assume that the expression (3) has the smallest number of non-zero $b'_{1k}$. Then by (3)

$$\sum_{i, k} (1-e) b'_i b_{1k} s_i h \phi(\lambda_i^{-1}) c_k = 0.$$
in which the first term is

$$(1-e) e S_1 h_1 (\lambda_1^{1-1}) C_k = 0$$

since $e^2 = e$, so

$$(1-e)b_{ik}' = 0$$

for all $i$ and $k$.

Now if

$$b_{ik}' \xi_j = \sum_l d_{ikj} l \xi_l$$

then

$$0 = (1-e)b_{ik}' \xi_j = \sum_l (1-e) d_{ikj} l \xi_l = \sum_l d_{ikj} l (1-e) \xi_l.$$  

But

$$(1-e) \xi_l = \xi_l \quad \text{for all } l \neq l,$$

hence

$$d_{ikj} l = 0 \quad \text{for all } l \neq l,$$

and

$$b_{ik} V_1 \subset < \xi_1 >$$

the $D$-space generated by $\xi_1$, for all $i$ and $k$. 
We note that \( S_i(1-e) = (1-e)S_i \) for all \( i \), since

\[
S_i(1-e) \sum_k d_k \xi_k = S_i \sum_{k \neq 1} d_k \xi_k = \sum_{k \neq 1} \sigma_i(d_k) \xi_k
\]

and

\[
(1-e)S_i \sum_k d_k \xi_k = (1-e) \sum_k \sigma_i(d_k) \xi_k = \sum_{k \neq 1} \sigma_i(d_k) \xi_k.
\]

Now in (3) replacing \( h \) by \((1-e)h\), we obtain

\[
\sum_{i,k} b_{ik} S_i(1-e)h\phi(\lambda_i^{-1})C_k = 0
\]

for all \( h \) in \( H \), or

\[
\sum_{i,k} b_{ik}' (1-e)S_i h\phi(\lambda_i^{-1})C_k = 0
\]

for all \( h \) in \( H \). From (3) and (4), we have by subtraction

\[
\sum_{(i,k) \neq (1,1)} [(1-e)b_{ik}' - b_{ik}'(1-e)] S_i h\phi(\lambda_i^{-1})C_k = 0
\]

for all \( h \) in \( H \), in which the first term is equal to zero. Hence

\[
(1-e)b_{ik}' - b_{ik}'(1-e) = 0
\]

for all \( i \) and \( k \).
But we have seen before that

\[(1-e)b_{ik} = 0\]

so

\[b_{ik}'(1-e) = 0 \quad \text{or} \quad b_{ik}' = b_{ik} e\]

for all \(i\) and \(k\). Thus, for \(j \neq 1\),

\[b_{ik}'s_j = b_{ik}s_j' = 0\]

and

\[b_{ik}'s_1 = d_{ik}s_1\]

for some \(d_{ik} \neq 0\) in \(D\).

Now for each \(d \neq 0\) in \(D\), let \(T_d\) be the linear transformation given by

\[T_d s_k = ds_k\]

In identity (3), replace \(h\) by \(T_d h\) and then multiply \(T_{d^{-1}}\) from the left in both sides of the obtained identity. We obtain

\[
\sum_{i,k} T_{d^{-1}} b_{ik} s_i T_d h s_j(s_i^{-1}) C_k = 0 \quad (5)
\]

for all \(h\) in \(H\).
Remark that since for all $j$

$$( S_i T_d S_i^{-1} )_{ij} = S_i T_d S_i = S_i T_d = \sigma_i (d) \xi_j$$

we have

$$S_i T_d = T \sigma_i (d) S_i.$$ 

From identity (5), we have

$$\sum_{i,k} T_{d-1} b_{ik} T \sigma_i (d) S_i h(\lambda_i^{-1}) C_k = 0$$

(6)

for all $h \in H$.

From (3) and (6) by subtraction, we have

$$\sum_{i,k} (T_{d-1} b_{ik} T \sigma_i (d) T - b_{ik}) S_i h(\lambda_i^{-1}) C_k = 0$$

for all $h \in H$, in which the first term is

$$T_{d-1} b_{ik} T \sigma_i (d) T - b_{ik} = 0,$$

so

$$b_{ik} = T_{d-1} b_{ik} T \sigma_i (d).$$

for all $i$ and $k$. It follows that

$$d_{ik} \xi_1 = b_{ik} \xi_1 = (T_{d-1} b_{ik} T \sigma_i (d) \xi_1$$

$$= T_{d-1} b_{ik} \sigma_i (d) \xi_1 = T_{d-1} \sigma_i (d) b_{ik} \xi_1$$

$$= T_{d-1} \sigma_i (d) d_{ik} \xi_1 = \sigma_i (d) d_{ik} \xi_1.$$
so
\[ d_{ik} = \sigma_i(d) d_{ik} d^{-1} \]
or
\[ \sigma_i(d) = d_{ik} d d_{ik}^{-1} \]
for all \( i \) and \( k \). This means \( \sigma_i \equiv \sigma_1 \) mod \( I \) and hence \( t = 1 \), so \( b_{11} = 0 \) a contradiction. This completes the proof of the lemma. Notice that the lemma generalizes the classical lemma of Dedekind.

Now we go back to our proof of the main theorem. Let
\[ F = \sum_{i=1}^{t} \mathcal{X} \mathcal{Y} \rho(\lambda_i) \]
where \( (\lambda_1, \ldots, \lambda_t) \) is again a set of representatives for the cosets of \( DT \) in \( \Lambda \) and \( \lambda_1 = 1 \). Then for any \( i \) and \( j \), there are \( d \in D, t \in T \) and \( a \lambda_k \) so that
\[ \lambda_i \lambda_j = dt \lambda_k. \]

Also, for \( h \in H \)
\[ \rho(\lambda_i) \rho(\lambda_j) h = \Theta(dt \lambda_k) h \varphi(\lambda_k^{-1} t^{-1} d^{-1}) = \Theta(t) \Theta(\lambda_k) h \varphi(\lambda_k^{-1} t^{-1}) = \Theta(t) \rho(\lambda_k) h \varphi(t^{-1}) \]
where \( t \) commutes with elements of \( E \) so \( \Theta(t) \in \mathcal{X} \) and \( \phi(t^{-1}) \in \mathcal{Y} \). Hence
\[ \rho(\lambda_i) \rho(\lambda_j) \in \mathcal{X} \mathcal{Y}^0 \rho(\lambda_k) \subseteq F. \]

Since
\[ \Theta(\lambda_i) x \Theta(\lambda_1^{-1}) \in \mathcal{X} \]
and
\[ \phi(\lambda_1^{-1}) y \phi(\lambda_1) \in \mathcal{Y} \]
we have
\[ \Theta(\lambda_1) \mathcal{X} = \mathcal{X} \Theta(\lambda_1) \]
and
\[ \phi(\lambda_1^{-1}) \mathcal{Y} = \mathcal{Y} \phi(\lambda_1^{-1}) \]
so \( F \) is a subring of \( \text{End} \ H \) containing \( \mathcal{X} \mathcal{Y}^0 \) and \( F \) is a finitely generated \( \mathcal{X} \mathcal{Y}^0 \)-module.

Now consider the mapping \( \mu \) from \( F \) onto \( \mathcal{X} \mathcal{Y}^0 \) given by
\[
\mu \left( \sum_{i=1}^{t} \sum_{j=1}^{m} x_{ij} y_{ij}^0 \rho(\lambda_1) \right) = \sum_{j=1}^{m} x_{ij} y_{ij}^0
\]
This mapping is uniquely defined since by Lemma 1.4 each element in \( F \) has a unique expression as a linear combination on \( \rho(\lambda_1) \)'s over \( \mathcal{X} \mathcal{Y}^0 \).

Moreover, for any \( x \) in \( \mathcal{X} \), \( y \) in \( \mathcal{Y} \)
\[
\mu \left( \sum_{i=1}^{t} \sum_{j=1}^{i} x_{ij} y_{ij}^o \rho(\lambda_i) \right)
= \sum_{j=1}^{i} x_{ij} y_{ij}^o j
= xy^o \mu \sum_{i=1}^{t} \sum_{j=1}^{i} x_{ij} y_{ij}^o \rho(\lambda_i)
\]

and there are no one-sided ideals of \( F \) other than zero contained in the kernel of \( \mu \). Therefore, \( \mu \) is a Frobenius homomorphism from \( F \) onto \( \mathfrak{g}^o \). Thus, \( F \) is a Frobenius extension of \( \mathfrak{g}^o \), and by Proposition 0.21, \( F \) is quasi-Frobenius ring.

Now, we know that \([\Lambda, B] = 1\) and \( \Lambda V_1 \subseteq V_1 \), so \([\Theta(\Lambda), \Theta(B)] = 1\) and \([\phi(\Lambda), \phi(B)] = 1\). Also, for \( \lambda \in \Lambda, a \in E \),

\[
\delta(a\lambda) = \delta(\lambda a),
\]
or

\[
\delta(a)\phi(\lambda) + \Theta(a)\delta(\lambda) = \delta(\lambda)\phi(a) + \Theta(\lambda)\delta(a),
\]
or

\[
\Theta(\lambda)\delta(a) - \delta(a)\phi(\lambda) = \Theta(a)\delta(\lambda) - \delta(\lambda)\phi(a),
\]

where

\[
\delta(a) \in \text{Hom}_D(U, V_1)
\]
Let
\[ L = \{ \eta \in F \mid h(\eta) \in H \} \text{ with } \eta \delta(a) = \Theta(a)h - h\phi(a), \forall a \in E \}. \]

If \( \xi \in \mathcal{X}, \zeta \in \mathcal{Y}, \eta \in \mathcal{L} \), then
\[
\xi^0 \rho(\lambda_1) \eta(a) = \xi \rho(\lambda_1) \eta(a) \xi
\]
\[ = \xi \Theta(\lambda_1) [\Theta(a)h - h\phi(a)] \rho(\lambda_1^{-1}) \xi
\]
\[ = \xi \Theta(a) \Theta(\lambda_1) h\phi(\lambda_1^{-1}) \xi - \xi \Theta(\lambda_1) h\phi(\lambda_1^{-1}) \phi(a) \xi
\]
\[ = \Theta(a) \xi \Theta(\lambda_1) h\phi(\lambda_1^{-1}) \xi - \xi \Theta(\lambda_1) h\phi(\lambda_1^{-1}) \phi(a) \xi
\]
so \( L \) is a left ideal in \( F \).

Furthermore, \( L \neq F \) since \( 1 \in \mathcal{L} \) would imply the existence of \( h \in \mathcal{H} \) with
\[ \delta(a) = \Theta(a)h - h\phi(a) \]
for all \( a \) in \( \mathcal{E} \); i.e., \( \delta \mid \mathcal{E} \) is inner \( \Theta\phi \)-derivation. Consider
\[ X = \{ u - h(u) \mid u \in U \} \subseteq \mathcal{V}. \]

\( X \) is a \( D \)-module and
\[ X \cap V_1 = \{ 0 \} \]
since
\[ w = u - h(u) \in V_1 \]
implies

\[ u = h(u) + w \in U \cap V_1 = \{0\} \]

so \( h(u) = 0 \) and hence \( w = 0 \). Moreover, for any \( w \in V_1 \), \( v = u + w \) with \( u \) in \( U \), \( w \) in \( V_1 \) and then

\[ v = u - h(u) + h(u) + w \in X + V_1 \]

Hence

\[ V = X \cap V_1 \quad \text{(D-direct).} \]

Now we assert that \( X \) is a \( \mathbb{D}\mathbb{E} \)-module. In fact, for \( a \in \mathbb{E} \) and \( u \in U \),

\[ a(u - h(u)) = \Theta(a)u - \Theta(a)hu \]

\[ = \Theta(a)u - \delta(a)u - h\phi(a)u \]

\[ = \phi(a)u - h\phi(a)u \in X. \]

This fact contradicts our assumption that \( V_1 \) is the \( \mathbb{D}\mathbb{E} \)-socle of \( V \).

Therefore, \( 1 \notin L \) and \( L \neq F \).

Now since \( F \) is quasi-Frobenius ring and \( L \neq F \), the set

\[ \{ x \in F | Lx = 0 \} \neq 0, \]

so there exists \( f \neq 0 \) in \( F \) so that \( Lf = 0 \), and so a \( p \) in \( H \) exists with
\( h = \lambda p \neq 0 \) and \( Lh = 0 \). However,

\[
\Theta(\lambda^{-1}) [\Theta(\lambda) - \phi^{O}(\lambda)] \delta(a)
\]

\[
= \Theta(\lambda^{-1}) [\Theta(\lambda) \delta(a) - \delta(a) \phi(\lambda)]
\]

\[
= \Theta(\lambda^{-1}) [\Theta(a) \delta(\lambda) - \delta(\lambda) \phi(a)]
\]

\[
= \Theta(a) [\Theta(\lambda^{-1}) \delta(\lambda)] - [\Theta(\lambda^{-1}) \delta(\lambda)] \phi(a),
\]

and

\[
\Theta(\lambda^{-1}) [\Theta(\lambda^{-1}) - \phi^{O}(\lambda)] = 1 - \rho(\lambda^{-1}) eF,
\]

and

\[
\Theta(\lambda^{-1}) \delta(\lambda) \in H,
\]

so

\[
\Theta(\lambda^{-1}) [\Theta(\lambda) - \phi^{O}(\lambda)] \in L \quad \forall \lambda \in \Lambda.
\]

Hence

\[
\Theta(\lambda^{-1}) [\Theta(\lambda) - \phi^{O}(\lambda)] h = 0 \quad \forall \lambda \in \Lambda
\]

or

\[
\Theta(\lambda) h - h \phi(\lambda) = 0 \quad \forall \lambda \in \Lambda.
\]

This \( h \) induces an \( \overline{H} \neq 0 \) in \( \text{Hom}_D(V/V_1, V_1) \) with \( \overline{h} \lambda \overline{v} = \lambda \overline{h} \overline{v}, \quad \forall \lambda \in \Lambda, \overline{v} \in V/V_1 \). This completes the proof.
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