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CHAPTER I

Introduction

This dissertation presents novel mathematical models and algorithms to accu-

rately represent and efficiently solve workforce planning problems. Workforce plan-

ning is an important process that: (1) enables organizations to determine the most

efficient workforce composition, and (2) provides a basis to recruit and/or reorganize

the workforce to achieve organizational goals.

A workforce plan is a framework for making staffing decisions based on an orga-

nization’s mission, strategic plan, budget, and a set of required worker skills. An

effective workforce plan has the right number of workers with the right skills in the

right place at the right time [80]. Unfortunately, simultaneously determining the

workforce allocation – the number of workers with each skill set available during

the planning horizon – and the workforce utilization – the sequence of tasks sched-

uled during the planning horizon to meet customer demand – is not a trivial task.

Workforce planning problems often have characteristics that are either difficult to

model or pose challenges to tractability when using mathematical programming (MP)

techniques, including:

Non-linear relationships: When a worker must be paid for an entire shift even if

she is not assigned enough tasks to fill the shift, the workforce cost is a non-linear

1
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function of the duration of tasks assigned. Non-linear relationships between decisions

like this one are quite common in workforce planning problems. Unfortunately, the

most successful methods for solving mathematical models are found in cases where

the objective function and all constraints are linear. These non-linear relationships

add significant difficulty to modeling workforce planning problems.

Weak linear programming (LP) relaxation: There is a strong interaction between

workforce allocation decisions (i.e., how many workers to hire and what skills each

worker should have) and workforce utilization decisions (i.e., what tasks to assign

each worker). This interaction suggests that there could be several benefits for solving

the two problems simultaneously. However, when a worker must be present for the

entire shift even if she is not assigned enough tasks to fill the shift, these problems

have a weak LP relaxation. Instead of integer workers, the LP relaxation allocates

fractional workers to avoid paying for unused capacity. These fractional allocation

variables lead to large branch-and-bound trees and very slow run times. Weak LP

relaxations present a significant challenge to solving workforce planning problems.

Using an automotive stamping manufacturing environment as a demonstrative ex-

ample, this dissertation presents solution techniques that leverage strengths of both

mathematical programming and search-based algorithms to overcome these modeling

and tractability challenges. Computational results based on data from a major auto-

motive manufacturer demonstrate how the models and algorithms developed provide

high-quality, realistic solutions in reasonable run times.

This chapter is organized as follows. Section 1.1 describes integrated workforce

allocation and utilization problems. This section presents examples of integrated

workforce allocation and utilization problems and describes Shift-Workforce Allo-

cation and Utilization problems (SWA-WU). SWA-WU is the class of integrated
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workforce allocation and utilization problems addressed in this dissertation. The

section concludes with a discussion of the challenges to accurately modeling and effi-

ciently solving SWA-WU. A high-level overview of the solution techniques used in the

dissertation is discussed in section 1.2. The chapter concludes with the organization

of the dissertation in section 1.3.

1.1 Workforce Allocation and Utilization

Many workforce planning problems include two sets of decisions: how many work-

ers to hire (workforce allocation) and how to assign these workers to tasks (workforce

utilization).

Often these decisions are made sequentially to achieve tractability (e.g., [20] and

[41]). Considering both decisions simultaneously, however, may make it possible to

complete all of the tasks in a reduced amount of time or with a reduced number of

workers. This can result in significant savings in facility operating costs, overhead

costs, etc., which often dominate the cost of performing the actual tasks. The integra-

tion of the workforce allocation (WA) decisions with the workforce utilization (WU )

decisions will be referred to as Workforce Allocation and Utilization (WA-WU).

1.1.1 Examples

Examples of WA-WU can be found in many applications such as healthcare,

manufacturing and call centers.

[23] reviews nurse rostering problems. This review paper addresses producing a

periodic (e.g., weekly, bi-weekly, monthly, etc.) duty roster for nursing staff, subject

to a variety of objectives (e.g., minimize infeasibility, minimize uncovered shifts,

and minimize cost) and constraints (e.g., personnel policies, legal regulations, nurses

preferences and many other hospital-specific requirements). Although not all nurse
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rostering problems are WA-WU, this paper does discuss a set of nurse allocation and

utilization problems where nurses are assigned specific tasks throughout the planning

horizon (ex. [21] and [57]).

[2], [6], [39] and [64] all are examples of WA-WU problems found in manufacturing.

In this environment every production schedule (i.e., task start times and durations)

corresponds to a daily workforce allocation. Altering the production schedule can

change the daily workforce allocation. The goal is to to find the lowest-cost workforce

allocation that corresponds to a production schedule that meets demand.

WA-WU also occurs in call centers. Unlike the manufacturing applications, the

exact type and the number of tasks that need to be completed is not known a priori.

Instead the input data for a WA-WU in a call center is a workforce requirement

pattern (i.e., the number of workers required during every half-hour) and a desired

service level. [42] and [82] discuss solution techniques used in this area.

WA-WU can also be found in a variety of other areas such as public transportation

([30]) and construction ([50]).

[38] provides an overview of the solution techniques used to model WA-WU and

a summary of the areas in which WA-WU can be found.

1.1.2 Shift-Workforce Allocation and Utilization (SWA-WU)

This dissertation focuses on a set of problems within WA-WU which we refer to

as Shift-Workforce Allocation and Utilization.

In SWA-WU the planning horizon is broken into a finite set of shifts. In the most

basic case, shift-workforce allocation decisions select a set of shifts where workers

are available to complete tasks. These shifts might represent time periods in a

manufacturing plant, call shifts in a telemarketing facility, or available slots in a set

of hospital operating rooms. Once a subset of these shifts has been “turned on”
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(i.e., selected for workers to be available), these shifts become available to schedule

tasks such as final assembly, customer surveys, or surgical procedures; conversely,

workers are unavailable and tasks are prevented from being scheduled during those

shifts which have not been selected.

Note that the candidate shifts need not necessarily represent contiguous blocks of

time. Examples of this can be found in manufacturing. For instance, the automotive

stamping problem considered in this dissertation considers three daily shifts of eight

hours each (first, second, and third shift). The planning horizon spans multiple days,

however, and if the first shift is “turned on,” then workers must be available for all

first shifts in that horizon, not just a single day.

This definition of shift-workforce allocation can be broadened to not only include

the single binary decision for each shift of whether or not to enable it, but also a

wider class of worker characteristics for each shift. For example, a manufacturing

facility might have workers with three distinct skill sets (A, B, and C ) and workers

in each skill set are trained to complete a specific set of tasks. Thus, instead of one

decision for each candidate shift s in the planning horizon, this problem might have

three: Should workers of skill set A be available during shift s? Should workers of

skill set B be available during shift s? Should workers of skill set C be available

during shift s? A telemarketing call center may care not only about whether or

not calls are being made, but which language skills the employees have (e.g., Can

calls be made to Spanish-speaking households?). Likewise in healthcare, surgeons

are qualified to complete different procedures and thus the question is no longer

“Are surgeons available to preform operations during shift s?” but becomes “Are

type o surgeons available to preform operations during shift s?” for some finite set

of surgeon types.
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Moreover, the shift-workforce decision can assign capacity to shifts, where the

decision of how many is added to turning “on” a characteristic. This is required

when more than one worker is required to complete a single task. An example of

this would be “Should five workers of skill set A be available during shift s?”

Adding further complexity to the selection of shift-workforce characteristics is the

fact that there may be interdependence between these decisions. For example, in the

manufacturing context, workers with skill set A may never be needed at the same

time that a worker with skill set B is needed. Alternatively, while a worker with

skill set C is completing tasks, a worker with either skill set A or skill set B must be

present.

Finally, the cost of the chosen shift-workforce characteristics may not be linear

with respect to the number of tasks occurring simultaneously. For example, in surgi-

cal scheduling it might be necessary to have an administrator available whenever any

one of the operating rooms is scheduled, but this administrator can be shared across

all of the enabled operating rooms and thus the associated cost does not increase as

the number of scheduled suites increases.

In the SWA-WU problem, the goal is to find the minimum-cost workforce alloca-

tion such that it provides adequate opportunity to sequence a collection of pre-defined

tasks.

Shift-Workforce Allocation (SWA) Decisions

A shift-workforce allocation is the number of workers with each skill set available

during each shift. The assumptions concerning SWA decisions are as follows:

1. There is a heterogeneous workforce. This workforce can be described with a

finite set of worker skill sets.
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2. The set of candidate shifts is finite, discrete, and pre-specified.

3. The length of each shift is pre-determined (but shifts are not all required to be

the same length).

4. Workers are scheduled to work for entire shifts. A worker must be paid for the

entire shift even if she is not assigned enough tasks to fill the shift.

5. At a minimum, there is a decision for each shift of whether to turn it “on” or

“off”. More broadly, there may be multiple decisions for each shift corresponding

to a variety of characteristics. For example, in manufacturing, there may be

decisions about the number of workers of each skill set available during each

shift.

6. The fixed cost associated with the size, availability and skills of the workforce

allocated (i.e., the SWA solution) is substantial. It greatly dominates any ad-

ditional costs associated with the workforce utilization (WU) decisions of how

to perform tasks within the chosen shifts.

7. The SWA-WU cost function is restricted to be linear in the SWA decisions.

Note that the objective does not need to be linear with respect to the WU

decisions. In other words, the workforce cost grows linearly with respect to the

number of workers hired, however the workforce cost does not have to be linear

function of the duration (or number) of tasks assigned.

8. Each SWA decision imposes a capacity limit on the WU decisions, which can be

written as a linear constraint or set of linear constraints; the SWA decision serves

as the right-hand side (i.e., upper bound) of these constraints. An example of

this is :
∑

t ltxts ≤ dsys, where xts equals one if task t is assigned during shift
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s (zero, otherwise), ys equals one if s is “turned on” (zero, otherwise), ds is the

duration of shift s, and lt is the length of task t. In other words, the total time

that workers are available (and tasks can be scheduled) within a given shift s is

the length of that shift if it is “turned on”, or zero if it is not.

9. There may be interdependencies between SWA decisions. For example, there

may be restrictions on the minimum and maximum number of shifts to be

operated.

Workforce Utilization (WU) Decisions

The workforce utilization is the sequence of tasks scheduled during the planning

horizon to meet customer demand. The assumptions concerning WU decisions are

as follows:

1. The planning horizon is finite.

2. The set of tasks to be completed (e.g., products to be manufactured) during

this planning horizon is finite, deterministic, and static.

3. The tasks are to be completed on a fixed set of workstations.

4. Each task has a pre-specified set of requirements (e.g., number and skills re-

quired for the workers). Tasks are not required to all be of the same length.

5. There is a set of constraints to be satisfied by the task sequence. These con-

straints may include due dates, operational restrictions, resource limitations,

etc. It is assumed that these constraints can be formulated as a tractable mixed

integer program (MIP).

6. The cost of WU decisions is dominated by the cost of the SWA decisions.
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Operational Constraints

Similar to WA-WU, SWA-WU problems can be found in many applications.

Across applications there may be a wide variety of different operational constraints.

The models and algorithms in this dissertation are applicable in situations where:

1. Preemption of tasks is possible. As stated in [73], preemption implies that it is

not necessary to keep a task on a workstation, once started, until completion.

The schedule can interrupt the work on a task at any point in time and put a

different task on the workstation instead. The amount of processing of the task

is not lost. When a preempted task resumes, it only needs to be processed for

the remaining time.

2. Changeovers (i.e., set ups) occur between tasks. The duration of the changeovers

is allowed to be a function of other attributes (e.g., preceding task, succeeding

task, shift it is assigned to, etc.) If changeovers occur, these changeovers can

not span shift boundaries. This is so that one group of workers is responsible

for the entire changeover.

However, the models and algorithms discussed in this dissertation can be used to

provide solutions to problems without these operational constraints.

1.1.3 Modeling Challenges

Workforce utilization problems are often quite challenging to solve by themselves

(ex. [12], [43], [70] ,[74]); integrating workforce allocation and utlization decisions

yields even greater challenges [15]. There are several structural aspects of SWA-WU

that can make such problems difficult to model and solve.

First, there are complex operational constraints that must be captured in the

model. Recall that changeover durations are allowed to be a function of other at-
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tributes (e.g., task sequence). The model must capture the sequence of tasks in order

to enforce the proper changeover duration. In addition, the model must track the

start times of the changeovers to ensure that they do not cross between two shifts.

Therefore, the challenge is how to define variables and constraints that capture the

shift boundary constraints as well as the sequence-dependent changeover durations.

Second, the total workforce cost is non-linear. A worker is scheduled to work for

an entire shift and must be paid for entire shift even if she is not assigned enough

tasks to fill the shift. Thus, the staffing level for a given shift is defined as the max-

imum worker requirement at any point of time within the shift. Defining variables

and constraints that enforce these non-linear worker constraints poses an additional

modeling challenge.

Third, when SWA-WU can be formulated as a MIP, it typically will pose a

weak LP relaxation. This is because the objective value can be decreased in a

fractional solution by matching the capacity of the WU decisions to the exact value

required by the SWA decisions. This is caused by the constraints that link together

SWA decisions (which assign capacity) and WU decisions (which use this capacity).

Whenever capacity is not fully utilized, fractional values for the allocation decisions

can reduce cost in the LP relaxation.

For example, recall the constraint described earlier of
∑

t ltxts ≤ dsys, where xts

equals one if task t is assigned during shift s (zero, otherwise), ys equals one if s is

“turned on” (zero, otherwise), ds is the duration of shift s, and lt is the length of

task t. In other words, the total time that workers are available (and tasks can be

scheduled) within a given shift s is the length of that shift if it is “turned on” or

zero if it is not. In this case, the cost of the LP relaxation is minimized by fixing

ys at
∑

t
ltxts
ds

, which may well be fractional. In practice, very poor convergence of
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the branch-and-bound tree is often observed in such problems. [See [4], [32] and

[60] for examples of this in other problem domains.] Thus, the challenge is how to

capture the relationship between SWA and WU decisions and overcome a weak LP

relaxation.

1.2 Solution Techniques Overview

To overcome the modeling challenges presented above, this dissertation utilizes

variables that represent entire shifts (referred to as shift schedules) to accurately

model the SWA-WU. To overcome the tractability challenges caused by a weak LP

relaxation, this dissertation presents a novel algorithm, Test-and-Prune, to efficiently

solve the SWA-WU.

1.2.1 Shift Schedule and Extreme Shift Schedule Variables

In the SWA-WU, it is important to note that the complexity is largely restricted

to individual shifts. For example, changeovers must be fully contained within a

shift, and worker calculations are made at the shift level as well. This dissertation

presents a modeling approach in which the variables correspond to feasible sequences

and durations of tasks completed within a single shift. We refer to these variables

as shift schedules. For example, one shift schedule might include eight hours of work

on task A. Another shift schedule might begin with the workers working on task A

for the first two hours, then a changeover to task B takes place and workers work on

task B for the remainder of the shift.

By defining the variables in this way, many of the constraints are automatically

enforced – a shift schedule is not defined if it does not satisfy the changeover op-

erational rules. Additionally, associated with each shift schedule are characteristics

– the sequence of tasks, the number of changeovers, etc. – that can be used in the
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remaining constraints, as well as the objective function.

These benefits could come at the expense of a (potentially) exponentially large

number of variables – one for every feasible shift schedule. However, by recognizing

that any shift schedule can be written as a convex combination of a small, carefully-

selected set of specialized shift schedules, which we refer to as extreme shift schedules,

the number of variables required is significantly reduced. For example, when consid-

ering eight-hour shifts, a shift schedule in which task A is worked on for four hours

(the remaining four hours are idle) can be represented by taking the average of two

extreme shift schedules, one with eight hours of A and the other with eight hours

of idle. In fact, any combination of work on task A plus idle time can be found by

taking a convex combination of these two extreme shift schedules.

In Chapter II, we present a mixed integer program based on the extreme shift

schedules. We present computational results in Chapter II using data sets provided

by a major automotive manufacturer. Branch-and-bound solves many of those prob-

lem instances. However, it is insufficient for others, due to the weakness of the linear

programming relaxation.

1.2.2 Test-and-Prune (T&P)

To address this source of intractability, we develop an alternative algorithm called

Test-and-Prune (T&P) in Chapter III.

Two observations motivate T &P.

1. Number of possible workforce allocations is finite. Recall that a workforce allo-

cation is the number of workers with each skill set available during each shift.

A unique workforce allocation can correspond to several feasible workforce uti-

lization solutions (i.e., feasible sequence and duration of tasks). Although there
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is possibly an infinite number of distinct feasible workforce utilization solutions,

the number of workforce allocations is finite and often quite small.

2. When the workforce allocation is fixed, a feasibility problem remains. Recall that

the objective for the SWA-WU only considers the workforce costs; therefore

when the workforce allocation is fixed (i.e., specified as input parameters, rather

than as decision variables), the extreme shift schedule formulation becomes a

feasibility problem. This feasibility problem answers the question, “Can a fea-

sible schedule be created with the given worker allocation?”

Therefore, instead of solving a single optimization problem, T&P solves several

feasibility problems (one for each workforce allocation) and then selects the feasible

solution with lowest cost.

We can improve the performance of the T&P algorithm by recognizing that in-

formation gained when solving one feasibility problem can give a priori information

about the results for other feasibility problems. We can reduce the number number

of workforce allocations solved by using this information to prune the list. If an

allocation is feasible, any allocation with higher cost can be pruned. Any allocation

with higher cost than the feasible allocation is sub-optimal. If the allocation is in-

feasible, any allocation with fewer or the same number of workers in each shift type

can be pruned. Any allocation with the same or fewer number of workers has fewer

resources and will also be infeasible.

We use several workforce planning problems in an automotive stamping plant to

demonstrate the extreme shift schedule model and T&P algorithm in Chapter IV.
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1.3 Organization of the Dissertation

This dissertation is organized into five chapters. The first is this introduction

which describes WA-WU and the SWA-WU problems that will be explored in this

dissertation.

Chapter II presents a shift schedule model for SWA-WU. In this model, much of

the problem complexity is embedded in the shift schedule variables. The characteris-

tics associated with the shift schedules are used in the constraints and the objective

function. The number of shift schedule variables required for the formulation is quite

small. This is due to the fact that all shift schedules can be represented as convex

combinations of a limited set of extreme shift schedules. The shift schedule formula-

tion extends the literature by allowing for sequence-dependent changeover times and

varying due dates. Moreover, this approach does not restrict batch sizes, workforce

availability, or sequencing of part types or the number of changeovers.

Chapter III presents a novel algorithmic approach, which we call Test-and-Prune,

to solve the extreme shift schedule formulation. T&P uses mathematical program-

ming as a mechanism for solving simpler feasibility problems that are embedded

in a larger search-based algorithm. This search-based algorithm is able to leverage

dominance in order to achieve substantial pruning.

Chapter IV describes an automotive stamping plant and presents several automo-

tive stamping case studies using the extreme shift schedule formulation and the T&P

algorithm. Computational experiments using data provided by a major automotive

manufacturer are presented to demonstrate the effectiveness of the T&P algorithm

and compare the T&P algorithm to traditional integer programming methods.

Chapter V concludes by discussing the contributions of this dissertation and sug-
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gesting areas of future research. There are three key contributions of this dissertation:

(1) accurately modeling and efficiently solving a challenging set of workforce planning

problems (i.e., SWA-WU ), (2) demonstrating that all of the required shift schedules

can be represented by a small set of extreme shift schedules, and (3) developing an

algorithm, T&P, that can successfully solve a variety of SWA-WU problems – this

is demonstrated via automotive stamping case studies. In addition, T&P can be

applied to other classes of resource allocation of problems.



CHAPTER II

Shift Schedule Formulation

This chapter develops a model for Shift-Workforce Allocation and Utilization

problems. SWA-WU integrates two sets of decisions: (1) the number of workers

of each skill set available during each shift (workforce allocation) and (2) the se-

quence and duration of tasks to meet demand (workforce utilization). The objective

is to determine the lowest-cost workforce allocation that corresponds to a feasible

workforce utilization.

This problem is difficult to solve not only because of the general challenges found

in most workforce planning problems, but additionally because of the complex opera-

tional requirements placed on the changeovers from one task to another in SWA-WU

(the assumptions regarding changeovers are described in Chapter I).

To accurately model SWA-WU, this chapter presents a formulation based on

composite variables (CV). Each CV represent multiple decisions simultaneously.

Composite variable modeling (CVM) has been successful in improving realism and

tractability for many real-world applications with complex operational constraints in

transportation and logistics (for example, [3],[4], [8], [10], [22], [26], [27], and [28]).

This chapter shows that CVM can also be successful for SWA-WU. Each CV in

the formulation presented in this chapter corresponds to a feasible sequence and du-

16
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ration of tasks completed within in a shift. Recall that in SWA-WU, the complexity

is largely restricted to individual shifts. For example, changeovers must be fully con-

tained within a shift, and worker requirements calculations are made at the shift level

as well. We refer to these CVs as shift schedules. For example, one shift schedule

might represent eight hours of work on task A. Another shift schedule might begin

with the workers working on task B for the first hour, then a changeover to task A

takes place and workers work on task A for the remainder of the shift.

The shift schedule variable definition embeds much of the operational complexity

within the individual variables themselves, rather than through the use of compli-

cating constraints. Furthermore, this variable definition does not require that batch

sizes, number of changeovers, workforce availability, or sequencing of tasks be re-

stricted or pre-defined in order to achieve tractability, as is the case in much of

the scheduling literature. In addition, the shift schedule variables enable several

changeover policies and varying due dates, also an enhancement over much of the

scheduling literature.

There are three contributions of the research presented in this chapter. First,

we present a formulation that accurately models SWA-WU. Second, we show that

there are several benefits to using CVs to model SWA-WU. In particular, composite

variables that represent entire schedules for individual shifts within the planning

horizon can capture significant operational complexity. These variables also easily

capture sequence-dependent changeover times.

The benefits of a composite variable modeling approach typically come at the

cost of a very large number of binary variables and/or restrictions on the solution

space such as the discretization of time. The third contribution of this work is in

recognizing that all of the feasible shift schedules can be represented as a convex
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combination of a small, select subset of specialized shift schedules. This enables

the creation of an enhanced model that exhaustively captures all possible schedules

(i.e., the set of shift schedules considered is not limited and time is not discretized),

while keeping the number of CVs small. As an added benefit, the integrality of the

remaining composite variables can be relaxed, leaving only a small set of auxiliary

variables restricted to be integer.

The chapter is organized as follows. The composite variable modeling literature

is reviewed in Section 2.1. The shift schedule formulation, extreme shift schedule

formulation, and computational results for the SWA-WU are presented in section

2.2. Section 2.3 is the conclusion with a summary of the results and motivation for

the next chapter.

2.1 Composite Variable Modeling

A traditional mathematical programming approach is problematic when formu-

lating the SWA-WU, largely due to the operational requirements on how and when

changeovers take place, as well as the non-linear calculations for workforce require-

ments. For example, to determine the duration and sequence of part types for a single

machine production planning problem, [33] uses heuristics to reduce the problem “to

a manageable mathematical programming formulation.”

In a number of applications in transportation and logistics, complicating require-

ments have been addressed by embedding them within composite variables rather

than through the use of constraints. Benefits can include: linearization of constraints

and objective function; strengthened LP relaxations; and decreased numbers of con-

straints. In this research, the goal is to extend these benefits to SWA-WU as well.

The term “composite variable modeling” refers not to a single specific technique,
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but rather to a modeling philosophy or approach based on the idea of capturing

multiple decisions simultaneously in a single binary variable. The use of composite

variable modeling is by no means new. It has its origins in Dantzig-Wolfe decom-

position [31], in which a “traditional” MP is decomposed into a new model whose

variables represent the extreme points of the polyhedra formed by subsets of the

original constraints. Modeling approaches which are derived by modifying or adding

to the variables in an existing MP are also sometimes known as variable redefinition,

inverse projection, or extended reformulation. Extensive discussions of these broad

topics appear in [45], [54], [58], [66], and [79]. The particular issue of variable redef-

inition for integer and mixed-integer programming is addressed in detail in [9] and

[81].

In CVM, the variables are not created via the decomposition of an alternative

model. Instead, the CV s are defined directly, with the explicit intent of addressing

application-specfic complexity such as a non-linear objective function, a large block

of complicating constraints, or a weak LP relaxation. An early and excellent example

of CVM is seen in the cutting stock problem, in which each variable represents a

particular pattern in which a board can be cut, and the candidate patterns are

generated by solving instances of a knapsack problem [48].

CVM has seen much success in the area of transportation and logistics. One

prevalent example is the airline crew scheduling problem (a survey of this literature

appears in [7]). In this application, instead of using variables that represent the

assignment of a crew to a single flight, each variable represents the assignment of a

crew to an entire pairing — a multi-day tour of duty. In doing so, complex rules

about limits on the amount of time between flights, overnight rest periods, etc., are

addressed implicitly (if a pairing is infeasible, then there is no corresponding vari-
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able defined) and explicit constraints are not needed to enforce them. Similarly, the

non-linear cost function governing how crews are paid is eliminated because the total

pay for a pairing can be computed off-line. A more recent example of CVM from

the transportation and logistics literature is the work of [4], which solves the express

shipment network design problem using composite variables to represent individual

routes and the corresponding aircraft type assigned to fly these routes. [25] consid-

ers the problem of integrating the aircraft routing and crew scheduling problems in

passenger aviation planning. In this case, the composite variables represent com-

plete solutions to the aircraft routing problem. The use of dominance properties

enables the candidate set of routing solutions to be greatly reduced. A service parts

logistics problem is solved via CVM in [26]. This paper considers several different

possible choices for the composite variable definition, assessing their relative pros and

cons. The most successful approach uses CV s representing clusters of customers and

their corresponding sources for high-cost, low-failure replacement parts. [34] solves

the daily aircraft routing and scheduling problem by defining composite variables

that assign fleet types to feasible schedules. Finally, [10] uses CVM to develop an

itinerary-based formulation of the fleet assignment problem, using composite vari-

ables to capture the interdependence between itineraries sharing common flights.

This research extends the CVM literature by showing how the benefits CVM can

be extended from transportation and logistics to SWA-WU.

2.2 Shift Schedule Formulation

In SWA-WU, one of the key modeling challenges is in how to capture the operating

constraints associated with changeovers. Recall, changeover durations are allowed to

be a function of other attributes (e.g., task sequence). The model must capture the
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sequence of tasks in order to enforce the proper changeover duration. In addition,

the model must track the start times of the changeovers to ensure that they do

not cross between two shifts. Therefore, the challenge is how to define variables

and constraints that capture the shift boundary constraints as well as the sequence-

dependent changeover durations.

2.2.1 Unsuccessful Modeling Approaches

Capturing all of the information needed to enforce the changeover constraints in a

traditional mathematical programming approach, in which each variable represents

a single decision, is difficult if not impossible.

A common modeling approach to sequencing tasks is to have variable xA equal

the start time for task A (e.g., [17]). This variable can not be used to successfully

model SWA-WU. Using this variable definition would make it difficult to capture the

task sequence. Without information about the sequence, it would be a significant

challenge to enforce the sequence-dependent changeover durations or capture the

shift boundary changeover rules.

To capture the task sequence another index could be added. For example, [74]

defines a binary variable xAB, that equals one if task A directly proceeds task B and

zero otherwise. Since this variable definition includes information about the task

sequence it could be used to capture the sequence-dependant changeovers, however

it would be a challenge to capture the sequence boundary rules.

To capture the shift boundary rules a time index could be used. An approach

similar to [18] could be used by defining binary variables where xAt1 equaled one if

task A ends at time t1 and zero otherwise. This variable would be able to capture the

shift boundary rules, because it would be easy to compare the end time of tasks to

the time of the next shift boundary. However, capturing the sequence of tasks would
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be a challenge using this variable definition (especially since tasks can be preempted).

Without being able to capture the sequence, the model could not be able to enforce

the sequence-dependent changeovers.

Binary variable xAt1Bt2 , which equals one if work on task A begins at time t1 and

then work on task B begins at time t2, else zero, addresses these issues. However,

using these variables result in a very large number of binary variables as well as

a very large number of constraints to ensure continuity (e.g., if xAt1Bt2 = 1 then

there must exist some task C and some time t3 for which xBt2Ct3 = 1. In addition,

constraints would be required to prohibit any tasks to begin between t1 and t2).

2.2.2 Shift Schedule Definition

In CVM, the goal is to embed complexity within the variable definition so as to

simplify the objective function and/or complicating constraints. In SWA-WU it is

helpful to take advantage of the fact that the complexity is largely shift-specific.

For example, changeovers must be fully contained within a shift, and workforce

calculations are made at the shift level as well. Therefore, we define composite

variables for this problem to represent a feasible set of ordered tasks that can be

completed in an individual shift. For example, one shift schedule might represent

eight hours of work on task A. Another shift schedule might represent two hours of

work on task A; then the changeover to task B takes place and B is worked on for

the remainder of the shift. Several feasible shift schedules are presented in Figure

2.1. The letter indicates the task; “Idle” indicates that the workstation is prepared

to work on a task, but the workers are currently idle. In production planning, “Idle”

may occur when the machine is set up to produce a product, but the machine (and

workers) are idle. ∆AB indicates the time to changeover from task A to task B.

By defining the variables in this way, many of the constraints are automatically
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enforced — a shift schedule is not defined if it does not satisfy the operational

rules associated with changeovers. Additionally, associated with each shift schedule

are characteristics — the tasks worked on and for what duration, the number of

changeovers, etc. — that can be used in constraints, as well as the objective func-

tion. Figures 2.2, 2.3 and 2.4 illustrate the shift schedule parameters used in the

formulation.

Each figure includes four shift schedule examples. Each parameter is indexed by

the name of the task (A or B in the Figures) and a shift schedule identification

number (1, 2, 3 or 4 in the Figures). Figure 2.2 illustrates the parameter q, the

quantity (or duration) of a task worked on during the shift schedule. Notice that

when a task is “Idle” the quantity is zero (illustrated in shift schedule 2 in the figures).

Figure 2.3 illustrates the binary parameters f and l. The f parameter represents

the first task and the l task represents the last task in the shift schedule. [The shift

schedules considered in this chapter have at most two tasks in a shift. There is a

discussion later in the chapter to relax this assumption.] Figure 2.4 illustrates the

binary parameter u. The u parameter equals one if the task is worked on for non-zero

quantity (or duration).

     

A

!"#A - Idle B

B!"#

B !#" A

Figure 2.1: Sample Shift Schedules
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qA1

qB2
qA2

 = 0

qB3

qA4qB4

A

!"#A - Idle B

B!"#

B !#" A

Figure 2.2: Sample Shift Schedules: Quantity Parameter

     

lA1 = 1

lB2 = 1

lB3 = 1

lA4 = 1

fA1 = 1

fA2 = 1

fA3 = 1

fB4 = 1

A

!"#A - Idle B

B!"#

B !#" A

Figure 2.3: Sample Shift Schedules: First and Last Parameter

Unfortunately, using shift schedules to accurately capture the changeover con-

straints comes at the expense of a (potentially) very large number of variables —

one for every feasible shift schedule. This is the case for CVMs in general, and is

typically addressed through delayed column generation [9], which avoids the explicit

enumeration of all variables in advance and instead uses a secondary optimization

problem, known as a pricing problem, to identify promising candidates (i.e., pivot

variables with negative reduced cost).

The shift schedule formulation for SWA-WU is presented next, followed by a
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uA1 = 1, uB1 = 0

uA2 = 0, uB2 = 1

uA3 = 0, uB3 = 1

uA4 = 1, uB4 = 1

A

!"#A - Idle B

B !#" A

B!"#

Figure 2.4: Sample Shift Schedules: Non-Zero Quantity Parameter

column generation-based approach for overcoming its large number of variables. This

column generation-based approached is used to motivate an extreme shift schedule

formulation, which reduces the number of shift schedules that need to be included

in the model.

2.2.3 Shift Schedule Formulation

The basis for the formulation is the binary variable xns which takes value one if

shift schedule s is assigned to the nth shift (recall that there is a finite number of

shifts in the planning horizon). Given this variable definition, the problem can be

formulated as follows.

Sets

• S is the set of shift schedules

• I is the set of worker types

• P is the set of tasks

• N is the set of shifts in the horizon

Parameters
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• ci
n is the cost for a type i worker during shift n ∀i ∈ I, n ∈ N

• ai
p is the number of type i workers required for task p ∀i ∈ I, p ∈ P

• dp is the demand (i.e., total quantity required), of task p ∀p ∈ P

• qps is the duration that task p is worked on in shift schedule s ∀p ∈ P, s ∈ S

(illustrated in Figure 2.2)

• fps = 1 if shift schedule s starts set up to work on task p, 0 otherwise ∀p ∈

P, s ∈ S (illustrated in Figure 2.3)

• lps = 1 if shift schedule s ends set up to work on task p, 0 otherwise ∀p ∈

P, s ∈ S (illustrated in Figure 2.3)

• ups = 1 if task p is worked on for a non-zero duration in shift schedule s, 0

otherwise ∀p ∈ P, s ∈ S (Note that it is possible to have ups = 0 but fps = 1,

when the workstation is prepared to work on task p but the workers are idle,

this can be observed by comparing the second example in Figures 2.3 and 2.4.)

• Ki is the largest requirement of workers of type i across all tasks

(max
p∈P

(ai
p) ∀i ∈ I)

Variables

• xns = 1 if shift schedule s is assigned to shift n, 0 otherwise ∀n ∈ N, s ∈ S

• yi
nk =1 if k workers of type i are required during shift n, 0 otherwise ∀i ∈

I, n ∈ N, k ∈ {1 . . . Ki}

• wF
np = 1 if task p is the first task in shift n, 0 otherwise ∀n ∈ N, p ∈ P

• wL
np = 1 if task p is the last task in shift n, 0 otherwise ∀n ∈ N, p ∈ P
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Shift Schedule Formulation

(2.1) min
∑

i∈I

∑

n∈N

ci
n

∑

k∈{1...Ki}

kyi
nk

s.t.

(2.2)
∑

s∈S

xns = 1 ∀n ∈ N

(2.3)
∑

s∈S

fpsxns = wF
np ∀p ∈ P, n ∈ N

(2.4)
∑

s∈S

lpsxns = wL
np ∀p ∈ P, n ∈ N

(2.5) wF
np = wL

(n−1)p ∀p ∈ P, n ∈ {2 . . . |N|}

(2.6)
∑

s∈S

∑

n∈N

qpsxns = dp ∀p ∈ P

(2.7)
∑

s∈S

upsxns ≤
∑

k∈{1...Ki}:k≥ai
p

yi
nk ∀n ∈ N, i ∈ I, p ∈ P

(2.8)
∑

k∈{1...Ki}

yi
nk = 1 ∀i ∈ I, n ∈ N

(2.9) xns ∈ {0, 1} ∀n ∈ N, s ∈ S

(2.10) wF
np, w

L
np ∈ {0, 1} ∀p ∈ P, n ∈ N

(2.11) yi
nk ∈ {0, 1} ∀i ∈ I, n ∈ N, k ∈ {i . . . Ki}

The objective, 2.1, minimizes the cost of the workforce allocation. Constraints

2.2 assign exactly one shift schedule to each shift. Constraints 2.3 and 2.4 define the
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auxiliary variables wF
np and wL

np, which track the task set up on the workstation at

the beginning and end of each shift. Constraints 2.5 specify that the task that is

set up on the workstation at the end of a shift must be the same task that starts

the following shift. Constraints 2.6 ensure that the total quantity (or duration) that

each task is worked is equal to the total quantity (or duration) required. Note that

the formulation can be easily modified to capture demand due dates throughout

the planning horizon, by adding a shift index n to the parameter dp. [This will

be illustrated in Chapter IV]. Constraints 2.7 and 2.8 determine the workforce

allocation. These constraints are perhaps best explained with an example. Assume

that three workers of type i are required for tasks A or B (ai
A = ai

B = 3); four

workers of type i are required for tasks C or D (ai
C = ai

D = 4). Then Ki equals four

(max(3, 4) = 4). Now consider task B. Any shift where task B is worked on for a

non-zero duration (i.e,
∑

s∈S uBsxns = 1), must have three or more type i workers

available – in this case, the possible choices are three or four type i workers (i.e., if

∑
s∈S uBsxns = 1, ai

B = 3, Ki = 4, by substitution Constraints 2.7 and 2.8 require

that yi
n3 + yi

n4 = 1).

2.2.4 Using Delayed Column Generation to Solve the Formulation

The shift schedule formulation proposed relies heavily on the definition of the set

S, the feasible shift schedules. In theory, there is an infinite number of variables

because the set of times that a task can be worked on within a feasible shift schedule

is continuous.

One obvious solution, similar to that seen in much of the CVM literature, is to

limit the number of candidate variables by discretizing time — for example, only

considering working on tasks in half-hour increments and then enumerating the cor-

responding set of valid shift schedules. Even then, however, the number of variables
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could be quite large, because of the different durations each task could be worked on

during a shift.

Delayed column generation (see, for example, [9]) is commonly applied in such

cases. In this approach, only a subset of the variables (in our case, the candidate shift

schedules) are initially included in the model, which is referred to as the restricted

master (RM) problem. The LP relaxation of the RM is solved to optimality and

yields a set of dual values. These duals are then used as input to a secondary

optimization problem, known as the pricing problem, which seeks the most negative

reduced-cost variable from amongst the set of all variables (here, shift schedules).

If a variable with strictly negative reduced cost is found, then this variable is

added to RM and the process repeats. If the smallest reduced-cost over all variables

is nonnegative, then clearly none of the variables outside of RM have a negative

reduced cost, and thus optimality is established. In an integer program, this process

must be repeated at each node of the branch-and-bound tree, and the dual variables

corresponding to the branching rules must be incorporated into the pricing problems

as well.

The challenge is in formulating a pricing problem that can quickly identify promis-

ing new shift schedules. Thus, for SWA-WU this pricing problem must capture the

changeover rules. Unfortunately, this difficulty is exactly what motivated the use a

CVM approach. During our research, we could not find a tractable formulation for

identifying the smallest reduced cost shift schedule, especially given that the pricing

problem needs to be solved at each iteration (i.e., simplex pivot), of each node in the

branch-and-bound tree.
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2.2.5 Extreme Shift Schedule Formulation

As an alternative to discretizing time or a column generation approach, we develop

extreme shift schedules. To derive the extreme shift schedules we analyze subsets of

shift schedules.

For example, consider the set of shift schedules that include a single task, A, and

do not include any changeovers. The only decision remaining is the duration that

that task is worked on during this shift and how much to leave idle. For the sake

of exposition, assume that every shift is eight hours long. A polyhedron defined by

the constraints t(A) ≥ 0 and t(A) ≤ 8 can represent the candidate set of these shift

schedules, where t(A) is the amount of time task A is worked on.

Now consider two-task shift schedules (those with one changeover). For two tasks

A followed by B, the set of valid shift schedules is restricted to those cases that

satisfy the following constraints:

(2.12) t(A) + t(B) ≤ 8−∆AB

(2.13) 0 ≤ t(A)

(2.14) 0 ≤ t(B)

where t(p) is the amount of time task p is worked on, and ∆p1p2 is the time to

changeover from task p1 to task p2. Constraint 2.12 states that the total time working

cannot exceed the length of the shift minus the time required for the changeover

(recall the assumption that there are eight-hour shifts). Constraints 2.13 and 2.14

state that the duration of work on a task (A and B) can not be negative. [We assume
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that ∆AB is non-negative.] These constraints form a polyhedron that defines the set

of all feasible shift schedules containing task A followed by task B.

Instead of iterating between the pricing problem and the master problem or dis-

cretizing time, we can define extreme shift schedules that can be directly included

in the shift schedule formulation in section 2.2.3. The extreme shift schedules are

the basic feasible solutions of the polyhedra mentioned above (one polyhedron for

each individual task and one polyhedron for each ordered pair of tasks). Thus, each

feasible shift schedule can be written as the convex combination of the extreme shift

schedules.

For example, any single task shift schedule can be formed as the convex combi-

nation of two extreme shift schedules (the basic feasible solutions of the single task

polyhedron). There is one extreme shift schedule in which A is worked on for eight

hours (t(A) = 8) and one in which the workers are prepared to work on A but remain

idle for the full eight hours (t(A) = 0). Figure 2.5 shows the feasible region for shift

schedules where there is only one task (task A) and no changeovers. In addition the

figure shows a shift schedule created by the a convex combination of the two extreme

shift schedules, a shift schedule where the workers work on task A for four hours is a

convex combination of the two extreme shift schedules (i.e., 0.5*8 hours+0.5*0 hours

= 4 hours).

0      1      2      3      4      5       6      7      8

Production Job A (Hours)

AA - Idle

AA - Idle

Figure 2.5: Feasible Region: One-Task Shift Schedules

The extreme points of the two-task polyhedron (denoted by (t(A), t(B)) are:
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(0, 0), (0, 8 − ∆AB), and (8 − ∆AB, 0). The shift schedules corresponding to these

three points are extreme shift schedules. Any convex combination of these three

extreme shift schedules will be a feasible shift schedule, and any feasible shift schedule

containing task A followed by task B can be represented as a convex combination

of these three extreme points. Figure 2.6 shows the feasible region for two-task shift

schedules and an example of a convex combination of the extreme shift schedules.

The figure assumes that ∆AB is a half-hour.
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Figure 2.6: Feasible Region: Two-Task Shift Schedule

The fact that any shift schedule for a given task or pair of tasks can be written

as a convex combination of the corresponding extreme shift schedules eliminates the

need for the pricing problem altogether (see [4] for a similar result). In addition,

this fact can dramatically decrease the number of variables and increase the solution

quality by implicitly incorporating all possible shift schedules (without any need for

discretizing time).

This set of extreme shift schedules — the two extreme shift schedules for each
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task, as well as the three extreme shift schedules for each ordered pair of tasks — is

denoted by S′. With this set, constraint 2.9

xns ∈ {0, 1} ∀n ∈ N, s ∈ S

can be replaced with the much smaller set of continuous variables

(2.15) 0 ≤ xns ≤ 1 ∀n ∈ N, s ∈ S′.

This change, in combination with the existing constraints 2.3 through 2.5 (requiring

a single task to be at the beginning of each shift and one at the end of each shift),

captures all possible shift schedules and ensures an implementable solution. Using

the set of extreme shift schedules directly in the model achieves four benefits that

are critical in achieving tractability:

1. The number of variables is greatly reduced — for each shift n, there are only

two extreme shift schedules per task and three extreme shift schedules for each

ordered pair of tasks, as given by the polyhedra presented earlier. Thus, an

instance with 10 tasks would have only 290 extreme shift schedules. This is a

significant improvement over discretizing time into half-hour increments where

over five times the number of shift schedules would be needed. Table 2.1 shows

the difference in the number of shift schedules required to represent all feasible

shift schedules using the extreme shift schedule versus discretizing time using

half-hour and one minute increments.

Table 2.1: Number of Shift Schedules Required Comparison
Tasks Extreme Shift Schedules Half-hour Increments Minute Increments

5 70 405 11,425
10 290 1,610 45,400
15 660 3,615 101,925
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2. The x variables become continuous, greatly reducing the number of integer

variables in the model and the corresponding amount of branching needed to

solve it.

3. This formulation can be solved directly, without delayed column generation.

This bypasses the tailing effects commonly seen in such approaches, as well as

the negative impact that the branching rules can have on the solvability of the

pricing problems.

4. The solution set is exhaustive. Time does not have to be discretized to ensure

tractability.

Chapter IV illustrates how this concept can be extended when there are more

complex operational constraints.

For the problem considered in this dissertation there is at most one changeover in a

single shift; however the logic naturally extends to shifts in which more changeovers

are permitted. For example, to consider a shift schedule with two changeovers, a

third set of auxiliary variables would need to be created, wM
np, which would take

value 1 if task p was the middle task set in shift n, and corresponding constraints.

Creating another three-task polyhedron by expanding constraints 2.12 — 2.14 would

create extreme shift schedules for the set of tasks {A, B, C} to include the minimum

time required for setting and producing the middle task. [Appendix C presents the

constraints and extreme shift schedules corresponding to three-task shift schedules.]

We conclude by noting that when the number of changeovers allowed per shift

grows, even the set of extreme shift schedules may be too large to include directly

in the model. In this case, delayed column generation could be used, not to identify

the specific shift schedules, but rather to identify promising extreme shift schedules,
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which would then be added to RM (not as binary variables, but rather as continuous

variables from which convex combinations could be formed to construct solution).

2.2.6 Computational Results

To evaluate the performance of this model, twenty-two stamping pressline in-

stances (i.e., twenty-two different data sets), provided from a major automotive

manufacturer were considered. [This problem will be discussed in greater detail

in Chapter IV.]

For each of these instances, the extreme shift schedule formulation was imple-

mented using CPLEX version 11.0 with default branching parameters on a IBM

x3455 with an 2x Dual Core AMD Opteron Model 2218 Processors at 2.6GHz

(2593.632 MHz), 10 GB of memory running Redhat Enterprise Linux 4 operating

system. The optimality gap was set to zero percent and a time limit of 10.5 hours

was used to evaluate each instance. The results appear in table 4.3. This table pro-

vides the run time in seconds, the number of branch-and-bound nodes solved, and

the optimality gap at completion.

In nineteen of the twenty-two instances, a provably-optimal solution was found in

under 3 hours and 45 minutes. This was not the case in the remaining three instances

where the optimality gap was between 0.49% and 9.68% after 10.5 hours. We discuss

why these instances were intractable and present a new algorithm, Test-and-Prune,

to overcome that source of intractability in the next chapter.

2.3 Conclusions

In this chapter, we presented a composite variable model that incorporates signif-

icant real-world detail without the need for a large number of constraints to model

SWA-WU. By defining shift schedules, variables that represent feasible schedules
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Table 2.2: Single Pressline Initial Results
ID Run Time (sec) Number of Nodes Optimality Gap (%)
1 2 523 0.00
2 407 3297 0.00
3 23 350 0.00
4 965 399 0.00
5 2012 1116 0.00
6 4 553 0.00
7 45 259 0.00
8 1 508 0.00
9 37800 577587 9.68
10 1385 1989 0.00
11 102 548 0.00
12 84 81 0.00
13 37800 76057 0.49
14 4076 35249 0.00
15 5258 42370 0.00
16 2 70 0.00
17 230 1273 0.00
18 2394 21551 0.00
19 13219 503858 0.00
20 5101 227024 0.00
21 9 185 0.00
22 37800 26963 8.18

for an individual shift, constraints that capture complex operational policies about

changeovers are not needed. The sequence of tasks, duration of time that each task

is worked on, changeover between tasks, and number of workers needed in a shift are

all represented by a single variable. Furthermore, this approach bypasses many of

the limiting assumptions often seen in the literature — there are no limits on the size

of the batches, or the number of workers available, and the number of changeovers is

not fixed in advance. Additionally, the use of composite variables makes it possible

to assume sequence-dependent changeovers.

The shift schedule formulation can be used to easily evaluate many types of scenar-

ios with limited modification. Examples of different questions that could be answered

using the shift schedule formulation are:

• “Can we meet demand using a subset of shifts?” This question can be answered
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by reducing the number of shifts (i.e., the cardinality of the set N), considered

in the formulation.

• “Can we meet demand if we work on task A only during the first three shifts?”

This question can be answered by excluding all shift schedules containing task

A from consideration, except on shift one, two and three.

• “What is the cost if we sequence the tasks in decreasing order of demand?” This

question can be answered by ranking tasks in decreasing order of demand and

excluding all shift schedules with changeovers except those in which the pair of

tasks are sequential in the list.

• “What if we allow at most ten changeovers in the planning horizon?” This

question can be addressed by including a parameter that states the number of

changeovers in each shift schedule and adding a simple constraint summing the

changeovers in all chosen shift schedules.

Many other scenarios can be considered as well.

Although composite variable modeling can be quite powerful, it often comes at

the expense of a very large number of variables. In the shift schedule model, however,

the number of variables is quite contained. The problem structure is exploited by

recognizing that any shift schedule can be written as the convex combination of a

small number of extreme shift schedules. This not only controls the number of vari-

ables, but also enables the integrality of these variables to be relaxed. In the process,

the quality of the solution is actually improved, because time is not discretized and

the set of feasible shift schedules is not restricted.

The shift schedule and extreme shift schedule formulations were developed to

target very specific operational considerations (in particular, the changeover process
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and the cost structure in which workers must be paid for all days in the planning

horizon), however the shift level may also be the source of many complexities in

other workforce allocation and utilization problems. While the details associated

with defining the feasible set of shifts and the use of added constraints in the model

may vary, the general structure may be applicable in other such applications.



CHAPTER III

Test-and-Prune (T&P)

Chapter II described a formulation based on shift schedule variables for Shift-

Workforce Allocation and Utilization problems, and presented computational results

for twenty-two instances provided by a major automotive manufacturer. For each of

the twenty-two instances, the extreme shift schedule formulation was implemented

using CPLEX 11.0 and was given a time limit of 10.5 hours. Provably optimal

solutions were found for nineteen of the twenty-two instances in under 3 hours and

45 minutes. However, for three of the twenty-two instances the integer programming

solver was unable to find provably optimal solutions within 10.5 hours.

This chapter presents an alternative approach to branch-and-bound, Test-and-

Prune, for efficiently solving SWA-WU. The chapter is organized as follows. It

begins with a discussion of a source of the intractability, a weak linear programming

relaxation. Section 3.2 describes the motivation for the T&P algorithm. Section

3.3 formally states T&P. Section 3.4 discusses ways to improve the performance of

the T&P algorithm. Section 3.5 discusses how T&P can be enhanced so that it can

be applied to resource allocation and utilization problems that are not SWA-WU.

Section 3.6 compares T&P to Bender’s Decomposition.

The key contribution of this chapter is in developing a tractable solution approach

39
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for SWA-WU. It is also important to note thatT&P has applicability beyond the

SWA-WU for a much broader class of problems – those in which a discrete and finite

set of resource allocation decisions dominate cost while a more substantial set of

resource utilization decisions dominate complexity. Section 3.7 further discusses this

contribution and motivates the next chapter.

3.1 Weak Linear Programming Relaxations

A LP relaxation of an integer program is the result of replacing the integrality

constraints by relaxed constraints that allow each integer variable to be continuous.

(e.g., when considering binary variables, the constraints that each variable must be

equal to 0 or 1 are relaxed and variables are allowed to be any value between 0 and

1).

Optimal solutions to integer programs are often found by solving a series of related

LP relaxations in an approach referred to as branch-and-bound [62]. When the

feasible region of a LP relaxation is not similar to the convex hull of the feasible

set of solutions to the integer program, the LP relaxation is said to be weak. Due

to a weak LP relaxation, a significant number iterations of the branch-and-bound

algorithm will be required to converge to an integer optimal solution. Thus, weak LP

relaxations lead to large branch-and-bound trees and long computation times. Weak

LP relaxations are problematic throughout many integrated workforce allocation and

workforce utilization problems, including SWA-WU.

In SWA-WU, the workforce allocation decisions (i.e., how many workers to hire

and what skills each worker should have) and workforce utilization decisions (i.e.,

what tasks to assign each worker) are being made simultaneously. Unfortunately,

the extreme shift schedule formulation (discussed in detail in Chapter II) has a
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weak LP relaxation as a result of considering these decisions at the same time.

As illustrated in Chapter II Table 4.4, the weak LP relaxation of the extreme shift

schedule formulation contributed to large branch-and-bound trees and long run times

for several of the instances.

The following simplified example helps to demonstrate why the extreme shift

schedule formulation has a weak LP relaxation. Recall the notation discussed in

Chapter II where, wF
np = 1, if task p is the first task in shift n, 0 otherwise ∀n ∈

N, p ∈ P and wL
np = 1, if task p is the last task in shift n, 0 otherwise ∀n ∈ N, p ∈

P. By setting wF
np = wL

np = 1
P for all shifts n and all tasks p, a fractional solution

can be constructed that schedules no changeovers (and does not incur any of the

cost for the workers responsible for changeovers). This yields a weak lower bound on

the optimal cost. The objective value of the LP relaxation is at least as good as the

objective value of the integer program, because any feasible solution to the integer

program solution would also be a feasible solution to the LP relaxation. Furthermore,

when branching on one of the w variables, which determine the sequence of tasks,

there is limited impact on the remainder of the solution. In this problem when one

decision regarding the sequence of tasks is made, it does not the restrict remaining

sequence decisions, unlike some integer programs, in which fixing one integer variable

automatically leads to integer values for many other variables.

Thus, many branches must be evaluated before an integer feasible solution is

found. Even once an integer feasible solution is found, many more branches would be

required to prove that a lower-cost solution does not exist. This weak LP relaxation

makes solving the extreme shift schedule formulation a challenge for some instances.
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3.2 T&P Motivation

Consider the following two key observations.

1. Number of possible workforce allocations is finite. Although there is possibly an

infinite number of distinct feasible workforce utilization solutions (i.e., feasible

sequence and duration of tasks), the number of unique workforce allocations

is finite and often quite small. Several feasible workforce utilization solutions

correspond to one unique workforce allocation.

2. When the allocation is fixed, the remaining problem is a feasibility problem.

The objective for SWA-WU only considers the workforce costs; when the work-

force allocation, captured by the y variables in the extreme shift schedule formu-

lation, are fixed a feasibility problem remains. Computational experiments for

the stamping case studies show that the resulting feasibility problem is typically

quite easy to solve.

A new algorithm, T&P, was motivated by these two observations. T&P solves

several feasibility problems instead of solving a single optimization problem. Each

feasibility problem seeks to answer the question, “Does a feasible workforce utilization

exist for the given workforce allocation?” The optimal solution to the problem is the

feasible workforce allocation with lowest-cost.

3.3 T&P

Our approach to overcome the weak LP relaxation is based on the simple idea of

solving many easy feasibility problems instead of one difficult optimization problem.

We begin by enumerating all feasible shift-workforce allocation solutions. We then

compute the cost of each of these solutions. Next, for each SWA solution we test
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the corresponding workforce utilization problem for feasibility. A SWA solution is

considered feasible if the corresponding instance of the WU problem is feasible.

Finally, we select the lowest-cost SWA solution that corresponds to a feasible WU.

To improve the run time of our algorithm, we prune the list, limiting the number

of SWA solutions that are actually tested. In particular, we take advantage of the

fact that we can prune both when a SWA is feasible (eliminating all higher-cost

solutions) and also when it is infeasible (eliminating all dominated solutions).

By breaking the optimization problem into a series of feasibility problems T&P

overcomes the extreme shift schedule formulation’s weak LP relaxation. The objec-

tive is not explicitly included in the feasibility problems and thus the incentive to

assign fractional workers is significantly reduced. This, together with pre-processing

and pruning, results in T&P efficiently solving all of the twenty-two instances of

SWA-WU previously discussed as well as additional instances of SWA-WU that are

described in Chapter IV. The details of the algorithm are outlined in the following

section.

3.3.1 T&P Algorithm Details

In addition to the notation defined for the extreme shift schedule formulation in

Chapter II, we use the following notation to formalize T&P.

• The set Y is the set of all possible SWA solutions – the y variables in the extreme

shift schedule formulation. Note that Y is not required to be represented as a

mathematical formulation.

• The set X defines any non-negativity constraints, integrality constraints, and

bounds on the WU decisions – the x (shift schedule) and w (first task and last

task) variables in the extreme shift schedule formulation. Recall that the WU
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Figure 3.1: Test-and-Prune Flowchart

decisions describe the utilization of the workforce, the sequence and duration of

tasks in the planning horizon.

• f(y) is the workforce cost function applied to SWA solution y ∈ Y .

There are two phases to the T&P algorithm. First, we build the list of candidate

SWA solutions; we then process this list until it is empty and the optimal solution

has been found. These phases are outlined in Figure 3.1.
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Build List Phase

In the Build phase, we create a Pending List of candidate solutions to the SWA

problem. Specifically, we begin with an upper and lower bound for each variable y.

We loop through all combinations in these ranges and for each such vector y, we

check its validity – that is, we test to see if it is a member of the set Y . Validity

tests enforce that a SWA solution is possible. A validity test might contain a total

budgetary constraint or a limit on the total number of workers that can be scheduled

across all shifts.

If y is not in Y then we delete it. Otherwise, we next test its viability – that is,

we use bounds and other problem-specific structures to check if y is clearly infeasible

or sub-optimal. For example, any workforce allocation that does not include any

workers is clearly infeasible (without workers tasks cannot be completed). If an

SWA solution is not viable, then we delete it. Otherwise, we insert it in the Pending

List.

Process List Phase

In the Process phase, we evaluate elements of the Pending List until the list

is empty and the optimal solution has been identified. Specifically, we begin by

removing a candidate solution y from the Pending List and testing its WU feasibility.

If a feasible solution to WU (i.e., x ∈ X ), exists for the given y vector, we prune

from the list any pending SWA solution outside of the optimality gap defined by this

solution; clearly any such a solution is sub-optimal. We then update the Current Best

list with solution y. Conversely, if y is infeasible, then we prune from the Pending

List any SWA solution ŷ for which there are the same or fewer number of workers

for each shift and each worker type (i.e., ŷ ≤ y ). Such SWA solutions constrain WU
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even more tightly and thus will also be infeasible.

Once y has been processed and the Pending List updated, we then choose another

SWA solution vector from the (reduced) Pending List and repeat until the list is

empty.

The Current Best allocation at the end of the algorithm is the optimal solution.

3.4 Performance Improvements for T&P

There are three ways to improve the performance of T&P for SWA-WU :

1. The number of feasibility problems solved can be significantly reduced as a

result of pre-processing and pruning. In the Build phase, pre-processing out

invalid and non-viable workforce allocations (i.e., SWA solutions) can drastically

reduce the number of workforce allocations that are included in the Pending List.

The smaller the Pending List is the fewer feasibility problems that need to be

solved. Pruning the Pending List based on the result of the feasibility problem

further reduces the number of allocations whose feasibility problems are solved.

The combination of pre-processing and pruning improves the run time of the

algorithm – the fewer feasibility problem solved the faster the algorithm will

converge.

2. The size of the feasiblity problems can be reduced by recognizing workforce

allocation decisions that limit workforce utilization decisions. For example, if

the workforce allocation states that there are three workers of type one avail-

able during shift one, then any shift schedule that includes a task that requires

more than three workers of type one cannot be assigned to shift one. Instead of

explicitly enforcing the workforce allocation within the extreme shift schedule

formulation (by fixing the y vector retrieved from the Pending List), we can re-
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duce the number of variables and constraints considered by implicitly enforcing

the workforce allocation. Specifically, instead of enforcing workforce allocation

relationships with constraints, we simply do not generate utilization variables

that would violate the workforce allocation. Therefore, when the workforce al-

location states that there are three workers of type one available during shift

one, the variables that would require more than three workers of type one dur-

ing shift one are not generated. This reduces the number of shift schedules

considered as well as eliminate the need for constraints to enforce the workforce

allocation.

3. The T&P algorithm allows customization by the user in a number of areas.

First, the user can develop a “black box” for the validity and viability

checks, which take as input a vector y and specifiy whether this vector is valid

and viable.

Second, the user can provide a method for testing the feasibility of the WU

problem given a fixed set of SWA decisions y. We recognize that in differ-

ent workforce planning environments there may be better alternatives to the

extreme shift schedule formulation.

Finally, the user can specify the strategy for retrieving from the Pending

List. For example, in the instances discussed in this dissertation the Pending

List is sorted by cost and the workforce allocations are retrieved from the middle

of the list. As a result, whenever the candidate y vector is feasible, the list

will be pruned in half (because half of the candidates in the Pending List, by

definition, have higher cost). Whenever the candidate y vector is infeasible, the

list is not automatically cut in half, but in the early iterations several allocations
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in the Pending List will be pruned by dominance, because the cost function is

increasing in the values of y (i.e., more resources means more cost). We recognize

this strategy will not yield the best run-time performance in all cases. Just as

branch-and-bound requires careful selection of branching and variable selection

strategies, T&P users can benefit from customizing their search strategy to fit

the application at hand.

3.5 T&P Enhancements

In addition to the user-customization discussed above, there are several other

enhancements to T&P that allow the algorithm to be applicable to problems that

are not SWA-WU.

3.5.1 T&P and a Non-Linear Cost Function

In SWA-WU, it was assumed that the cost function is restricted to be linear

with respect to the SWA decisions. However, there are some cases where the cost

may not be linear. These cases can be easily accommodated by T&P. In T&P, the

objective value is computed for each workforce allocation vector y and is only used

to compare the Current Best objective value to the objective value of the workforce

allocations in the Pending List when pruning. Therefore, the only restrictions on

the cost function when using T&P is that is needs to be easy to compute. T&P

can easily accommodate several types of objective functions including those that are

non-linear, non-convex, and not closed-form.

3.5.2 T&P and Feasibility Problems that are not Mathematical Programs

For SWA-WU, the feasibility test within T&P is a MIP. However within T&P, it

is not necessary to solve the feasibility problem as an MIP or even as a mathematical

program – there can simply be a “black box” which returns the status of the y vector
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as either feasible or infeasible (i.e., there exists an x ∈ X given y). [5] discusses a

related approach; this paper addresses a call center staffing problem with SWA-

WU -type structure, in which feasibility of the y vector is assessed by Monte-Carlo

simulations of the call center.

3.5.3 T&P Neighborhood when the Workforce Utilization Decisions Impact Cost

In SWA-WU, it was assumed that the task-sequencing decisions are dominated

by workforce allocation decisions. However, there are some cases where WU will

impact cost relative to the SWA decisions. For example, there could be inventory

costs to store finished goods or penalties for finishing a task after its due date. In

this case, T&P can be modified by setting the optimality gap to a small negative

value. By doing so, whenever a feasible solution is found, only those solutions that

are strictly higher than the optimal value by this gap will be pruned. In other words,

all feasible solutions within a neighborhood, a narrow range of optimality, can be

found. Given this set of (near-) optimal solutions to SWA, the user can then solve

WU as an optimization problem (i.e., considering the cost function of utlization

decisions) for each of these solutions y to find the best combination. [Note that this

presupposes that WU can be solved easily not only as a feasibility problem, but as

an optimization problem as well.]

3.6 T&P and Benders Decomposition

There are some similarities between our proposed approach and Benders Decom-

position and therefore it is worth comparing the approaches and putting T&P in the

context of Benders.

Specifically, the main idea in Benders Decomposition ([11], [46]) is to partition

the variables in a mathematical program into two sets, Y and X. A relaxed master
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problem is solved in which only the set Y is (directly) considered. An optimal y ∈ Y

for the restricted master is found and then used as the input to a sub-problem, in X,

which either proves the optimality of y (and finds a corresponding optimal x ∈ X)

or provides a cut for the master problem (to eliminate the current y solution). The

master is then solved for a new “optimal” value of y and the process repeats until

the sub-problem proves the current y to be optimal (or proves the original problem

infeasible).

In “traditional” Benders, given a fixed value of y, the sub-problem is assumed to

become a linear program in X. The cuts can then be generated based on solving

the dual of this sub-problem. This approach is successful for a very wide range of

applications ([13]), but also has limitations. For example, if the sub-problem is not

an LP and is an integer program, then there can be a duality gap and, as a result, the

optimal solution may not be found. This limitation can be overcome by embedding

Benders in each node of a branch-and-bound tree, but this can provide sizeable

challenges for both implementation and run time. In addition to these challenges

related to the sub-problem, it is also assumed that optimizing in Y in the master

problem is straightforward, which again places limitations on the cost function and

constraints associated with Y.

More general implementations of Benders have thus been developed which target

the easing of these restrictions. For example, the logic-based dual idea of Hooker

and Ottoson ([55]) defines a more general notion of duality which enables cuts to be

generated, and the algorithm to achieve an optimal solution, without requiring the

sub-problem to be a linear program. The form of the sub-problem instead becomes

application-specific, focused on finding a way to eliminate a large set of elements

within Y based on the information learned from considering just one - for example
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see ([25], [76]).

There are many ways in which T&P is similar to Benders. First and foremost, it

also partitions the variables (in our case, the Y’s are the shift-resourece allocation

variables and the X’s are the workforce utilization variables). At each iteration, it

also identifies a candidate value y, solves a sub-problem over X, parameterized by

this y, and then uses the information to further restrict the feasible solutions in Y.

And like the logic-based approach to Benders, T&P requires an application-specific

sub-problem to be developed by the user – it is not automatically defined (unlike the

case in traditional Benders).

Note, however, that in logic-based Benders the application-specific challenge is

to find a way to generate the duality cuts. In T&P, the definition of the cuts

is application-independent (i.e., either dominance- or cost- based, depending on

whether the current y is feasible or infeasible), and the application-specific com-

ponent is simply to evaluate whether there exists a feasible solution to X given a

fixed value for y. Note that this feasibility problem need not be an LP or even a

mathematical program, but simply a black box that returns “Feasible” or “Infeasi-

ble.”

The other key way in which our approach is different from logic-based Benders is

in the way in which we select y. In Benders, y is found by solving an optimization

problem, with the cuts being used to increasingly reduce the feasible region of this

relaxed master problem. We select y in a very different way. Specifically, we enumer-

ate Y (using some preliminary pre-processing measures to limit the set; recall that

we have pre-supposed that Y is discrete and “somewhat” limited) and then choose

an element from this pending candidate list according to a user-specified sorting and

selection rule (in our case studies, we sort by cost and select from the middle of the
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Pending List).

At first glance, this may seem like a small difference. In the right context, however,

it can be quite powerful. For example, we do not have to restrict any properties of

the cost function or constraints on Y, so long as they can quickly be evaluated in a

“black box.” Furthermore, so long as there is a way to determine if a feasible x ∈ X

exists for a given y, the feedback loop from the sub-problem to the master problem

is not application-specific but rather well-defined. But the key is, of course, in the

actual performance, and we suggest that our approach can in some cases outperform

logic-based Benders – not for all problems, of course, but for a well-defined set, which

we identify as SWA-WU.

In fact, for these problems, one can actually view logic-based Benders as a special

case of T&P. Specifically, T&P uses two methods to prune the Pending List: If the

current y is infeasible, then all dominated y’s can be pruned, while if the current y

is feasible, all y’s of higher cost can be pruned. Thus, if the Pending List is sorted

by cost and the least-cost element of the Pending List is always chosen (i.e., the

“optimal” y is selected), then T&P is in fact logic-based Benders, where the idea

of dominance is used to define the dual constraints. In our experience, however,

this is far less effective than choosing from the middle of the list, and pruning both

through dominance (when y is infeasible) and also through cost (when y is feasible).

Because of the problem structure of SWA-WU, the Benders approach would start

from the bottom of the list and work upwards, with very little impact from each of

the successive cuts. In those cases where the optimal solution is fairly costly (relative

to the total solution space), the list would be considered almost exhaustively, whereas

selecting from the middle is much more likely to behave like a log-based search.

To summarize, T&P is similar to logic-based Benders in its partitioning of the
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variables into two sets and its use of non-LP based methods for reducing the feasible

region of the y variables; the difference is in how the y space is searched. The T&P

search method is a promising alternative when considering problems that have the

structure of SWA-WU.

3.7 Conclusions

This chapter began with a discussion regarding weak LP relaxations, and de-

scribed how a weak LP relaxation can cause intractability for the extreme shift

schedule formulation presented in Chapter II. T&P was created to address this

tractability challenge.

Two observations motivate T &P.

1. The number of possible workforce allocations is finite.

2. When the workforce allocation is fixed a feasibility problem remains.

Therefore, instead of solving a single optimization problem, T&P overcomes the

weak LP relaxation of the extreme shift schedule formulation by solving several

feasibility problems.

We can improve the performance of the T&P algorithm by recognizing that in-

formation gained when solving one feasibility problem can give a priori information

about the results for other feasibility problems. This reduces the number of work-

force allocations solved through pruning. If the allocation is feasible, any allocation

with higher cost can be pruned. Any allocation with higher cost than the feasible

allocation is sub-optimal. If the allocation is infeasible, any allocation with fewer or

the same number of workers in each shift type can be pruned. Any allocation with

the same or fewer number of workers has fewer resources and will also be infeasible.
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The framework of T&P naturally lends itself to a more detailed investigation of a

given application’s WU feasibility problem. Rather than trying to solve a challenging

integrated optimization problem, researchers can, within the T&P framework, focus

on exploiting application-specific structures to test the WU feasibility for a given

SWA solution. Likewise, application-specific knowledge can be leveraged in the pre-

processing stage (as is the case studies presented in Chapter IV) to reduce the size

of the candidate SWA solution list. Thus, this chapter lays the groundwork for a

variety of new research in solving WU feasibility problems.

T&P can naturally be extended to a broader class of problems – specifically,

those in which some high level set of (discrete) resources are being allocated (which

dominate system cost), while lower level decisions about how to utilize these resources

to complete a set of tasks (which dominate system complexity) must be made. In the

future, researchers can explore the applicability of T&P to other problems within

this broader category.



CHAPTER IV

Case Studies

Chapter II presented an extreme shift schedule model for Shift Workforce Alloca-

tion and Utilization problems. Chapter III presented a novel algorithmic approach,

which we call Test-and-Prune, to solve this extreme shift schedule formulation, which

is a hybrid of mathematical programming as a mechanism for solving simpler fea-

sibility problems that are then embedded in a larger search-based algorithm. This

chapter presents several SWA-WU case studies based on problems found in auto-

motive stamping plants. This chapter describes an automotive stamping plant and

presents a shift schedule formulation for this manufacturing environment. Compu-

tational experiments using data provided by a major automotive manufacturer are

presented to demonstrate the effectiveness of the T&P algorithm and compare the

T&P algorithm to traditional integer programming (IP) methods.

The chapter is organized as follows. Section 4.1 describes the automotive stamping

environment that will be explored in this chapter. Section 4.2 describes the single

pressline problem, where the workers are assigned to a stamping press throughout

the planning horizon. The section concludes with a comparison of the computational

results using a commercial IP solver to T&P. The remainder of the chapter explores

how T&P and the extreme shift schedule formulation can be used to make workforce

55
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allocation and utilization decisions across presslines. Section 4.3 extends T&P and

the extreme shift schedule formulation to determine the minimum number of shifts

types (first, second and third) that a plant must be operating. This section illustrates

the improvements that pre-processing and pruning have in T&P. Section 4.4 describes

the problem of sharing a pool of workers across groups of presslines called pressline

zones. This section illustrates how T&P can be used to establish bounds for a

pressline zone problem. Section 4.5 is the conclusion with a summary of the results.

4.1 Stamping Problem

An automotive stamping plant is the part of the automotive supply chain that

produces the parts that compose the body of vehicles – such as hoods, fenders, and

door panels – to be used in the manufacturing and repairing of automobiles. An au-

tomotive stamping plant utilizes an assembly line production system. An assembly

line is a set of sequential workstations in which parts pass from workstation to work-

station until the product is fully assembled. There are four types of workstations in

a stamping plant: blanking presses, stamping presslines, sub-assembly workstations,

and assembly workstations. There are part-specific containers that transfer parts

between the presses, presslines and workstations. These containers are called racks.

The process begins by inserting a large roll of sheet steel into a blanking press.

This press cuts the sheet steel into pieces that are slightly larger than the final parts,

called blanks. The blanks are then passed to a stamping pressline that contains

matching upper and lower dies. As a blank moves through the stamping pressline,

the dies shape the blank into a three-dimensional part. After the stamping pressline,

some of these parts are considered final products and are ready to be shipped, while

others stay in the plant and move on to sub-assembly and/or assembly workstations.
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At these workstations, parts can be combined to create final products or undergo

additional operations – such as welding, or adding nuts and bolts – to create final

products. The final products are shipped from the stamping facility to downstream

facilities and/or customers. Each final product has a pre-defined routing though the

plant that must be followed. Figure 4.1 illustrates the flow of parts in a facility.

Press

Press

Press

Press

Blanker

Blanker

Blanker

Blanker

Sub Assembly / Assembly

Example Plant Layout

. . . 

. . . 

. . . 

Sub Assembly / Assembly

Figure 4.1: Stamping Facility Flow

This research focuses on creating effective workforce plans for the presslines stage

of production. This is the bottleneck operation, with the most binding capacity

constraints.

Figure 4.2 depicts a pressline; recall that each part corresponds to a specific set

of upper and lower dies. Each pressline is assigned a specific set of part types to

produce. The key modeling challenge in this problem stems from the requirements

governing the changing of those upper and lower dies.

An off-line preparation and on-line dieset are required to change the pressline

from the production of part type A to that of type B.

First, the dies for part type B must be prepared. This off-line preparation can take

place while part type A is being produced, but it cannot begin before production of

part type A starts. During off-line preparation, dies from the previous on-line dieset

(these dies correspond to the part type produced before part type A) are moved to
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Figure 4.2: Stamping Press [1]

their storage location or cleaning and maintenance area. Then, the dies for part type

B are picked up and moved to the pressline and the dies are visually checked.

Second, once the off-line preparation (which can take as much as two hours) has

been completed and after the production of part type A ends, the on-line dieset

to the dies for part type B may take place. Specifically, once the production has

been completed, the area is cleaned and the dies for part type A are unclamped or

unbolted. The dies for part type A are moved out, and the dies for part type B are

moved in, secured and then inspected. During this period (which, depending on the

technology used, can take from as little as 30 minutes to as much as several hours),

no parts can be produced on the pressline.

Shift n Shift n+1

!A B

!A B

! A

X

X

"

"

!A B

!A B

Figure 4.3: Feasible Changeovers and Off-line Preparation
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It is important to note two operational policies regarding changing the pressline

from the production of part type A to that of part type B. First, the on-line dieset

to A should be fully contained within a single shift. Second, the subsequent off-line

preparation time for B should also be fully contained in a single shift. This is so

a single group of workers maintains full responsibility over each activity. Figure

4.3 illustrates proper and improper off-line preparation and on-line dieset scheduling

across two shifts n and n+1. The ∆ represents an on-line dieset, a letter denotes

production of a particular part type and the dots represent an off-line preparation.

The “X” denotes an improper on-line dieset or off-line preparation and the check

mark denotes a proper on-line dieset and off-line preparation. The top two examples

are feasible, both the off-line preparation and on-line dieset are fully contained in a

shift. It is important to note that the off-line preparation and the subsequent on-line

dieset do not have to be in the same shift. The remaining examples are improper;

the off-line preparation or the on-line dieset span across the shifts.

Lastly, it is important to note that the workforce costs dominate all other costs in

the facility. There are two types of workers for presslines, direct laborers – responsible

for operating the presslines – and indirect labor crews – responsible for the off-line

preparation and conducting the on-line diesets. Each part type requires a specific

number of direct laborers to be present during production. One indirect labor crew is

required during off-line preparation. Laborers must be hired for the entire planning

horizon within a given shift type (first, second, or third shift in the day). Therefore,

the daily direct labor staffing level for a given shift type is the maximum direct labor

requirement across all such shifts in the planning horizon and the daily indirect labor

staffing level for a given shift type is the maximum indirect labor requirement across

all such shifts in the planning horizon. For each shift type, there is an hourly cost
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per direct laborer, as well as a separate hourly cost for indirect labor crews.

This chapter develops algorithms and models to assist managers in determining

the workforce allocation (the number of direct laborers and indirect labor crews in

each shift type) and utilization (the schedule of part types on each pressline) in a

stamping plant.

A schedule for a pressline is defined by the sequence of the part types on the

workstations and the duration that each part type is produced on each workstation.

Each schedule has a corresponding workforce allocation.

Table 4.1 illustrates a sample schedule for a pressline. This table includes the

shift number, the shift type, a figure to represent the tasks completed in the shift,

the number of direct laborers required (denoted by D Req.) to complete the task

and the number of indirect labor crews required (denoted by I Req.) to complete the

task. The last two columns represent the number of direct laborers scheduled in the

shift (denoted by D Sched.) and the number of indirect crews scheduled in the shift

(denoted by I Sched.). For the shift tasks column the letter indicates the part type;

“Idle” indicates that pressline is set up to produce a part type, but the workers are

currently idle. ∆AB indicates the time to complete the on-line dieset from part type

A to part type B.

In the example, part type A requires three direct laborers for production, part type

B requires four direct laborers for production and part type C requires one direct

laborer for production. Each dieset requires one indirect labor crew. The planning

horizon begins by producing part type C for eight hours in shift one, followed by

a completely idle shift (the pressline remains set up for part type C). The third

shift begins by producting part type C for one hour. Next, the pressline is set up

to produce part type A, and part type A is produced for the rest of the shift. Part
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type A is produced for all of shift four. To begin shift five, the pressline is set up

to produce part type B, after the dieset is complete part type B is produced for the

remainder of the shift. Part type B is produced for a half-hour to begin shift six,

then there is a dieset to produce part type C and part type C is produced for the

remainder of the shift.

The number of laborers for each shift is the maximum across all tasks scheduled in

that shift. Thus, one direct laborer is required in the first shift, zero direct laborers

are required in the second shift, three direct laborers are required in the next two

shifts and four direct laborers are required in the last two shifts. These values are

shown in the direct laborers required (D Req.) column. One indirect labor crew

is required in the third, fifth and sixth shifts, this is indicated in the indirect labor

crews required (I Req.) column.

With this information we can determine the number of direct laborers and indirect

labor crews required for each shift type. Recall, the number of laborers for each shift

type is the maximum across all shifts in that shift type. Thus, three direct laborers

are required in the first shift type, and four direct laborers are required in the second

and third shift type – these values are shown in the direct laborers scheduled (D

Sched.) column. One indirect labor crew is required in the second and third shift

type – these values are shown the indirect labor crews scheduled (I Sched.) column.

Table 4.1: Sample Pressline Schedule

Shift Shift Type Shift Tasks D Req. D Sched. I Req. I Sched.
1 First

A

!
CAC A

B!"#

B !#" A

C

C - Idle

!
BCB C

1 max(1,3) = 3 0 max(0,0) = 0
2 Second

A

!
CAC A

B!"#

B !#" A

C

C - Idle

!
BCB C

0 max(0,4) = 4 0 max(0,1) = 1
3 Third

A

!
CAC A

B!"#

B !#" A

C

C - Idle

!
BCB C

3 max(3,4) = 4 1 max(1,1) = 1
4 First A

!
CAC A

B!"#

B !#" A

C

C - Idle

!
BCB C

3 max(1,3) = 3 0 max(0,0) = 0
5 Second

A

!
CAC A

B!"#

B !#" A

C

C - Idle

!
BCB C

4 max(0,4) = 4 1 max(0,1) = 1
6 Third

A

!
CAC A

B!"#

B !#" A

C

C - Idle

!
BCB C 4 max(3,4) = 4 1 max(1,1) = 1
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The objective of the pressline workforce planning problem is to minimize the cost

of labor subject to the following constraints.

1. There are three eight-hour shifts in each day.

2. Each pressline is assigned a set of part types to produce.

3. All daily demands must be met on time.

4. Production of a given part type can only take place when the pressline is set

for that part.

5. The on-line dieset for a given part type cannot occur until the off-line prepara-

tion has been completed.

6. Off-line preparation for a pressline cannot begin until the prior on-line dieset

on the pressline has been completed.

7. Production for a pressline cannot occur while an on-line dieset is taking place

on the pressline.

8. Each on-line dieset must be conducted completely within a single shift.

9. Each off-line preparation must be conducted completely within a single shift.

10. Production cannot occur unless the correct number of direct laborers are present

at the pressline.

11. On-line diesets cannot occur unless the correct number of indirect labor crews

are present at the pressline.

12. Off-line preparation cannot occur unless the correct number of indirect labor

crews are present at the pressline.

13. Laborers must be hired for the entire planning horizon within a given shift type.
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4.1.1 Assumptions

The assumptions for the stamping workforce planning problem are as follows:

• All daily demand requirements must be met. The stamping facility feeds the

downstream final assembly plants and service facilities. It is essential that these

final assemblies not be disrupted due to lack of materials from the stamping

facilities.

• Adequate raw materials are always available. It is assumed that the pressline

is the bottleneck operation, therefore blanks are always available to feed the

pressline.

• Adequate buffer is always available. It is also assumed that there are no capac-

ity limitations for storing completed output from the presslines.

• Daily demand must be met at the end of each day’s third shift. This is also the

time at which inventory calculations are made.

• Changeover operating policy constraints are enforced. When changing to part

type B from part type A, the on-line dieset for part type A must immediately

be followed by the beginning of the off-line preparation for part type B. This

is to ensure that the pressline can be switched over from A to B as quickly as

possible if there is a problem with the production of A. Furthermore, the dieset

to A and subsequent off-line preparation time for B should be fully contained

within a single shift. This is so a set of laborers maintains responsibility for the

complete process.

• At most one changeover can take place per shift. For the sake of exposition, we

assume at most one changeover per shift. In many cases this is reasonable
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operationally, except when demand levels are very small. Section 2.2.4 notes

how this assumption can be relaxed.

• Labor requirements: Laborers must be hired for the entire planning horizon

within a given shift type (first, second, third).

• The problem is static, deterministic, and repeating. The goal is to develop a

two week schedule, to be repeated over an extended period of time, comprised

of at most three shifts per weekday. Although demand may vary from day to

day over the two-week horizon, it is assumed that the inventory levels at the

start and end of the planning horizon are the same.

The production environment is not fully deterministic – there will be fluctuations

in daily demand and yield, as well as machine failures and other sources of disruption.

In practice, these issues are addressed through the input data, by establishing a

priori appropriate levels of safety stock, being conservative in yield estimates, and

leveraging over-time opportunities and the use of premium transportation modes to

recover from disruptions [52]. Furthermore, day-to-day modifications can be made by

the scheduler or a manufacturing execution system to recover from minor deviations

from plan [53]. The purpose of this work is to construct an initial plan which will

typically be implemented in conjunction with these systems.

4.1.2 Input Data

The following defines the input data for the pressline stamping problem:

• Time horizon and shifts: In the computational experiments, there are three

shifts per weekday for a two-week planning horizon, resulting in a total of thirty

shifts.
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• Set of part types (also known as jobs ): Associated with each part type is a

daily demand for each day in the planning horizon (as output by Manufac-

turing Resource Planning II (MRP II) ) [84]; the number of direct laborers

needed to run that part type on the pressline; the production time per unit;

and the daily per-unit inventory cost for that part type.

• Changeover characteristics: The off-line preparation time and on-line dieset

time for each pair of part types are known.

• Labor costs: For each shift type (first, second, or third), there is an hourly cost

per direct laborer, as well as a separate hourly cost per an indirect labor crew.

4.1.3 Modeling Challenges

The stamping workforce planning problem is a SWA-WU. A solution to the au-

tomotive stamping problem includes the shift-workforce allocation (the number of

direct laborers and indirect labor crews available during each shift in the planning

horizon) and the workforce utilization (the schedule of part types on the presses,

presslines and workstations). The SWA-WU class of problems are discussed in de-

tail in Chapter I. Like other SWA-WU, the stamping workforce planning problem

is difficult to model because of the complex changeover constraints and non-linear

relationships between decisions.

In addition, workers (both direct laborers operating the presslines, and indirect

labor crews conducting changeovers) must be hired for the entire planning horizon

within a given shift type. Thus, the daily staffing level for a given shift type (first,

second, or third) is the maximum labor requirement across all such shifts in the

planning horizon (recall the example in table 4.1). This adds complexity to the

stamping problem.
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This chapter shows how an extreme shift schedule formulation and T&P can be

used to overcome these challenges to find high-quality implementable solutions to

workforce planning problems in an automotive stamping plant.

4.2 Single Pressline Decisions

The stamping workforce planning problem addressed in this section considers a

single pressline.

4.2.1 Problem Statement

In this section, the goal is to build a schedule – what order to sequence the part

types in, how many parts to produce during each run – for a single pressline that

minimizes the cost of direct laborers and indirect labor crews.

Although there is little if any pre-existing research directly addressing the schedul-

ing of automotive stamping operations, there is a vast body of related research on

single-machine scheduling problems. Please see Appendix A for a detailed review

on this literature. The application that we consider is different from the standard

literature in two ways. The first difference is the objective function, which focuses

on labor costs, assuming all demand must be met on or before its due date; in par-

ticular, the calculation of labor costs is fairly unique, relative to what is commonly

seen in the literature, in that a laborer needed on any given day must be paid for

all days in the time horizon. The second difference is in the two-staged changeover

requirements, which include both off-line preparation and the on-line dieset itself.

4.2.2 Shift Schedule Formulation

Similar to the formulation presented in Chapter II, the basis for the formulation

is the binary variable xsn which takes value one if shift schedule s is assigned to the
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nth shift (recall that there are 30 shifts in the problem instances considered - three

shifts per weekday for two weeks).

Recall that for SWA-WU it is helpful to take advantage of the fact that the com-

plexity is largely shift-specific. For example, changeovers must be fully contained

within a shift, and workforce calculations are made at the shift level as well. There-

fore, we define variables for this problem to represent a feasible set of ordered tasks

that can be completed in an individual shift. Recall that within shift schedule fig-

ures, the letter indicates the part type; “Idle” indicates that pressline is set up to

produced a part type, but the workers are currently idle. ∆AB indicates the time to

complete the on-line dieset from part type A to part type B. The dots represent the

time to complete the off-line preparation.

By defining the variables in this way, many of the constraints are automatically

enforced — a shift schedule is not defined if it does not satisfy the operational

rules associated with changeovers. Additionally, associated with each shift schedule

are characteristics — the tasks worked on and for what duration, the number of

changeovers (on-line dieset and off-line preparation), etc. — that can be used in

constraints, as well as the objective function.

The shift schedule parameters (f , l, q and u) are the same as in the shift schedule

formulation in Chapter II, however, there is one additional parameter, g illustrated

in Figure 4.4. The figure has four shift schedule examples. The g parameter equals

the number of changeovers within each shift schedule. Recall, each parameter is

indexed by the name of the part type (A or B in the Figures) and the shift schedule

identification number (1, 2, 3 or 4 in the Figures).

In addition to the notation defined in Chapter II we will need to following notation

to formulate the single pressline problem.
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g1 = 0

g2 = 1

g3 = 1

g4 = 1

A

!"#A - Idle B

B!"#

B !#" A

Figure 4.4: Pressline Sample Shift Schedules: Changeover Parameter

Sets

• H is the set of shift types (i.e., first, second and third)

• T ⊂ N is the set of third shifts – {3, 6, 9, . . . , 30} - during which demand must

be met and inventory is computed

• S′ is the set of extreme shift schedules for the single pressline problem (discussed

in the next section)

• K is the set of unique direct labor requirements across all part types, plus the

option to not staff a shift type (e.g., if part types A and B each require 2 laborers

during production and part types C and D require 4, then K would be {0, 2, 4})

Parameters

• gs = 1 if there is a changeover (on-line dieset and off-line preparation) in shift

schedule s, else 0 ∀s ∈ S (illustrated in Figure 4.4)

• dpn is the demand for part type p on shift n ∀p ∈ P, n ∈ T (where we only

think of demand per day, i.e., for every third shift)



69

• cI
h is the cost for the entire planning horizon of an indirect labor crew (respon-

sible for changeovers) in shift type h ∀h ∈ H

• cD
h is the cost for the entire planning horizon of a single direct laborer (respon-

sible for production) in shift type h ∀h ∈ H

• ap is the number of direct laborers needed during production of part type

p ∀p ∈ P (in the example, aA = aB = 2 and aC = aD = 4)

• h(n) is the shift type of shift n ∀n ∈ N (for example, h(1) = h(4) = h(7) =

first)

Variables

• inp ≥ 0 is the inventory of part type p at the end of shift n ∀p ∈ P, n ∈ {0}∪T

(again, only once per day, i.e., for every third shift)

• yD
hk = 1 if direct labor requirement k is scheduled for shift type h, else 0 ∀k ∈

K, h ∈ H

• yI
h = 1 if an indirect labor crew is required for shift type h, else 0 ∀h ∈ H

Formulation

(4.1) min
∑

h∈H

cI
hy

I
h +

∑

h∈H

cD
h

∑

k∈K

kyD
hk

s.t.

(4.2)
∑

s∈S

xns = 1 ∀n ∈ N

(4.3) wF
np =

∑

s∈S

fpsxns ∀p ∈ P, n ∈ N
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(4.4) wL
np =

∑

s∈S

lpsxns ∀p ∈ P, n ∈ N

(4.5) wF
np = wL

(n−1)p ∀p ∈ P, n ∈ {2 . . . |N|}

(4.6) wF
1p = wL

|N|p ∀p ∈ P

(4.7)
n∑

n′=n−2

∑

s∈Ŝm

qpsxn′s + i(n−3)p − dnp = inp ∀p ∈ P, n ∈ T

(4.8) i0p = i|N|p ∀p ∈ P

(4.9)
∑

s∈S

gsxns ≤ yI
h(n) ∀n ∈ N

(4.10)
∑

s∈S

upsxns ≤
∑

k∈K:k≥ap

yD
h(n)k ∀p ∈ P, n ∈ N

(4.11)
∑

k∈K

yD
hk = 1 ∀h ∈ H

(4.12) 0 ≤ xns ≤ 1 ∀n ∈ N, s ∈ S′

(4.13) inp ≥ 0 ∀p ∈ P, n ∈ T ∪ {0}

(4.14) wF
np, w

L
np ∈ {0, 1} ∀p ∈ P, n ∈ N

(4.15) yD
hk ∈ {0, 1} ∀k ∈ K, h ∈ H

(4.16) yI
h ∈ {0, 1} ∀h ∈ H
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The objective, 4.1, minimizes the cost of indirect labor crews and direct laborers.

Constraints 4.2, 4.3, 4.4, 4.10 and 4.11 are like those found in Chapter II – these

constraints assign shift schedules, define the auxiliary variables and calculate the

number of direct laborers. Constraints 4.5 and 4.6 specify that the part type for

which the pressline is currently set at the end of one shift must also be the part type

for which that pressline is set when it begins the next shift (recall the planning horizon

is cyclic). Constraints 4.7 and 4.8 calculate each day’s inventory - the production

over all three shifts in a day, plus the preceding day’s inventory, minus the current

day’s demand, yields the current day’s inventory. These constraints ensure that

demand is met on time. Constraints 4.9 enforce that shift type h must be assigned

an indirect labor crew if any shift of that type is assigned a schedule containing a

off-line preparation.

This formulation is very similar to the formulation presented in Chapter II, there

are shift schedule variables, and several sets of constraints are similar. However, there

are some differences. First, there are several due dates throughout the horizon for

each part type. To capture this the demand parameter, d, has two indices to denote

when in the planning horizon the parts must be ready to be sent to customers. To

ensure the due dates are satisfied, variables and constraints are introduced to track

the daily inventory for each part type. The second difference is that the planning

horizon is cyclic. Constraints that make the end of the planning horizon match the

start of the planning horizon ensure that the schedules created will be cyclic.

Note that the assumption that starting and ending inventory must be the same

can be relaxed by eliminating constraint set 4.14 and instead setting i0p and i|N |p to

the desired values (or leaving them as decision variables to be fixed by the model).
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4.2.3 Extreme Shift Schedule Formulation

We can derive a set of extreme shift schedules in this formulation in a similar way

that we derived the extreme shift schedules for the formulation presented in Chapter

II. Recall that extreme shift schedules dramatically decrease the number of variables

and increase the solution quality by implicitly incorporating all possible shift schedules

(without any need for discretizing time).

Similar to the extreme shift schedules presented in Chapter II, we derive the

extreme shift schedules for the single pressline problem by considering two different

cases – shift schedules that do not include a changeover, and shift schedules that do

include a changeover.

The single part type shift schedules are exactly the same. Recall that in the

automotive stamping plants considered every shift is eight hours long. A polyhedron

defined by the constraints t(A) ≥ 0 and t(A) ≤ 8 can represent the candidate

set of these shift schedules. Recall, t(p) is the duration task p is produced. The

extreme shift schedules are the the basic feasible solutions of the polyhedron t(A) = 8

(production of part type A for the entire shift) and t(A) = 0 (the workers are prepared

to work on A but they remain idle for the entire shift).

The two-part type shift schedules are slightly different. Two-part type shift sched-

ules include a single changeover (on-line dieset and off-line preparation). For two part

types A followed by B, the set of valid shift schedules is restricted to those cases

that satisfy the following constraints:

(4.17) t(A) + t(B) ≤ 8−∆AB

(4.18) t(A) ≤ 8−∆AB − Γ



73

(4.19) 0 ≤ t(A)

(4.20) 0 ≤ t(B)

where ∆p1p2 is the time to changeover from part type p1 to part type p2 and

Γ is the duration of the off-line preparation. Constraint 4.17 states that the total

production time cannot exceed the length of the shift minus the time required for

the on-line dieset (recall the assumption that there are eight-hour shifts). Constraint

4.18 ensures that production of part type A ends with enough time for the changeover

(on-line dieset and off-line preparation) to finish within the shift. Constraint 4.19

and 4.20 ensure that the production time of part type A and B is not negative. [We

assume that ∆AB and Γ are non-negative and that their sum is less than or equal to

the shift duration.]

These constraints form a polyhedron that defines the set of all feasible shift

schedules containing part type A followed by part type B. Thus the extreme shift

schedules (expressed as (t(A), t(B)) are: (0, 0), (0, 8 −∆AB), (8 −∆AB − Γ, Γ) and

(8−∆AB−Γ, 0). Any feasible shift schedule containing part type A followed by part

type B can be represented as a convex combination of these four extreme points. This

polyhedron and an example of a convex combination of the extreme shift schedules

are illustrated in Figure 4.5. The figure assumes that ∆AB is a half-hour and Γ is

two hours.

Just as in the general SWA-WU formulation, the number of variables is greatly

reduced by using extreme shift schedules — for each shift n, there are only two ex-

treme shift schedules per part type and four extreme shift schedules for each ordered

pair of part types, as given by the polyhedra presented earlier. Thus, an instance

with 10 part types would have only 380 extreme shift schedules. This is a significant



74

8

7

6

5

4

3

2

1

0

0      1      2      3      4      5       6      7      8

Production Job A (Hours)
P

ro
d

u
c
ti
o

n
 J

o
b

 B
 (

H
o

u
rs

)

B!"#

B - Idle!"#A - Idle !"#A B-Idle

!"#A B

B!
ABA

Figure 4.5: Feasible Region: Pressline Two-Task Shift Schedule

improvement over discretizing time into half-hour increments where over fourteen

times the number of shift schedules would be needed. Table 4.2 shows the differ-

ence in the number of shift schedules required to represent all feasible stamping shift

schedules using the extreme shift schedule versus discretizing time using half-hour

and one minute increments. [Note that due to the additional constraints regarding

changeovers, the stamping problem requires more extreme shift schedule than the

formulation presented in Chapter II, Table 2.1. However, it is important to also note

that the number of discretized shift schedules that would be required has grown at

a significantly faster rate.]

Table 4.2: Pressline Number of Shift Schedules Required Comparison
Tasks Extreme Shift Schedules Half-hour Increments Minute Increments

5 90 1,285 803,425
10 380 5,570 3,609,400
15 870 12,855 8,417,925

4.2.4 Computational Results

To evaluate the performance of this model, twenty-two single pressline instances

(i.e., twenty-two different pressline data sets) provided from a major automotive
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manufacturer were considered.

Branch-and-Bound Computational Results

Table 4.3 provides the number of distinct part types and total number of individual

parts to be produced, as well as the number of unique direct labor requirements, |K|,

for each pressline.

Table 4.3: Single Pressline Characteristics
ID # Part Types Total # of Units Unique Direct Labor Requirements
1 2 18,290 3
2 5 52,910 3
3 5 37,780 4
4 12 38,190 2
5 11 38,750 2
6 3 35,710 4
7 7 35,350 3
8 2 43,180 2
9 5 39,440 3
10 9 56,540 5
11 7 85,860 3
12 7 29,900 3
13 8 44,170 3
14 5 94,360 4
15 6 34,730 4
16 3 21,600 3
17 5 36,760 4
18 5 30,730 2
19 4 40,250 4
20 3 21,980 2
21 3 28,850 3
22 13 158,110 4

For each of these instances, the extreme shift schedule formulation was imple-

mented using CPLEX version 11.0 with default branching parameters on a IBM

x3455 with an 2x Dual Core AMD Opteron Model 2218 Processors at 2.6GHz

(2593.632 MHz), 10 GB of memory running Redhat Enterprise Linux 4 operating

system. A time limit of 10.5 hours was used to evaluate each instance. The results

appear in table 4.4. This table provides the run time in seconds, the number of

branch-and-bound nodes solved, and the optimality gap at completion.
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Table 4.4: Single Pressline Initial Results
ID Run Time (sec) Number of Nodes Optimality Gap (%)
1 2 523 0.00
2 407 3297 0.00
3 23 350 0.00
4 965 399 0.00
5 2012 1116 0.00
6 4 553 0.00
7 45 259 0.00
8 1 508 0.00
9 37800 577587 9.68
10 1385 1989 0.00
11 102 548 0.00
12 84 81 0.00
13 37800 76057 0.49
14 4076 35249 0.00
15 5258 42370 0.00
16 2 70 0.00
17 230 1273 0.00
18 2394 21551 0.00
19 13219 503858 0.00
20 5101 227024 0.00
21 9 185 0.00
22 37800 26963 8.18

In nineteen of the twenty-two instances, a provably-optimal solution was found in

under 3 hours and 45 minutes. This was not the case in the remaining three instances

where the optimality gap was between 0.49% and 9.68% after 10.5 hours.

T&P Implementation

The T&P algorithm (discussed in detail in Chapter III) was developed to over-

come the tractability challenges of the extreme shift schedule formulation. The T&P

approach is based on the idea of solving many easy feasibility problems instead of

one difficult optimization problem.

The algorithm begins by enumerating all feasible workforce allocation possibilities.

During the enumeration the cost of each workforce allocation is calculated. For the

stamping problem, the workforce allocation is the number of direct laborers and

indirect laborer crews available during each shift type. Next, for each workforce
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allocation the feasibility problem that corresponds to fixing the workforce allocation

is solved. The optimal solution is lowest-cost workforce allocation that corresponds

to a feasible workforce utilization (i.e., schedule of part types on the pressline).

To improve the performance of the algorithm and reduce the number of feasibility

problems that need to be solved, T&P can be modified to included user-specified

pre-processing and pruning.

For the single pressline problem a workforce allocation is described by the number

of indirect labor crews available for off-line preparations (either 0 or 1 for a single

pressline) and then by its direct labor staffing. When considering a single pressline,

there are only eight possible allocations for indirect labor crews. Recall that the

choice of whether or not to schedule an indirect labor crew is required in each of the

three shift types (first, second, and third). Similarly, for direct labor there are |K|

choices of staffing for each of the three shift types, where K is the set of unique labor

requirements (including the choice of not staffing any direct laborers a given shift

type). Thus, the total number of unique workforce allocations is merely: 23|K|3.

When considering individual presslines, the largest number of distinct direct labor

requirements for the twenty-two instances considered in table 4.3 is five, therefore

there are at most one thousand (23 ∗ 53 = 1000) unique workforce allocations for any

of the twenty-two instances.

Just as in Chapter III, y will be used to represent a workforce allocation ({y}

and {yI | yD} will also be used represent a workforce allocation). For example, if

K = {0, 4, 5, 6} labor allocation {0, 1, 1 | 4, 6, 5} for a pressline states that there is no

indirect labor crew assigned to the first shift of each day in the horizon (yI
1 = 0), but

both the second and third shift of each day have an indirect labor crew (yI
2 = yI

3 = 1).

The first shift type has four direct laborers assigned (yD
14 = 1) , the second shift type
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has two direct laborers assigned (yD
26 = 1) , and the third shift type has three direct

laborers assigned (yD
35 = 1).

Thus, a workforce allocation could be represented as

{yI
1 , y

I
2 , y

I
3 , |

∑

k∈K

kyD
1h,

∑

k∈K

kyD
2k,

∑

k∈K

kyD
3k} using the notation from the single pressline

formulation. Recall the single pressline formulation where yI
h = 1 if a indirect labor

crew is required in shift type h and yD
kh = 1 if direct labor requirement k is required

for shift type h.

Recall, the T&P algorithm has two phases. The first phase is the Build phase,

where the Pending List is created by enumerating all feasible workforce allocation

possibilities. The second phase is the Process phase, where the list is searched until

the optimal solution is found.

The Build phase begins with an upper and lower bound for each element of the

workforce allocation. The Pending List is created by looping through all combina-

tions in these ranges. As the list is built, each workforce allocation is pre-processed

to eliminate clearly infeasible and sub-optimal solutions.

Pre-processing the set of workforce allocations to remove clearly infeasible and

sub-optimal allocations from consideration before solving any feasibility problems

can significantly reduce the number of workforce allocations solved. Two types of

pre-processing checks were used for the single pressline problem.

1. Pre-process by labor lower bounds Lower bounds for the number of direct la-

borers and indirect labor crews required in a feasible schedule can be calculated

based on demand data. These bounds can help reduce the number of work-

force allocations that are included in the Pending List. If workforce allocation

{y} does not meet the lower bounds for indirect or direct laborers then {y} is

infeasible and is not included in the Pending List.
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• Indirect Labor Crews Lower Bound - Recall that there is at most one

changeover per shift, ten days in the planning horizon and each day has

one shift of each shift type (first, second, third). Thus in a feasible sched-

ule, there can be up to ten changeovers in any shift type – one changeover

in each shift (i.e., there can be up to ten changeovers if an indirect labor

crew is assigned to only one shift type, up to twenty changeovers if indirect

labor crews are assigned to two shift types, and up to thirty changeovers

of indirect labor crews are assigned to all three shift types). In addition,

recall that there must be at least one changeover per part type (i.e., every

part type must be set up at least once so it can be produced). Therefore

at a minimum the number of off-line preparations in a feasible solution is

equal to the number of part types. Using these observations, we can quickly

determine a lower bound on the number of shift types that must have in-

direct labor crews available using the expression, ) |P|
10 *, where |P| is the

number of part types produced on the pressline. The expression enforces

the relationship between the number of part types and the number of shift

types that require indirect labor crews. If a workforce allocation does not

meet these lower bounds (i.e., yI
1 + yI

2 + yI
3 < ) |P|

10 *) it will be eliminated

from consideration.

• Direct Laborers Lower Bound - A bound can be calculated in a similar

manner for each unique direct labor requirement k. Recall that each shift

is eight hour long. We can use the expression, )dk
8 *, to calculate the lower

bound on the number of shifts that require k or more direct laborers. In the

expression dk is the total demand (measured in hours) of all part types to

be produced on the pressline that require k or more direct laborers ( dk =
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∑

p∈P:ap≥k

∑

t∈T∪{0}

dpt ∀k ∈ K). Using this expression we can quickly check

to see if a workforce allocation covers the shift needs for each unique direct

labor requirement. If a workforce allocation does not cover the shift needs it

will be eliminated from consideration, otherwise it will move to the next pre-

processing test. For example, assume that K = {0, 2, 4} and d0 = 20, d2 =

20, d4 = 5. Therefore, the minimum number of shifts required to meet

demand is twenty (this is the minimum number of shifts required to produce

all part types – every part type requires zero or more workers), the minimum

number of shifts required to produce all part types that require two or more

direct laborers is twenty and the minimum number of shifts required to

produce all part types that require four direct laborers is five. Workforce

allocations { yI | 0, 2, 2} would be eliminated from consideration – these

workforce allocations provide twenty shifts with two or more direct laborers

but they do not provide five shifts of four direct laborers. This calculation

is a lower bound because it disregards the rules concerning changeovers

and, in particular, the boundaries provided between shifts that cannot be

spanned by certain tasks.

2. Pre-process by symmetry Note that pre-processing by symmetry is only appli-

cable when the planning horizon is cyclic. When considering a cyclic planning

horizon, workforce allocations are symmetric when they are equal to another

when all of the shifts are rotated either one or two shift types forward, with

the first shift becoming the second or third, the second becoming the third or

first, and the third becoming the first or second. For example, assignment {0,

1, 1 | 4, 6, 5} is symmetric to assignments {1, 0, 1 | 5, 4, 6} and {1, 1, 0 | 6,

5, 4}. The costs of these schedules will not necessarily be the same, because
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different shifts have different labor costs, but the schedules are equivalent in

terms of timing and thus in terms of feasibility. [See Appendix B for a detailed

discussion.] Therefore, if workforce allocation {y} has a symmetric allocation

{y′} with cheaper cost then {y} is sub-optimal and should not be included in

the Pending List. The number of workforce allocations that are included in the

Pending List can be significantly reduced by eliminating expensive symmetric

workforce allocations during pre-processing.

Each workforce allocation that passes the pre-processing tests will be inserted in the

Pending List.

In the Process phase, workforce allocations in the Pending List are evaluated until

the list is empty and the optimal solution has been identified. First, a workforce

allocation, {y}, in the Pending list is selected. Next, the appropriate variables in

the shift schedule formulation are fixed to reflect the allocation and the feasibility

of the allocation is tested. [Refer to Chapter III, section 3.4 for a discussion on

how to implicitly fix the workforce allocation.] If a feasible solution exists for the

given workforce allocation, {y}, any workforce allocation with higher cost can be

eliminated; clearly any such solution is sub-optimal. Conversely, if {y} is infeasible,

any workforce allocation (or a symmetric workforce allocation) {ŷ} in the Pending

List for which ŷ ≤ y, is removed from the Pending List; such workforce allocations

have fewer labor resources in every shift type and thus will also be infeasible. In all

of the computational results presented in this chapter, the workforce allocations are

sorted from high-cost to low-cost and selected from the middle of the Pending List.

As a result, whenever the workforce allocation, {y} is feasible, the list will be pruned

in half (because half of the candidates in the Pending List, by definition, have higher

cost). When the workforce allocation {y} is infeasible, the list is not automatically
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cut in half, but in the early iterations several workforce allocations in the Pending

List will be pruned by dominance, because there are several workforce allocations

still in the list that have fewer resources.

Once {y} has been processed and the Pending List updated, the workforce alloca-

tion at the middle of the (reduced) Pending List is processed. This is repeated until

the list is empty. The lowest-cost feasible allocation (and its corresponding pressline

schedule) is the optimal solution.

T&P Computational Results

To evaluate the performance of T&P algorithm, the same twenty-two instances as

described in section 4.2.4 were considered using the same computer and CPLEX 11.0

settings to solve the feasibility problems. The results appear in Table 4.5. This table

provides the run time (in seconds), the run time of the branch-and-bound approach

presented earlier (for the sake of comparison), the number of workforce allocations

(the maximum number of feasibility problems that could require solving), the number

of workforce allocations included in the Pending List (those that passed the pre-

processing checks), and the number of feasible and infeasible workforce allocation

feasibility problems actually solved (the others were eliminated by pruning). If the

instance did not solve within the 10.5 hour time limit it is denoted by “–”.

Table 4.6 summarizes the impact of the pre-processing techniques. The first col-

umn in the table is the pressline identification number, followed by the number

pre-processed (the number possible minus the number in the pending list in the pre-

vious table), next is the number of workforce allocations that are eliminated just

using the lower bound calculations, the last column lists the number of workforce

allocations that are eliminated only using the symmetry pre-processing rule. Note

that the sum of values in the last two columns is greater than the second column for
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Table 4.5: Single Pressline Computational Results with T&P
ID Trad Run T&P # Possible # Viable # Feasible # Infeasible
1 2 1 216 38 5 0
2 407 221 216 17 1 5
3 23 6 512 80 2 16
4 965 369 64 6 1 2
5 2012 40 64 2 1 0
6 4 1 512 80 4 5
7 45 11 216 17 4 0
8 1 1 64 10 2 2
9 – 7308 216 17 2 4
10 1385 76 1000 136 5 6
11 102 10 216 10 2 3
12 84 2 216 38 5 0
13 – 7248 216 17 2 4
14 4076 332 512 38 1 8
15 5258 85 512 59 3 9
16 2 1 216 38 5 0
17 230 33 512 59 2 12
18 2394 7 64 10 1 4
19 13219 4509 512 59 2 12
20 5101 1051 64 17 3 1
21 9 1 216 38 4 0
22 – 582 512 26 3 3

all presslines this indicates that some workforce allocations are eliminated by both

of the techniques.

As an alternative to traditional mathematical programming techniques, T&P

finds optimal solutions to the single pressline problem by solving several feasibil-

ity problems in place of a single (but more challenging) optimization problem. The

ability to prune both when the current solution is feasible and also when it is infea-

sible greatly enhances computational performance. Results from the single pressline

demonstrates the effectiveness of this algorithm. In fifteen of the twenty-two in-

stances, the algorithm terminated in less than five minutes. Four instances had run

times between five and sixty-five minutes, and three instances had run times be-

tween sizty-five and 125 minutes. Interestingly, for each of the three instances that

took over one hour to solve, almost all of the run time can be attributed to a single
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Table 4.6: Single Pressline T&P Pre-processing Impact
ID # Pre-processed # Lower Bounds # Symmetry
1 178 104 140
2 199 167 140
3 432 274 336
4 58 48 40
5 62 60 40
6 432 274 336
7 199 167 140
8 54 36 40
9 199 167 140
10 864 594 660
11 206 188 140
12 178 104 140
13 199 167 140
14 474 400 336
15 453 337 336
16 178 104 140
17 453 337 336
18 54 36 40
19 453 337 336
20 47 15 40
21 178 104 140
22 486 436 336

workforce allocation feasibility problem. In each of the three instances there was one

workforce allocation that took a significant amount of time (over one hour) to return

infeasible. This suggests the value of identifying additional mechanisms to detect

infeasibility a priori.

It is also interesting to note that for those problem instances in which the branch-

and-bound approach failed to find an optimal solution, the optimality gap at ter-

mination was not a reflection of a poor-quality solution but rather of a weak LP

relaxation, as conjectured in Chapter III (i.e., for the instances that did not con-

verge within 10.5 hours, T&P proved that the last integer feasible solution found by

CPLEX was optimal).
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4.3 Facility Operating Decisions

T&P and the extreme shift schedule formulation can be used to solve other stamp-

ing workforce planning problems, in addition to the single pressline problem. This

section explores another workforce planning problem in the automotive stamping

manufacturing environment that considers multiple presslines simultaneously to min-

imize facility operating costs.

4.3.1 Problem Statement

We began this chapter focusing on the detailed task of scheduling individual

presslines, itself a complex and challenging problem. For some presslines, we ob-

served that it was possible to schedule all tasks in fewer shift types than had been

allocated. Careful planning may make it possible to complete all tasks in a reduced

number of shifts for all of the presslines in the facility. The savings associated with

eliminating a shift type (and therefore eliminating the corresponding cost of oper-

ating the facility during that time period) can be significant. This motivates the

question: Can production be scheduled and changeovers be coordinated so as to

reduce the number of shifts types that the plant must be open? We therefore ex-

panded our view from considering the single pressline problem to considering all of

the presslines in a given stamping facility concurrently, as they share common shifts.

For this problem, there are also six decisions that compose the workforce alloca-

tion. However, in this problem the decisions are binary and represent whether or not

to permit production (i.e., make the direct laborers available) in the first, second, and

third shift of each day, and whether to permit changeovers (i.e., make the indirect

labor crews available) in the first, second, and third shift of each day. Thus, there are

23∗23 = 64 candidate workforce allocation solutions to be considered. In this section
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we will continue to use {y} or {yI | yD} to represent a workforce allocation (e.g.,

“indirect labor crews are available in the third shift type only, and direct laborers

are available in the first and third shift types but not the second shift type” will be

represented by {0, 0, 1 | 1, 0, 1}).

We began by attempting to solve this problem as a traditional mixed integer

program. The MIP is a modification of the shift schedule formulation that includes

constraints for each of presslines in the facility. The notation in this formulation is

very similar to that presented in Section 4.2.2, however there is an additional set, M,

that represents the set of presslines in the facility. To distinguish between presslines,

the sets P (part types) and S′ (extreme shift schedules), are indexed by m. The

formulation is as follows:

Formulation

(4.21) min
∑

h∈H

cI
hy

I
h +

∑

h∈H

cD
h yD

h

s.t.

(4.22)
∑

s∈Ŝm

xns = 1 ∀n ∈ N,∀m ∈ M

(4.23) wF
np =

∑

s∈Ŝm

fpsxns ∀p ∈ Pm, n ∈ N, m ∈ M

(4.24) wL
np =

∑

s∈Ŝm

lpsxns ∀p ∈ Pm, n ∈ N, m ∈ M

(4.25) wF
np = wL

(n−1)p ∀p ∈ Pm, n ∈ {2 . . . |N|}, m ∈ M

(4.26) wF
1p = wL

|N|p ∀p ∈ Pm, m ∈ M
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(4.27)
n∑

n′=n−2

∑

s∈Ŝm

qpsxn′s + i(n−3)p − dnp = inp ∀p ∈ Pm, n ∈ T, m ∈ M

(4.28) i0p = i|N|p ∀p ∈ Pm, m ∈ M

(4.29)
∑

s∈Ŝm

gsxns ≤ yI
h(n) ∀n ∈ N, m ∈ M

(4.30)
∑

s∈Ŝm

usxns ≤ yD
h(n) ∀n ∈ N, m ∈ M

(4.31) 0 ≤ xns ≤ 1 ∀n ∈ N, s ∈ Ŝm, m ∈ M

(4.32) inp ≥ 0 ∀p ∈ P, n ∈ T ∪ {0}, m ∈ M

(4.33) wF
np, w

L
np ∈ {0, 1} ∀p ∈ P, n ∈ N, m ∈ M

(4.34) yD
h ∈ {0, 1} ∀h ∈ H

(4.35) yI
h ∈ {0, 1} ∀h ∈ H

The objective, 4.21, calculates the total cost for the facility. This formulation has

constraints for each pressline to enforce the operational rules (identical to constraints

4.2 through 4.8 in the single pressline formulation) with linking constraints 4.29 and

4.30 that calculate the number of indirect and direct laborers required. Note that

if yI
h = 0, significant cost savings can be achieved – no indirect labor is required

for that shift type. Similarly, if yD
h = 0, significant cost savings can be achieved,

no direct labor is required for that shift type. The largest cost savings are achieved

when yI
h = yD

h = 0. Here, the plant does not require workers and the facility does

not need to be open.
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For each of three demand levels (High, Medium and Low), we allowed the MIP

to run for 10.5 hours, using CPLEX 11.0 default parameters. Table 4.7 presents

the results for each demand level. This table begins with the demand level followed

by the run time. The next column presents the number of nodes explored in the

branch-and-bound tree followed by the gap of the initial LP relaxation relative to

the optimal solution (found later in the experiments). Next is the optimality gap

of the best integer solution found relative to the lower bound from the branch-and-

bound tree, and then the true optimality gap (i.e., the gap relative to the optimal

integer solution). “–” denotes when no integer-feasible solution is found. Observe

that the LP gap is quite large (45.40% to 46.96%) and that this lower bound grows

slowly, leading to a significant amount of branching. In addition, observe that it

was quite difficult to prove optimality with this traditional approach – only the Low

instance found the optimal solution, the Medium instance had a final tree gap that

was quite large and an integer-feasible instance was not found in the High instance.

Table 4.7: Facility Operating Costs Branch-and-Bound
Demand Run Time #Nodes LP Relax Gap Tree Gap Best Integer Opt Gap

Low 4.25 hours 2150 45.40% 0.00% 0.00%
Medium 10.5 hours 6223 46.00% 21.15% 20.19%

High 10.5 hours 22765 46.96% — —

The remainder of this section shows how each aspect of T&P helps improve the

computational time of this facility operating problem.

4.3.2 T&P Feature 1: Many Feasibility Problems

One of the key challenges observed in trying to solve this problem with a tra-

ditional MIP approach is the weak LP relaxation and corresponding amount of

branching. This in turn is largely caused by the interaction between the workforce

allocation decisions and the workforce utlization decisions. In particular, the work-
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force utlization decisions (i.e the x variables) provide incentive for fractional values

of the workforce allocation variables (i.e., the y variables), resulting in very large

branch-and-bound trees. We therefore use T&P to enumerate workforce allocations

and, for each of these, assess the feasibility of the corresponding workforce utlization.

Clearly, the lowest cost workforce allocation for which a feasible workforce utilization

exists will be the optimal solution to the problem.

Although breaking the problem into a series of feasibility problems reduces its size,

many of these feasibility problems are still challenging, due in part to their large

size (on the order of 115,000 variables and 15,000 constraints). We can overcome

this challenge by leveraging another important benefit of pre-defining the workforce

allocation decisions. Specifically, the workforce allocation decisions are the only

decisions that link the presslines together, and thus when these decisions are fixed,

the presslines can be decoupled. For a given workforce allocation solution vector, we

can therefore solve a separate feasibility problem for each pressline – the workforce

allocation is feasible only if the corresponding workforce utlization problem is feasible

for every pressline. Furthermore, as soon as one pressline is shown to be infeasible,

the current workforce allocation vector is known to be infeasible.

The results of this approach are shown in Table 4.8. This table provides the

total run times encompassing all sixty-four feasibility problems for each of the three

demand levels. It also provides information on the number of feasible and infeasible

workforce utlization problems. Observe that this approach enables us to find provably

optimal solutions to all three instances, with all instances completing in under 20

minutes.
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Table 4.8: Facility Operating Costs Disaggregate Feasibility Problems
Demand Run Time # Solved # Feasible #Infeasible

Low 410 seconds 64 25 39
Medium 1157 seconds 64 13 51

High 816 seconds 64 4 60

4.3.3 T&P Feature 2: Pre-Processing Non-Viable Workforce Allocations

Clearly, there is a significant improvement in performance to be gained by solving

each workforce utilization feasibility problem individually and disaggregating the

problem across presslines, as we see in the changes in run time in the previous sets

of computational results. Further improvements can be made by bypassing some of

the workforce utlization feasibility problems altogether. For example, consider the

workforce allocation in which none of the three shift types enable production (i.e

{yI | 0, 0, 0}) or changeovers (i.e {0, 0, 0 | yD}). Clearly, then, no production can

occur and thus demand cannot be met. It is not necessary to solve an optimization

problem to determine that this workforce utlization problem is infeasible.

More generally, by exploiting problem structure, it is possible to eliminate many

of the workforce utlization problems, recognizing that the corresponding workforce

allocation solution vectors are not viable. Specifically, we determine bounds on the

number of shift types required as described in Section 4.2.4. We sum the total hours

of production time for all part types, which gives us a lower bound on the amount

of production capacity that needs to be available. [This is a lower bound because it

disregards rules concerning changeovers and, in particular, the boundaries provided

between shifts that cannot be spanned by certain tasks.] We then compare this

lower bound to the amount of production time available given a specific workforce

allocation vector. If the workforce allocation solution is below the lower bound in

terms of production capacity, we can disregard this vector. In addition, we can use
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symmetry to further reduce the number of allocations in the Pending List, see section

4.2.4 for a discussion on pre-processing by symmetry.

Table 4.9 shows the run time, number of viable workforce allocation solution

vectors and the number of feasible and infeasible workforce utlization problems.

Observe that the number of workforce utlization problems to be solved decreases by

roughly an order of magnitude. For two of the three instances, this substantially

decreases the run time.

Table 4.9: Facility Operating Costs Pre-processing Feasibility Problems
Demand Run Time (sec) #Viable # Feasible #Infeasible

Low 194 seconds 10 9 1
Medium 430 seconds 6 5 1

High 741 seconds 2 1 1

4.3.4 T&P Feature 3: Pruning Feasibility Problems

The number of workforce utlization feasibility problems that need to be solved to

find the optimal solution to the integrated problem can be reduced even further by

recognizing that information gained in one feasibility problem often proves relevant

to other feasibility problems as well. For example, if the workforce allocation where

indirect labor crews are available for the first and third shift of every day is infeasible,

and direct laborers are available during the first and third shift of every day (i.e.,

{1, 0, 1 | 1, 0, 1}), then clearly the workforce allocation in which direct laborers and

indirect labor crews are available only during the first shift of each day will also

be infeasible (i.e., {1, 0, 0 | 1, 0, 0}), because this is even more tightly constrained.

Likewise, if that problem is feasible, then it is unnecessary to solve the instance

in which direct laborers and indirect labor crews are available in every shift (i.e.,

{1, 1, 1 | 1, 1, 1}), because this solution has higher cost and is thus sub-optimal.

We therefore conducted another set of runs in which this pruning was imple-
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mented. Table 4.10 shows the the run time, number of viable workforce allocation

solutions after pre-processing, the number that were actually solved, whether they

were feasible or infeasible, and the number that were pruned. Observe that the two

problem instances which could not be solved to optimality (and, in one case, did not

even yield an integer feasible solution) in 10.5 hours using a traditional branch-and-

bound approach are all solved in under five minutes.

Table 4.10: Facility Operating Costs Pre-processing and Pruning Feasibility Problems
Demand Run Time #Viable # Solved # Feasible #Infeasible # Pruned

Low 63 seconds 10 3 3 0 7
Medium 273 seconds 6 2 1 1 4

High 291 seconds 2 1 1 0 1

4.4 Pressline Zone Decisions

The previous sections show how T&P and the extreme shift schedule formulation

can be used to solve stamping workforce planning problems minimizing the cost of

running a single machine as well as minimizing the cost of high-level facility operating

costs. This section explores another workforce planning problem in the automotive

stamping manufacturing environment where the goal is to minimize the workforce

cost of pressline zones. A pressline zone is a group of presslines that share a pool of

workers.

4.4.1 Problem Statement

To extend the previous work discussed in this chapter, we focus this section on

workforce allocation and utilization for pressline zones. The goal is to determine the

minimum zone-workforce cost subject to the same operating constraints discussed in

the beginning of the chapter. For this problem we will assume that we know the zone

assignment for each pressline. We will assume that workers can only switch presslines
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at the end of a shift. Although laborers switching between presslines within a single

shift is not permitted, workers can work on different presslines within the zone each

day of the planning horizon.

For the sake of exposition we will only consider direct laborers in this section.

Therefore, there are three decisions that compose the workforce allocation. Here,

the decisions are integer and represent the number of direct laborers available in the

first, second, and third shift of each day. Thus, the number of candidate workforce

allocation solutions to be considered is a function of the number of presslines and the

unique direct labor requirements on the presslines. In this section we will continue

to use {y} to represent a workforce allocation (e.g., “five direct laborers are available

in the first and third shift types and ten direct laborers are available in the second

shift type” will be represented by {5, 10, 5}).

This section first develops a new formulation and describes how to use T&P

to determine a lower bound for the probem. The section then describes how to

use the extreme shift schedule formulation and T&P to find solutions for when

the number of distinct direct labor options on each pressline is equal to two (i.e.,

Km = 2 ∀m ∈ M). The section concludes with a discussion on how to use T&P

within a heuristic to develop upper bounds when there are more than two distinct

direct labor options on each pressline (i.e., ∃m ∈ M : Km > 2).

4.4.2 Lower Bound

The basis for the lower bound formulation is what we refer to as a worker dis-

tribution. A worker distribution represents a feasible distribution of direct laborers

across the presslines during a shift. A similar variable definition is used in [68] where

the variable represents which tasks are being processed in parallel.

For a pressline zone with five presslines, worker distribution [2, 2, 3, 6, 1] would
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represent fourteen direct laborers assigned (2 + 2 + 3 + 6 + 1 = 14), two direct

laborers assigned to the first pressline, two direct laborers assigned to the second

pressline, three direct laborers assigned to the third pressline, six direct laborers

assigned to the fourth pressline and one direct laborer assigned to the fifth pressline.

We can develop a formulation based on the worker distribution variable definition

to calculate lower bounds for the pressline zone problem. The worker distribution

formulation uses much of the same notation introduced earlier in this chapter, the

additional notation is as follows:

Sets

• J is the set of possible worker distributions of labor across the presslines

Parameters

• bmk is the number of shifts in which k direct laborers are required on pressline

m (Note that bmk is set equal to the number of shifts lower bound described in

section 4.2.4.)

• amj is the number of laborers assigned to pressline m in worker distribution j

Variables

• vnj = 1 if worker distribution j is assigned to shift n, else 0 ∀n ∈ N, j ∈ J

Formulation

(4.36) min
∑

h∈H

cD
h yD

h

s.t.

(4.37)
∑

j∈J

vnj = 1 ∀n ∈ N
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(4.38)
∑

n∈N

∑

j∈J:amj≥k

vnj ≥ bmk ∀m ∈ M, k ∈ Km

(4.39)
∑

j∈J

∑

m∈M

amjvnj ≤ yD
h(n) ∀n ∈ N

(4.40) vnj ∈ {0, 1} ∀n ∈ N, j ∈ J

(4.41) yD
h ≥ 0 ∀n ∈ H

The objective, 4.36, minimizes the cost of direct laborers. Constraints 4.37 as-

sign a worker distribution for each shift. Constraints 4.38 enforces the minimum

number of shifts required for each unique direct labor requirement k. Constraints

4.39 determines the number of direct laborers required by taking the maximum total

number of direct laborers required for each shift in the shift type. The solution to

the worker distribution formulation is a lower bound because there is no guarantee

that a feasible schedule exists for the sequence of direct laborers assigned to each

pressline.

This formulation can be modified to calculate bounds on when workers can switch

between presslines during a shift by making the v variables continuous. The variables

would then represent the amount of time during shift n that is assigned to worker

distribution p. The constraints to calculate the number of workers would need to be

modified to resemble Constraints 4.10 and 4.11 presented in section 4.2.2.

Branch-and-Bound Results

We began by attempting to solve this problem as a traditional IP. For each of the

four pressline zones, we allowed the IP to run for 5.5 hours, using CPLEX 11.0 default

parameters. Table 4.11 describes the zones considered in the computational results.

This table begins with the zone identification number, followed by the presslines
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Table 4.11: Pressline Zones
Zone Presslines Included Number of Worker Distributions

1 1, 2, 3, 4, 5 144
2 6, 7 ,8, 9, 10 360
3 11,12,13,14,15,16 1296
4 17,18,19,20,21,22 768

included in the zone (these are the same presslines used in the previous sections),

and the number of worker distributions for the pressline zone. Table 4.12 presents

the results for each pressline zone. The table begins with the pressline zone identi-

fcation number, followed by the run time (in seconds), the number of nodes, the LP

relaxation gap relative to the optimal solution (found later in the experiments) and

optimality gap of the best integer solution found relative to the lower bound from

the branch-and-bound tree, and then the true optimality gap (i.e., the gap relative

to the optimal integer solution). The run times for the zones varied significantly, and

zone 2 did not find the optimal solution within the 5.5 hours. However for all four

zones the best integer solution found was the optimal solution.

Table 4.12: Pressline Zones Lower Bound Branch-and-Bound
Zone Run Time # Nodes LP Relax Gap Tree Gap Best Opt Gap

1 33 seconds 1100 3.75% 0.00% 0.00%
2 19800 seconds 2158700 3.64% 0.35% 0.00%
3 2685 seconds 27000 0.75% 0.00% 0.00%
4 94 seconds 180 0.47% 0.00% 0.00%

T&P Implementation

This problem can be solved more efficiently using T&P. We used the same pre-

processing and pruning techniques described in previous sections. Just as in the

extreme shift schedule formulation we can implicitly enforce the workforce allo-

cation to reduce the number of variables and constraints in the feasibility prob-

lems. To implicitly enforce the workforce allocation, we set each v variable to
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zero if it distributes more workers than allowed in the workforce allocation (i.e.,

vnj = 0 ∀j ∈ J, n ∈ N :
∑

m∈M amj > yD
h(n), where yD

h is the number of direct

laborers in the shift type h in the workforce allocation considered). As a result we

can eliminate the objective and constraints 4.39 (the constraints that calculate the

number of direct laborers required).

The computational results for finding the pressline zone lower bound with T&P

are in table 4.13. This table shows the run time, number of possible workforce allo-

cations, number of viable workforce allocations after pre-processing, the number of

workforce allocations that were actually solved, whether they were feasible or infea-

sible, and the number of workforce allocations that were pruned. The run times were

significantly reduced for zones 1, 2 and 3 by using T&P, and all instances found the

optimal solution within 16 minutes. In addition, this example illustrates that T&P

can be used in problems with significantly larger number of workforce allocations.

Despite the large number of possible workforce allocations a small number of feasi-

bility problems were solved as a result of pre-processing and pruning, similarly to

the instances discussed in previous sections. T&P was developed to overcome weak

LP relaxations, however as we can see from this problem, T&P can also significantly

improve run time in those problems that have strong LP relaxations.

Table 4.13: Pressline Zones Lower Bound T&P
Zone Run Time #Possible #Viable # Solved # Feasible #Infeasible # Pruned

1 7 seconds 4096 1376 63 3 60 1313
2 59 seconds 15625 5225 196 2 194 5029
3 910 seconds 32768 10944 329 3 326 10615
4 167 seconds 21952 7336 164 4 160 7172
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4.4.3 Solution Technique for When Each Pressline Has Two Distinct Direct Labor
Requirements

Table 4.14 shows an example solution to the worker distribution formulation for

a two-pressline zone. In the table, the workforce allocation is {5, 10, 11}, five direct

laborers required in the first shift type, ten in the second shift type and eleven in the

third shift type). In addition to the workforce allocation, the solution to the worker

distribution formulation provides the sequence of direct laborers on pressline during

each shift. In the example, for pressline 1, there are five direct laborers in shifts one,

four, five and six. There are six direct laborers on pressline 1 during shifts two and

three.

Table 4.14: Workforce Distribution Solution Example
Shift Workforce Distribution

1 [5, 0]
2 [6, 3]
3 [6, 5]
4 [5, 0]
5 [5, 5]
6 [5, 3]

Let α represent that sequence of direct laborers provided by the solution to the

worker distribution formulation, where αmn is the number of direct laborers assigned

to pressline m in shift n. In the example above, α1,1 = 5, α1,2 = 6, α1,3 = 6, α1,4 = 5,

α1,5 = 5 and α1,6 = 5.

For each pressline, the sequence of the number of direct laborers available during

each shift can be enforced in the extreme shift schedule formulation by not including

shift schedules that violate the sequence (i.e., xns = 0 if shift schedule s ∈ Ŝm requires

more than αmn direct laborers). If αm corresponds to feasible workforce utilization

for every pressline in the zone, then the we have found a feasible solution to the

pressline zone problem.
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In our experiments, α did not correspond to a feasible workforce utilization for

every pressline in the zone. [Recall that we were using lower bounds on the number

of shifts for each unique direct laborer requirement k in the workforce distribution

formulation.]

However, for instances of the pressline zone problem where |Km| = 2 ∀m ∈ M

(e.g., K1 = {0, 6}, and K2 = {0, 5}), we can use the worker distribution formulation

in conjunction with the extreme shift schedule formulation and T&P to find the

optimal solution. Instead of solving a single feasibility problem for each workforce

allocation during the Process phase, we would implement the following algorithm.

1. Given the workforce allocation, solve the worker distribution formulation:

• If feasible, m = 1, go to step 2,

• If infeasible, the T&P allocation is infeasible – prune by infeasibility.

2. For pressline m, given the sequence of direct laborers (provided by the worker

distribution formulation solution), solve the extreme shift schedule formulation:

• If feasible and m < | M |, m = m + 1 go to step 2,

• If feasible and m = | M |, the T&P allocation is feasible – prune by feasi-

bility.

• If infeasible, add a cut to the worker distribution formulation for pressline

m and go to step 1,

If the sequence of direct laborers is infeasible for pressline m, the cut included

in the worker distribution formulation should increase number of shifts that require

direct laborers, i.e., bmk = 1+
∑

n

∑

d:amj>0

v′nj, where v′ is the solution to the infeasible

worker distribution instance. This is a valid cut because the only way for the sequence
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to become feasible is to include more direct laborers, and the only way to include

more direct laborers is to require that more shifts have direct laborers available.

Recall that using this cut will only yield an optimal solution when every pressline

only has one unique direct laborer requirement besides zero (|Km| = 2 ∀m ∈ M).

[Otherwise the solution to this problem serves as an upper bound to the pressline

zone problem (i.e., |Km| ≥ 2 for at least one m ∈ M). Unfortunately, our efforts to

use a similar cut generation technique to expand this algorithm to find the optimal

solution to the pressline zone problem with presslines with more than two distinct

direct labor requirments were unsuccessful.]

We implemented this algorithm for the four pressline zones, with

Km = {0, maxp∈Pm(ap)} ∀m ∈ M using CPLEX 11.0 default parameters. The

computational results for finding the pressline zone upper bound with T&P are in

table 4.15. This table shows the run time, number of possible workforce allocations,

number of viable workforce allocations after pre-processing, the number of workforce

allocations that were actually solved, whether they were feasible or infeasible, and the

number of workforce allocations that were pruned. The run times for these instances

ranged between 1.5 to 16.5 hours, and the majority of this time was used to prove

that instances were infeasible.

Table 4.15: Pressline Zones Solutions

Zone Run Time #Possible #Viable # Solved # Feasible #Infeasible # Pruned
1 35963 seconds 1000 340 23 3 20 317
2 7813 seconds 729 249 25 2 23 224
3 57734 seconds 8000 2680 84 2 82 2596
4 4902 seconds 15625 5225 178 2 176 5047
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4.4.4 Upper Bound

We also considered heuristic approach to calculate an upper bound for zones that

include machines that have more than two distinct direct laborer requirements. This

approach also uses T&P in conjunction with the extreme shift schedule formulation.

The heuristic is as follows:

1. For each pressline in the zone, solve T&P to minimize the direct labor cost

2. Given a solution for each pressline, solve an IP to minimize the direct labor

cost of the zone

The goal of the IP is to rotate the single pressline solutions to find the best-cost

solution for the zone. Recall that the single pressline solutions are cyclic, therefore

the solution stays feasible even if it is rotated several shifts. The IP minimizes

the direct labor cost of the zone given a feasible solution for each pressline. The

formulation is below:

Parameters

• αmn is the number of direct laborers needed during shift n on pressline m ac-

cording to the solution of the single pressline problem ∀n ∈ N, m ∈ M (these

values come from the single pressline solutions found during step 1 of the algo-

rithm)

Variables

• qmn = 1 if the first shift in the pressline m solution is a assigned to shift n, else

0 ∀n ∈ N, m ∈ M (recall that the goal of this formulation is to rotate the

single pressline solutions to find the best solution for the zone).

Formulation
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(4.42) min
∑

h∈H

cD
h yD

h

s.t.

(4.43)
∑

n∈N

qmn = 1 ∀m ∈ M

(4.44) q11 + q12 + q13 = 1

(4.45)
∑

m∈M,n′∈N:n≥n′

am(n−n′+1)qmn +
∑

m∈M,n′∈N:n<n′

am(|N |+n−n′−1)qmn ≤ yD
h(n) ∀n ∈ N

(4.46) qmn ∈ {0, 1} ∀n ∈ N,∀m ∈ M

(4.47) yD
h ≥ 0 ∀h ∈ H

The objective, 4.42, minimizes the direct labor costs. Constraints 4.43 assigns

exactly one shift to correspond to the start of the direct labor sequence for each

pressline. Constraints 4.44 eliminates some symmetric solutions by only allowing

the first pressline’s solution to begin during the first three shifts in the horizon.

Constraints 4.45 calculates the number of direct laborers required while preserving

the sequence of shifts in the pressline solutions (i.e., if the pressline solution begins

on the third shift (qm3 = 1) the first shift in the pressline solution is actually the

second shift for the pressline zone solution, the second shift in the pressline solution

is actually the third shift for the pressline zone solution, third shift in the pressline

solution is actually the fourth shift for the pressline zone solution, . . ., the thirtieth

shift in the pressline solution is actually the first shift for the pressline zone solution).

Table 4.16 shows how the solution compares to the lower bound discussed in

Section 4.4.2. The solution to this problem serves as an upper bound, this new

upper bound is between 22% and 29% percent of the lower bound.
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Table 4.16: Pressline Zones Gap Between Lower and Upper Bound
Zone Run Time % Gap to Lower Bound

1 490 28.25 %
2 1871 22.01%
3 199 23.09%
4 3326 23.12%

4.5 Conclusions

This chapter began with a description of an automotive stamping plant and

throughout the chapter we presented case studies based on an automotive stamp-

ing plant where the extreme shift schedule formulation in conjunction with T&P

provided implementable solutions in reasonable run times.

Using variables that represent a feasible sequence of tasks in a shift has allowed

us to formulate a complex production planning problem, incorporating significant

real-world detail, without the need for a large number of constraints. By using

shift schedule variables, we are able to capture complex operational policies about

changeovers, as well as a non-linear cost function in which laborers hired on any day

in the planning horizon must be paid for all days in the horizon. The sequence of part

types, quantity of each type produced, changeover between part types, and number

of laborers needed in a shift are all represented by a single variable. Furthermore,

this approach bypasses many of the limiting assumptions often seen in the literature

– there are no limits on the size of the batches, the inventory level when a changeover

occurs, or the amount of labor available, and the number of changeovers is not fixed

in advance.

The extreme shift schedule model presented is quite flexible, with potential use in

day-to-day operations in addition to longer-term planning. For example, the model

may be used to return to the existing plan after a disruption such as a pressline
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failure or sudden demand change has occurred. This could be done by solving a

variation of the model in which the starting inventory levels are set to the current

inventory levels and the ending inventory levels are set to the planned values (the

constraints that enforce a cyclic schedule would also be removed from the model).

The objective could be to minimize the cost of returning to this level, but also could

be to minimize the time to return to the plan, implemented simply by checking the

feasibility of progressively longer planning horizons. In addition to being able to

assist decision makers when presslines fail and demand changes, the single pressline

formulation served as a start point to finding solutions to problems that consider

multiple presslines simultaneously. The solution approach to minimize the facility

operating costs as well as minimizing the direct labor costs for a zone each used the

single pressline formulation as a building block.

T&P also was quite flexible when solving the case studies. We were able to

easily incorporate application-specific pre-processing rules and we effectively solved

instances with up to 32,768 possible workforce allocations. Moreover, we were able to

demonstrate that T&P can easily work with more than one type of feasibility “black

box”. In this chapter, we illustrated that T&P is effective when the feasibility “black

box” is a single integer program (in Section 4.2), a series of integer programs (in

Section 4.3), and an algorithm (in Section 4.4). In addition, in section 4.4 we showed

how T&P can be used as part of a larger algorithm to quickly find a high-quality

feasible solution for the pressline zone problem.



CHAPTER V

Conclusions

In this dissertation we discussed Shift-Workforce Allocation and Utilization prob-

lems. SWA-WU is described in detail in the Introduction. Recall, SWA-WU in-

tegrates two sets of decisions: (1) the number of workers of each skill set available

during each shift (shift-workforce allocation) and (2) the sequence and duration of

tasks to meet demand (workforce utilization). The objective is to determine the

lowest-cost workforce allocation that corresponds to a feasible workforce utilization.

In SWA-WU, there are non-linear relationships and complex changeover constraints

that makes these problems difficult to model and solve. In this dissertation, we pre-

sented a formulation to accurately model SWA-WU and developed an algorithm,

called Test-and-Prune to efficiently solve the formulation. We used problems found

in automotive stamping manufacturing environment to demonstrate the effectiveness

of the model and algorithm.

5.1 Work in Shift-Workforce Allocation and Utilization

In Chapter II, we discussed how traditional mathematical modeling approaches

could not capture all of the constraints in SWA-WU. As an alternative, we devel-

oped a formulation based on composite variables, variables that represent multiple

decisions simultaneously. The CV s used to model SWA-WU are called shift sched-

105
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ules. Each shift schedule represents a feasible order and duration of tasks to be

completed in a single shift. By using this definition, constraints to enforce the com-

plex changeover rules are not needed in the model, these constraints are captured

implicitly within the variables. The remaining constraints are captured using the

characteristics of the shift schedules (e.g. first task, last task, number of changeovers,

etc.). These characteristics are also used to linearize the objective funciton. Instead

of including a very large number of binary variables in the model, we showed that all

of the feasible shift schedules can be represented as a convex combination of a small,

select subset of specialized shift schedules, called extreme shift schedules.

The computational results for the shift schedule formulation were very promising

with nineteen of twenty-two problem instances solving in under 3 hours and 45

minutes. Unfortunately, there were three instances that had large run times. These

computational results motivated us to develop a new algorithm to effectively solve

the extreme shift schedule formulation.

The algorithm, T&P, is discussed in detail in Chapter III. T&P finds optimal

solutions to the extreme shift schedule formulation by solving a series of feasibility

problems instead of solving a single optimization problem. There are two phases

to the T&P algorithm. First, we build the list of candidate workforce allocation

decisions (i.e. enumerate all of the possible workforce allocations); we then process

the list (i.e. select a workforce allocation in the list and determine if a feasible

workforce utilization exists for the workforce allocation) until the list is empty. The

lowest-cost workforce allocation with a corresponding feasible workforce utilization

is the optimal solution. The performance of the algorithm can be improved by

pre-processing and pruning. Pre-processing occurs during the Build phase. During

pre-processing, a series of user-specifed rules (e.g. lower bounds on the number of
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workers) are used to eliminate clearly infeasible or sub-optmal solutions from the

list. Pruning occurs during the Process phase. In pruning, we use information

gained by solving one feasibility problem to give us information about the results for

other feasibility problems. For example, if the workforce allocation is feasible, any

workforce allocation with higher cost can be pruned. Any workforce allocation with

higher cost than the feasible allocation is sub-optimal. If the workforce allocation is

infeasible, any workforce allocation with fewer or the same number of workers in each

shift type can be pruned. Any workforce allocation with the same or fewer number

of workers has fewer resources and will also be infeasible.

We use the shift schedule formulation and T&P to address workforce planning

problems for automotive stamping plants in Chapter IV. We focus on three different

case studies (1) a single pressline problem – where workers are restricted to work on

a single pressline, (2) an operating costs problem – where the goal is to minimize

the number of shifts the plant is open, and (3) a pressline zone problem – where

workers are shared across a group of presslines. We show how we can extend the

shift schedule model to the stamping problem. Within these case studies, we also

show how to incorporate pre-processing rules in T&P to significantly improve the

run time of the algorithm. Through these case studies, we are able to demonstrate

that T&P can solve instances of SWA-WU significantly faster than traditional in-

teger programming techniques and T&P can effectively solve instances with tens of

thousands of workforce allocations.

5.2 Contributions

This work makes a number of contributions. The first set of contributions are

with respect to accurately modeling SWA-WU.
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CV s that represent entire schedules for individual shifts within the planning hori-

zon can capture significant operational complexity. These variables also easily cap-

ture sequence-dependent changeover times. The automotive case studies demon-

strated the effectiveness of the extreme shift schedule model. We were able to in-

corporate significant operational complexities, without the need for a large number

of constraints and variables. Moreover, this work does not include many of the as-

sumptions often seen in the scheduling literature – there are no limits on the size of

the batches, the inventory level when a changeover occurs, or the amount of labor

available, and the number of changeovers is not fixed in advance.

The benefits of a CV modeling approach typically come at the cost of a very

large number of binary variables and/or restrictions on the solution space such as

the discretization of time. A significant contribution of this work is in recognizing

that all of the feasible shift schedules can be represented as a convex combination of a

small, select subset of specialized extreme shift schedules. This enables the creation

of an extreme shift schedule model that exhaustively captures all possible schedules

(i.e. the set of shift schedules considered is not limited and time is not discretized)

while keeping the number of CV s small. As an added benefit, the integrality of the

remaining composite variables can be relaxed, leaving only a small set of auxiliary

variables restricted to be integer.

An additional contribution is that the extreme shift schedule formulation can

be used to easily evaluate many types of scenarios with limited modification. For

example the extreme shift schedule model could be used in day-to-day operations as

well as longer-term planning. The model can also easily accommodate alternative

objectives. For example, the objective could be to minimize the cost of the workforce

or to minimize the number of shifts that require workers.
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The second group of contributions of this work is with respect to developing T&P

– a tractable solution approach for SWA-WU. For the automotive stamping case

studies, T&P provided implementable solutions in reasonable run times. In addition,

T&P also was quite flexible when solving the automotive stamping case studies. We

were able to easily incorporate pre-processing rules and we effectively solved instances

with up to 32,768 possible workforce allocations. Our last contribution is that T&P

allows customization by the user in a number of areas (e.g. pre-processing and

pruning rules, feasibility problems). Due to this contribution, T&P has applicability

beyond the SWA-WU for a much broader class of problems - those in which a discrete

and finite set of resource allocation decisions dominate cost while a more substantial

set of resource utilization decisions dominate complexity.

5.3 Future Work

There are several extensions of this work that present interesting opportunities

for future research. One area for future research is relaxing our assumptions.

In the automotive stamping problem there are a few opportunities to relax as-

sumptions including:

1. Increasing the maximum number of changeovers allowed in a single shift

In this dissertation we assume that there is at most one changeover per

shift. In Chapter IV we discussed how extreme shift schedules can be created

for shifts with two changeovers (i.e. shifts that include three part types). In

addition, Appendix C includes a detailed description of two changeover shift

schedules. In the future, we could include these two changeover shift schedules

in the model and run experiments to see how including the additional variables

would effect the cost of the solution and the run time of the T&P algorithm.
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2. Decoupling the on-line dieset and off-line preparation in the shift schedules

In practice the on-line dieset is directly followed by the off-line preparation,

however these two events do not need to occur back-to-back in the same shift.

It would be an interesting extension to develop a model that allows the two

activities to occur in different shifts to see if costs savings can be achieved.

There are also opportunities to extend this work so that it can be used to address

other SWA-WU problems such as:

1. Incorporating worker breaks within shift schedules

Worker breaks is a topic that is not addressed in this dissertation. If every

worker breaks at the same time we can simply adjust the duration of the shift

schedule. For example if the shift duration is eight hours and all workers get

a half-hour break at the same time then our shift schedules would be 7.5 hours

long. Unfortunately in many applications workers do not all take breaks at

the same time, additional work would be required to extend the shift schedule

formulation to capture worker breaks for those applications.

2. Developing techniques to find better lower bounds during pre-processing

We discussed in Chapter IV how we calculated lower bounds on the number

of workers required throughout the horizon. We could extend this work by

improving these lower bounds and generalizing the techniques for SWA-WU.

If we could determine better lower bounds, we could reduce the number of

infeasible workforce allocations processed during T&P (i.e. with a better bound

we would pre-process more workforce allocations). Improving the lower bounds

could result in significantly faster run times, because infeasible allocations often

take significantly longer to process than feasible allocations.
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3. Exploring alternative search techniques when processing the list

In all of the T&P computational results presented in this work we select

from the middle of the list during the Process phase. It would be interesting

to see how alternative selection rules (e.g. random, most-dominated workforce

allocation first) would effect the run time. In addition, it would be interesting to

see if graph theory could be used to develop selection techniques for the Process

phase.

While working on this dissertation it became clear that it is very beneficial to have

one model that can be easily modified to evaluate different operational constraints.

The shift schedule model presented in this dissertation falls in this category. This

model can be easily modified to evaluate several scenarios (e.g. restricting the place-

ment of particular tasks, changing labor responsibilities, etc.). Another area of future

research is to investigate how models with this characteristic can be created for other

domains.

There is an opportunity for researchers to investigate how quantitative models

and algorithms can be used to help understand the tradeoffs when making human

resources decisions. A significant number of qualitative studies discuss how produc-

tive and satisfied workers are with different types of schedules (e.g Monday through

Friday 9 am to 5 pm, varying start times and fixed duration, varying shift durations

and fixed start times, 10 hours 4 day per week), but this information has yet to

be coupled with quantitative models to help decision makers understand potential

tradeoffs (e.g. workforce costs, number of workers required). The work in this dis-

sertation can serve as a foundation for new models and algorithms to explore this

important area.

There are a large number of resource allocation and utilization problems where the
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resources are not workers. Nevertheless in these problems there are many constraints

of the same form, therefore an additional area of future research is exploring how

the extreme shift schedule concept can be applied to other resource allocation prob-

lems. Can the extreme shift schedule concept be modified for resource allocation and

utilization problems when the resources are buses or trucks or dollars? Identifying

these opportunities and modifying our model to address them is also an interesting

area for future research.
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APPENDIX A

Single Machine Scheduling Literature

In the broadest sense, single machine scheduling problems are problems which plan

the production of a group of jobs or part types on a single machine which can only

produce one part type at a time and which may incur downtime when changing over

from one part type to the next.

Within this class of problems are many variations. Relevant characteristics in-

clude:

• Changeover time: Is there a delay when changing from one part type to another?

• Static vs. dynamic: Is the demand fixed in advance or do new demands arise

after planning has been completed?

• Stochastic vs. deterministic: Is the demand known in advance? Are production

times known in advance? Are machine failures taken into consideration?

• Objective function: These include: minimize weighted completion time; mini-

mize maximum tardiness; minimize inventory and changeover costs; etc.

• Solution approaches: These include: mathematical programming; dynamic pro-

gramming; local search heuristics; etc.
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Virtually all combinations of these characteristics are considered in the literature. For

example, the static, deterministic problem with changeover times is solved by [29]

using local search heuristics to minimize weighted completion time. A stochastic

and dynamic version of the problem, which uses feedback control in a heuristic

framework, appears in [63]. [19] considers the problem of sequencing products so

as to minimize the makespan, with the added requirement of restrictions (upper

and lower bounds) on the difference in start times between fixed pairs of events.

Research on the problem without changeover costs is considered in [67]. The work

of [24] considers a somewhat less common objective function – in their work, jobs

are grouped into batches, with changeovers between batches. Each job in a batch

is released when the batch is complete; the objective is to minimize the sum of

all release times. [35] considers the related problem of deciding which orders to

fill in a given time horizon, given that each order contains multiple part types and

the changeover time between part types is high. A related problem is considered

in [47], which uses a dynamic programming approach. The dynamic scheduling

problem considered by [44] also takes a dynamic programming approach, focusing

on minimizing changeover and inventory costs. [83] includes a discussion of key

properties of several single-machine scheduling problems. [16] considers the problem

in which demands are known but time-varying over an infinite horizon; they use

an analytical approach to reduce the feasible region and then solve the problem via

branch-and-bound techniques. A similar version of the problem is considered by

[85], with the objective of minimizing the sum of completion times; they assume a

common due date for all jobs. Sequence-dependent changeovers are considered in

[36], with a constant demand rate and zero-switch rule. An early example of the

stochastic scheduling problem appears in [14]. [37] minimizes flow time in a static,
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deterministic problem environment. A more unusual version of the problem appears

in [56], which considers a 0/1, sequence-dependent setup cost. The problem in which

changeovers are sequence dependent is considered by [61]. Changeovers that are

sequence dependent in that they depend on whether the two part types come from

the same family are considered by [71]. [51] considers the scheduling of planned

maintenance within pre-specficed time windows. Changeovers are minimized in [49].

[65] uses cutting planes to solve a dynamic version of the problem. [86] provides a

survey of much of the single-machine scheduling literature as part of a broader body of

work. Other interesting survey papers include [51], [59], [72], and [75]. The problem

of determining lot sizes and sequences considered in [33] is perhaps the most similar

to the pressline scheduling problem that we consider; in their case, changeover costs

are fixed and the horizon is infinite (a steady-state optimum is sought). This paper

discusses the challenges in developing a mathematical program for the problem, and

uses a heuristic that generates sequences and then solves a mathematical program

to find lot sizes for these sequences. The same problem is considered more recently

by [40]; they use the threshold accepting local search algorithm to find solutions

without requiring a pre-defined time period. Another paper similar to our research

is the work of [77], which includes efficient algorithms for solving special cases of the

discrete lot-sizing and scheduling problem. Also similar is the work of [78], which

uses a branch-and-bound based heuristic to minimize the maximum lateness. This

objective is considered in [69] as well.
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APPENDIX B

Rotated Case Study Solutions Maintain Feasibility Status

If a solution to one of the case studies is rotated r shifts it maintains it feasibility

status (feasible or infeasible). See Chapter IV for the assumptions and constraints

for the automotive stamping case studies. It is important to note that this result

only holds when the planning horizon is cyclic.

Let solution(r) denote that the solution is rotated r shifts forward where solution(0)

denotes the initial solution (i.e. shift 2 in solution(1) corresponds to shift 1 in

solution(0), shift 3 in solution(1) corresponds with shift 2 in solution(1) . . . shift

1 in solution(0) corresponds to shift 30 in solution(0)). The remainder of this Ap-

pendix explains why solution(r) has the same feasibility status as solution(0).

B.1 Feasible solution exists

A feasible schedule is one where total demand equals total production for each

part type (this relationship derived below). Thus when solution(0) is feasible (i.e.

the total production equals to total demand), solution(r) is also feasible, rotating

the solution r shifts does not change the total production or the total demand. The

initial inventory can be calculated such that solution(r) will always have non-negative

inventory (e.g. the initial inventory equals the total demand for the planning horizon)

thus we can pre-process by symmetry within T&P .
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We use an example with a three-day planning horizon, n ∈ {1, 2, . . . , 9}, t ∈

{3, 6, 9}, to show that the total production must equal the total demand in a feasible

solution. For a feasible solution the following constraints from the single pressline

formulation must be satisfied for each part type p (from constraint sets 4.7 and 4.8):

(B.1)
∑

n∈{1,2,3}

(
∑

s∈Ŝm

qpsxns) + i0p − d3p = i3p

(B.2)
∑

n∈{4,5,6}

(
∑

s∈Ŝm

qpsxns) + i3p − d6p = i6p

(B.3)
∑

n∈{7,8,9}

(
∑

s∈Ŝm

qpsxns) + i6p − d9p = i9p

(B.4) i0p = i9p

Constraint B.1, B.2, and B.3 are the inventory constraints for the first, middle

and last day of the planning horizon respectively. Constraint B.4 enforces that the

planning horizon is cyclic.

By rearranging the constraint B.3 and B.2:

(B.5) i3p = i6p + d6n −
∑

n∈{4,5,6}

(
∑

s∈Ŝm

qpsxns)

(B.6) i6p = i9p + d9n −
∑

n∈{7,8,9}

(
∑

s∈Ŝm

qpsxns).
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By substituting constraint B.6 in constraint B.5 and setting constraint B.1 equal

to constraint B.5:

(B.7)
∑

n∈{1,2,3}

(
∑

s∈Ŝm

qpsxns) + i0p − d3n = d6n + d9n + i9p −
∑

n∈{4,5,6,7,8,9}

(
∑

s∈Ŝm

qpsxns).

By rearranging constraint B.7:

(B.8)
∑

n∈N

(
∑

s∈Ŝm

qpsxns) = i9p − i0p + d6n + d3n + d9n.

Recall that the planning horizon the ending inventory equals the starting inven-

tory, thus i9p − i0p = 0. By substitution, it is clear that the total production equals

the total demand:

(B.9)
∑

n∈N

(
∑

s∈Ŝm

qpsxns) = d3n + d6n + d9n.

The argument holds for the n-day planning horizon – any day between the first

and last day of the planning horizon can be represented as the middle day.

B.2 Feasible solution does not exist

An infeasible schedule is one where total demand is not equal to the total produc-

tion. When an infeasible schedule is rotated by any value of r it remains infeasible

because the demand will not decrease nor will the production increase in the sched-

ule. Thus we can prune by symmetric dominance when in the Process phase of

T&P.
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APPENDIX C

Additional Stamping Extreme Shift Schedules

There were several types of extreme shift schedules that were derived as part of this

work. This Appendix discusses extreme shift schedules that were derived but include

operational capabilities that were not needed for the case studies.

This Appendix is divided into three sections. The title of each section describes

the type of shift schedules derived. Each section includes constraints that describe

the feasible region for a type of shift schedules. The extreme points each feasible

region are the extreme shift schedules (recall, all other feasible shift schedules will

be convex combinations of the extreme shift schedules).

There is an active constraints table in each section that illustrates where the

extreme points are found. Each table has three columns:

• Constraints : Lists the active constraints are considered in that row.

• Result : States the result when the active constraints are solved. The options

are basic-feasible, basic-infeasible, and non-basic.

• Solution: States the extreme point found if the result is basic-feasible, lists

which constraint is violated if the result is basic-infeasible or is blank if the

result is non-basic.
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Each section concludes with a summary of the extreme shift schedules (extreme

points) for each type of shift schedule considered. We assume that the duration of

the shift is Ω hours.

Assume the following notation regarding shift schedules:

Sets

• P is the set of part types to be produced

• Ŝ is the set of extreme shift schedules

• K is the set of unique direct labor requirements across all part types, plus the

option to not staff a shift type (e.g. if part types A and B each require 2 laborers

during production and part types C and D require 4, then K would be {0, 2, 4})

Parameters

• fps = 1 if shift schedule s starts with the pressline set for part type p, else 0

∀p ∈ P, s ∈ Ŝ (illustrated in Figure 2.3)

• lps = 1 if shift schedule s ends with the pressline set for part type p, else

0 ∀p ∈ P, s ∈ Ŝ (illustrated in Figure 2.3)

• mps = 1 if shift schedule s has the pressline set with part type p in between the

first and last part type, else 0 ∀p ∈ P, s ∈ Ŝ

• gs is the number of changeovers (on-line dieset and off-line preparation) in shift

schedule s ∀s ∈ Ŝ

C.1 Three part type shift schedules

These shift schedules have three part types set up during the shift. In this scenario,

a part type can not be directly followed by itself and there are exactly two on-
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line diesets. Therefore a shift schedule, s, of this type would have the following

parameters: gs = 2, fjs ,= mjs ∀j ∈ J and mjs ,= ljs ∀j ∈ J. Let t(A) denote

the amount of time that part type p is produced. Assume that A is the first part

type produced, B is the middle part type produced and C is the last part type

produced. Therefore fAs = 1, mBs = 1, and lCs = 1. Let ∆ij represent amount of

time to complete the on-line dieset from part type i to part type j and Γ represent

amount of time to complete the off-line preparation. Just as in Chapter IV, in this

section, we will continue to assume that a changeover must be fully contained in a

single shift. In addition, we assume that there is enough time within the shift to

complete two changeovers – each with an on-line dieset and off-line preparation (i.e.

∆AB + ∆BC + 2Γ ≤ Ω). The constraints on these three part type shift schedules are

as follows:

t(A) ≥ 0(C.1a)

t(B) ≥ 0(C.1b)

t(C) ≥ 0(C.1c)

t(A) ≤ Ω−∆AB −∆BC − 2Γ(C.1d)

t(A) + t(B) ≤ Ω−∆AB −∆BC − Γ(C.1e)

t(A) + t(C) ≤ Ω−∆AB −∆BC − Γ(C.1f)

t(A) + t(B) + t(C) ≤ Ω−∆AB −∆BC(C.1g)

Constraints C.1a, C.1b and C.1c state that the duration of work on a task (A,B,

and C) can not be negative. Constraint C.1e requires that the duration of tasks A

and B leaves enough time for the changeover (on-line dieset and off-line preparation)

to task C. Constraint C.1f requires that the duration of tasks A and C leaves enough

time for the changeover to task B. Constraint C.1g states that the total time working
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cannot exceed the length of the shift minus the time required for both of the on-line

diesets and both off-line preparations. (recall the assumption that the shift is Ω

hours long).

Active Constraint Table

Constraints Result Solution [t(A), t(B), t(C)]

(C.1a), (C.1b), (C.1c) Basic-Feasible [0, 0, 0]

(C.1a), (C.1b), (C.1d) Non-Basic

(C.1a), (C.1b), (C.1e) Non-Basic

(C.1a), (C.1b), (C.1f) Basic-Feasible [0, 0, Ω−∆AB −∆BC − Γ]

(C.1a), (C.1b), (C.1g) Basic - Infeasible Violates (C.1f)

(C.1a), (C.1c), (C.1d) Non-Basic

(C.1a), (C.1c), (C.1e) Basic - Feasible [0, Ω−∆AB −∆BC − Γ, 0]

(C.1a), (C.1c), (C.1f) Non-Basic

(C.1a), (C.1c), (C.1g) Basic - Infeasible Violates (C.1e)

(C.1a), (C.1d), (C.1e) Non-Basic

(C.1a), (C.1d), (C.1f) Non-Basic

(C.1a), (C.1d), (C.1g) Non-Basic

(C.1a), (C.1e), (C.1f) Basic - Infeasible Violates (C.1g)

(C.1a), (C.1e), (C.1g) Basic - Feasible [0, Ω−∆AB −∆BC − Γ, Γ]

(C.1a), (C.1f), (C.1g) Basic - Feasible [0, Γ, Ω−∆AB −∆BC − Γ]

(C.1b), (C.1c), (C.1d) Basic - Feasible [Ω−∆AB −∆BC − 2Γ, 0, 0]

(C.1b), (C.1c), (C.1e) Basic - Infeasible Violates (C.1d)

(C.1b), (C.1c), (C.1f) Basic - Infeasible Violates (C.1d)

(C.1b), (C.1c), (C.1g) Basic - Infeasible Violates (C.1d)

(C.1b), (C.1d), (C.1e) Non-Basic
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(C.1b), (C.1d), (C.1f) Basic - Feasible [Ω−∆AB −∆BC − 2Γ, 0, Γ]

(C.1b), (C.1d), (C.1g) Basic - Infeasible Violates (C.1f)

(C.1b), (C.1e), (C.1f) Basic - Infeasible Violates (C.1d)

(C.1b), (C.1e), (C.1g) Basic - Infeasible Violates (C.1d)

(C.1b), (C.1f), (C.1g) Non-Basic

(C.1c), (C.1d), (C.1e) Basic - Feasible [Ω−∆AB −∆BC − 2Γ, Γ, 0]

(C.1c), (C.1d), (C.1f) Non-Basic

(C.1c), (C.1d), (C.1g) Basic - Infeasible Violates (C.1e)

(C.1c), (C.1e), (C.1f) Basic - Infeasible Violates (C.1d)

(C.1c), (C.1e), (C.1g) Non-Basic

(C.1c), (C.1f), (C.1g) Basic - Infeasible Violates (C.1d)

(C.1d), (C.1e), (C.1f) Basic - Feasible [Ω−∆AB −∆BC − 2Γ, Γ, Γ]

(C.1d), (C.1e), (C.1g) Basic - Feasible [Ω−∆AB −∆BC − 2Γ, Γ, Γ]

(C.1d), (C.1f), (C.1g) Basic - Feasible [Ω−∆AB −∆BC − 2Γ, Γ, Γ]

(C.1e), (C.1f), (C.1g) Basic - Feasible [Ω−∆AB −∆BC − 2Γ, Γ, Γ]

Summary

The three part type extreme shift schedules are as follows:
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t(A) t(B) t(C)

0 0 0

0 0 Ω−∆AB −∆BC − Γ

0 Ω−∆AB −∆BC − Γ 0

0 Ω−∆AB −∆BC − Γ Γ

0 Γ Ω−∆AB −∆BC − Γ

Ω−∆AB −∆BC − 2Γ 0 0

Ω−∆AB −∆BC − 2Γ 0 Γ

Ω−∆AB −∆BC − 2Γ Γ Γ

C.2 Two part type shift schedules with a minimum duration of produc-
tion required directly after each on-line dieset

We will assume that the shortest amount of time the last part type can be pro-

duced for is a µ, so that the indirect labor crew that completed the on-line dieset

can ensure that the pressline is running properly. This section will address two part

type shift schedules in this situation.

Two part type shift schedules start and finish with the pressline set up with

different part types. These shift schedules contain exactly one changeover. Therefore

a shift schedule, s, of this type would have the following parameters: gs = 1, if fjs = 1

then ljs = 0 ∀j ∈ J, if ljs = 1 then fjs = 0 ∀j ∈ J, and mjs = 0 ∀j ∈ J. Let

t(p) denote the amount of time that part type p is produced. Part type A is always

the first part type produced and B is always the last part type produced. Let ∆AB

represent amount of time to complete the on-line dieset from part type A to part

type B. Let Γ denote the length of the off-line preparation. Just as in Chapter IV,

in this section, we will continue to assume that a changeover must be fully contained
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in a single shift. We will also assume that a changeover – on-line dieset and off-line

preparation – can be contained within one shift (i.e. ∆AB + Γ ≤ Ω) and that the

shortest amount of time the last part type can be produced is a shorter duration

than the on-line preparation (i.e. µ ≤ Γ).

The constraints on these two part type shift schedule are as follows:

t(A) ≥ 0(C.2a)

t(B) ≥ µ(C.2b)

t(A) ≤ Ω−∆AB − Γ(C.2c)

t(A) + t(B) ≤ Ω−∆AB(C.2d)

Constraint C.2a ensures that the production time of part type A is not negative.

Constraint C.2b ensures that the production time of part type B is greater than

µ. Constraint C.2c ensures that production of part type A ends with enough time

for the changeover (on-line dieset and off-line preparation) to finish within the shift.

Constraint C.2d states that the total production time cannot exceed the length of

the shift minus the time required for the on-line dieset.
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Active Constraints Table

Constraints Result Solution [t(A), t(B)]

(C.2a),(C.2b) Basic - Feasible [0, µ]

(C.2a),(C.2c) Non-Basic

(C.2a),(C.2d) Basic - Feasible [0, Ω−∆AB]

(C.2b),(C.2c) Basic - Feasible [Ω−∆AB − Γ, µ]

(C.2b),(C.2d) Basic - Infeasible Violates (C.2c)

(C.2c),(C.2d) Basic - Feasible [Ω−∆AB − Γ, Γ]

Summary

The two part type shift schedules are as follows:

t(A) t(B)

0 µ

0 Ω−∆AB

Ω−∆AB − Γ µ

Ω−∆AB − Γ Γ

C.3 Three part type shift schedules with a minimum duration of pro-
duction required directly after each on-line dieset

We will assume that the shortest amount of time the last part type can be pro-

duced for is a µ, so that the indirect labor crew that completed the on-line dieset can

ensure that the pressline is running properly. This section will address three part

type shift schedules in this situation.

These shift schedules have three part types set up during the shift. In this scenario,

a part type can not be directly followed by itself and there are exactly two on-

line diesets. Therefore a shift schedule, s, of this type would have the following

parameters: gs = 2, fjs ,= mjs ∀j ∈ J and mjs ,= ljs ∀j ∈ J. Let t(p) denote
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the amount of time that part type p is produced. Assume that A is the first part

type produced, B is the middle part type produced and C is the last part type

produced. Therefore fAs = 1, mBs = 1, and lCs = 1. Let ∆ij represent amount of

time to complete the on-line dieset from part type i to part type j and Γ represent

amount of time to complete the off-line preparation. Just as in Chapter IV, in this

section, we will continue to assume that a changeover must be fully contained in a

single shift. In addition, we assume that there is enough time within the shift to

complete two changeovers – each with an on-line dieset and off-line preparation (i.e.

∆AB + ∆BC + 2Γ ≤ Ω) and that the shortest amount of time the last part type can

be produced is a shorter duration than the on-line preparation (i.e. µ ≤ Γ).

The constraints on these three part type shift schedules are as follows:

t(A) ≥ 0(C.3a)

t(B) ≥ µ(C.3b)

t(C) ≥ µ(C.3c)

t(A) ≤ Ω−∆AB −∆BC − 2Γ(C.3d)

t(A) + t(B) ≤ Ω−∆AB −∆BC − Γ(C.3e)

t(A) + t(C) ≤ Ω−∆AB −∆BC − Γ(C.3f)

t(A) + t(B) + t(C) ≤ Ω−∆AB −∆BC(C.3g)

Many of these constraints are similar to those in Section C.1. Only constraitns

C.3b and C.3c are different. They state that the duration of work on a task (B, and

C) must be greater than µ.
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Active Constraint Table

Constraints Result Solution [t(A), t(B), t(C)]

(C.3a), (C.3b), (C.3c) Basic-Feasible [0, µ, µ]

(C.3a), (C.3b), (C.3d) Non-Basic

(C.3a), (C.3b), (C.3e) Non-Basic

(C.3a), (C.3b), (C.3f) Basic-Feasible [0, µ, Ω−∆AB −∆BC − Γ]

(C.3a), (C.3b), (C.3g) Basic - Infeasible Violates (C.3f)

(C.3a), (C.3c), (C.3d) Non-Basic

(C.3a), (C.3c), (C.3e) Basic - Feasible [0, Ω−∆AB −∆BC − Γ, µ]

(C.3a), (C.3c), (C.3f) Non-Basic

(C.3a), (C.3c), (C.3g) Basic - Infeasible Violates (C.3e)

(C.3a), (C.3d), (C.3e) Non-Basic

(C.3a), (C.3d), (C.3f) Non-Basic

(C.3a), (C.3d), (C.3g) Non-Basic

(C.3a), (C.3e), (C.3f) Basic - Infeasible Violates (C.3g)

(C.3a), (C.3e), (C.3g) Basic - Feasible [0, Ω−∆AB −∆BC − Γ, Γ]

(C.3a), (C.3f), (C.3g) Basic - Feasible [0, Γ, Ω−∆AB −∆BC − Γ]

(C.3b), (C.3c), (C.3d) Basic - Feasible [Ω−∆AB −∆BC − 2Γ, µ, µ]

(C.3b), (C.3c), (C.3e) Basic - Infeasible Violates (C.3d)

(C.3b), (C.3c), (C.3f) Basic - Infeasible Violates (C.3d)

(C.3b), (C.3c), (C.3g) Basic - Infeasible Violates (C.3d)

(C.3b), (C.3d), (C.3e) Non-Basic

(C.3b), (C.3d), (C.3f) Basic - Feasible [Ω−∆AB −∆BC − 2Γ, µ, Γ]

(C.3b), (C.3d), (C.3g) Basic - Infeasible Violates (C.3f)

(C.3b), (C.3e), (C.3f) Basic - Infeasible Violates (C.3d)
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(C.3b), (C.3e), (C.3g) Basic - Infeasible Violates (C.3d)

(C.3b), (C.3f), (C.3g) Non-Basic

(C.3c), (C.3d), (C.3e) Basic - Feasible [Ω−∆AB −∆BC − 2Γ, Γ, µ]

(C.3c), (C.3d), (C.3f) Non-Basic

(C.3c), (C.3d), (C.3g) Basic - Infeasible Violates (C.3e)

(C.3c), (C.3e), (C.3f) Basic - Infeasible Violates (C.3d)

(C.3c), (C.3e), (C.3g) Non-Basic

(C.3c), (C.3f), (C.3g) Basic - Infeasible Violates (C.3d)

(C.3d), (C.3e), (C.3f) Basic - Feasible [Ω−∆AB −∆BC − 2Γ, Γ, Γ]

(C.3d), (C.3e), (C.3g) Basic - Feasible [Ω−∆AB −∆BC − 2Γ, Γ, Γ]

(C.3d), (C.3f), (C.3g) Basic - Feasible [Ω−∆AB −∆BC − 2Γ, Γ, Γ]

(C.3e), (C.3f), (C.3g) Basic - Feasible [Ω−∆AB −∆BC − 2Γ, Γ, Γ]

Summary

The three part type extreme shift schedules are as follows:

t(A) t(B) t(C)

0 µ µ

0 µ Ω−∆AB −∆BC − Γ

0 Ω−∆AB −∆BC − Γ µ

0 Ω−∆AB −∆BC − Γ Γ

0 Γ Ω−∆AB −∆BC − Γ

Ω−∆AB −∆BC − 2Γ µ µ

Ω−∆AB −∆BC − 2Γ µ Γ

Ω−∆AB −∆BC − 2Γ Γ Γ
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