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ABSTRACT

Quantum dots have sparked a remarkable amount of interest in device develop-

ment and the understanding of fundamental laws of nature. The peculiar properties

of quantum dots arise from the confinement of charge carriers in three dimensions

resulting in discrete energy states. Using the coherent Bragg Rod Analysis x-ray

phase retrieval technique, electron density maps obtained close to the x-ray ab-

sorption edges of the constituent elements are compared to directly determine the

morphology and the atomic structure and composition of the systems studied. Re-

sults on ultrathin layers of nominal GaAs on InGaAs show how an interplay between

surface coarsening and chemical intermixing lead to a relaxation of strain from the

nominal 3.7% tensile misfit strain. The strain is found to increase continuously from

the interface, where most of the strain is relieved due to Indium incorporation into

the GaAs film, to a maximum at the top of the film of 0.7%(Tdeposition(GaAs)=480o

C) and 1.0%(Tdeposition(GaAs)=520o C). The structure of uncapped epitaxial InAs

quantum dots grown using the Stranski-Krastanow method on GaAs(001) reveal

that the dots contain significant amounts of Ga with the Ga concentration decreas-

ing from 50% at the base of the dots to 0% at the top of the dots. A contraction

of the out-of-plane lattice constant at the dot-substrate interface to about 3.5 Å is

observed. The out-of-plane lattice spacing in the dot region is found to be GaAs-like.

It is inferred from the folded structure that the atomic planes are curved to partially

relax strain with the most relaxation occurring at the top of the dots. The nominal

xi



InSb dots grown on GaAs(001) using the droplet heteroepitaxy method are found

to contain very little Indium resulting in dots that have a GaAs core with an outer

GaSb shell. A vertical stacking shift is observed in the dots relative to the substrate

structure. The dot structure is shown to extend about 2 nm below the substrate

surface. The advantage of the characterization technique developed here is that it

provides a direct quantitative non-invasive determination of the three-dimensional

structure and composition of epitaxial systems with atomic-scale resolution.
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CHAPTER I

Introduction

1.1 Introduction and Motivation for Project

Novel technologically important systems usually consist of layers of different crys-

talline materials with thicknesses as low as a few atomic layers. The applications of

these ultra-thin systems range from medical diagnostic tools to information storage

and high speed data processing to high efficiency solar cells.

The miniaturization of devices not only leads to improved device performance but

has also led to the discovery of new and exciting electronic, magnetic, optical and

mechanical phenomena. These effects observed in nanoscale systems stem from the

fact that the properties of the materials comprising them vary remarkably from their

bulk properties when their dimensions are reduced. Due to the amplified effects of

structural distortions, so called meta-materials emerge when the dimensions of these

systems are on the order of the nano-scale in one or more dimensions. The properties

of these systems are determined to a large extent, by the structure of the surfaces

and interfaces present where effects such as strain relaxation and preferential atomic

segregation may lead to alterations in composition and the positions of atoms from

their nominal bulk values.

Low dimensional systems require precise atomic scale growth control. The art of

1
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growing nanoscale heterostructures using growth techniques such as Molecular Beam

Epitaxy (MBE), Metal-organic Chemical Vapor Deposition (MOCVD) and Pulsed

Laser Deposition (PLD) has developed tremendously over the past two decades.

The need to develop non-destructive techniques to characterize these systems

cannot be over-emphasized. Growers need to know the optimum growth parameters

that would be required to produce these structures with the highest quality. From the

point of view of fundamental sciences, characterizing these novel structures provides

information vital to the understanding of both microstructural growth and the unique

and novel properties these systems exhibit.

While much research attention has been focused on a wide range of nanoscale

systems recently, many details about their growth and physical properties are not

very well understood, particularly, how the interplay between strain relaxation and

chemical segregation affect the final states of these systems. This study is focused on

solving the structure of a novel technologically important class of systems: epitaxial,

semiconductor quantum dots. Here ’epitaxial’ refers to a surface structure in which

the atoms are in coherent registry with the supporting substrate.

1.1.1 Quantum Dots

Quantum dots (QDs), also known as artificial atoms, are of scientific and techno-

logical interest because of their fully quantized electronic states, high radiative effi-

ciencies, tunable band gaps and their near zero dimensional properties [1, 2]. Their

opto-electronic properties may be tuned by varying the shape, size and composition

of the dots.

From a device point of view, they have numerous benefits because they can be

manufactured as buried structures in thin film semiconductor devices. Devices have
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been either proposed or fabricated involving single dots as in the case of two-level

systems for quantum computing[3, 4], single electron transistors (SETs) [5, 6] and

single photon sources[7, 8]. Collectively, ensembles of QD’s have been successfully

used in the development of mid-infrared detectors, semiconductor lasers[9, 10, 11] and

solar cells[12, 13, 14] due to the low threshold currents, low temperature sensitivity

of their threshold current and high differential quantum efficiency.

The electronic structure of QDs are directly related to their shape and sizes.

The dimensions of QD’s are less than the electron (or hole) deBroglie wavelength

of the material from which they are made. In the case of InGaAs with a deBroglie

wavelength of about 50 nm, the QD’s have been observed to have widths on the

order of 20 nm and heights on the order of 5 nm. The shapes of these dots may be

lenticular, conical, truncated conical, pyramidal or truncated pyramidal depending

on the growth conditions. QD’s are usually capped to prevent contamination and

oxidation. The presence of a capping layer affects the composition and shape of the

dots as well as the strain states within the dots[15].

Significant deviations from nominal compositions have been observed in both

capped and free-standing quantum dot systems. Studies on the composition of nom-

inally pure InAs dots on GaAs substrates [16, 17, 18, 19, 20] have shown a significant

presence of Ga in the dots with In more concentrated in the the centers of the dots.

The Ga in the dots comes from diffusion from the substrate. Atomic segregation

and interdiffusion are strongly dependent on the substrate temperature during the

QD growth and the strain gradients in the vicinity of the dot. This non-uniformity

in the composition of the dots leads not only to an effective reduction in the size

of the quantum dots but also has a strong effect on the opto-electric and magnetic

properties.
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The alterations in the structure and composition observed in quantum dot struc-

tures are not peculiar to these systems. Similar modifications occur in a wide class

of epitaxial systems and may be driven by strain, electrostatics, kinetics and ther-

modynamics which depend, to a large extent, on the growth conditions.

The mechanisms of these deviations are complex and not very well understood and

the goal of this thesis is to provide a non-invasive direct structural characterization

tool to study the internal structure and composition of the dots and their interfaces

with sub-atomic resolution to provide a better understanding of how they form and

how specific growth conditions affect the final structures of the dots.

Strain Relaxation and Self Assembled Quantum Dots

When thin films are epitaxially grown on a substrate, they may grow layer-by-

layer as 2D planar films (Frank-van der Merwe (FM) growth mode)[21, 22] with no

dislocations if the lattice mismatch with the substrate is small(< 1% or so). In this

situation, the film layers are strained such that the in-plane lattice constant is the

same as the substrate. Below a critical thickness, the film remains pseudomorphic

with a homogeneous distribution of strain. When the critical thickness is exceeded,

strain may be partially or fully relaxed by the formation of misfit dislocations.

A second growth method called the Volmer-Weber (VW)[21, 23, 24] growth mode

is possible for high lattice mismatched films where the deposited atoms prefer to

stick to each other rather than to the crystal surface on which they are deposited

due to the high strain energy. In this mode, 3D islands form on the onset of film

deposition to minimize surface and interfacial energy.

For films with intermediate lattice mismatches, a different growth mode called

the Stranski-Krastanow (SK) growth mode may occur. SK growth involves the
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spontaneous formation of 3D islands to relieve strain energy when a critical 2D film

thickness is attained with or without the formation of dislocations to accommodate

strain. SK growth lies between 2D and 3D film growth. The critical thickness

where the 2D to 3D transition occurs depends on the lattice mismatch and chemical

potentials of the deposited atoms.

Under the right growth conditions, the 3D islands in the SK growth mode form

quantum dots since their dimensions are on the order of tens of nanometers and they

are usually accompanied by a highly strained thin wetting layer(WL) of the grown

film between the dots and the substrates.

Intermixing can occur during the deposition of the wetting layer before the dots

form, and thus reduces the effective mismatch which forms the basis of the theory of

SK growth[20]. Furthermore, the total volume of the dots grown has been found to

be greater than the amount of deposited material further evidencing that the current

SK model is too simplistic to correctly model the growth of self-assembled dots.

Droplet Heteroepitaxy III-V Quantum Dots

The Droplet Heteroepitaxial (DHE) [25, 26] technique provides an alternate way

to grow QDs. The DHE method involves the deposition of metal group III liquid

droplets on a substrate surface followed by the subsequent exposure of the liquid

droplets to a flux of Group V atoms resulting in the formation of high quality crys-

talline dots. The DHE method extends the type of epitaxial dots which can be grown

to lattice-matched systems such as InAs dots on GaSb substrates. The DHE method

also permits the growth of dots without the presence of a wetting layer [26] which

has been shown to affect the optical properties of QD systems. The technique also

makes it possible to place the dots in well defined positions since it is possible to
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Figure 1.1: Illustration of epitaxial film growth modes.

control where the droplets are placed. For example, the surface can be patterned by

lithography to define locations where droplets will form.

1.1.2 Probing the Structure of Nanoscale systems

A major experimental goal is to be able to determine the final structures of

nanoscale systems either by imaging them directly or by indirectly studying their

physical effects.

The traditional techniques for studying the structural properties of surface and
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buried nanostructures include in-situ techniques such as Reflection High Energy

Electron Diffraction (RHEED) and Scanning Tunnelling Microscopy(STM) and ex-

situ methods such as Atomic Force Microscopy (AFM), Transmission Electron Mi-

croscopy(TEM) and Small Angle X-ray diffraction. RHEED and AFM are well suited

for studying surface morphology and are not very effective for buried structures such

as embedded QDs. Cross sectional STM is useful for studying buried interfaces but

is limited to the study of cleavage planes. High Resolution TEM can image atomic

arrangements, however, it is limited by sample preparation since thin sections (≈10

nm) are required to allow electrons to penetrate the sample. Muller et al. [27] have

used Electron Energy Loss Microscopy to provide atomic scale images of heterostruc-

tural interfaces to study chemical interdiffusion.

X-ray diffraction (XRD) characterization techniques are advantageous for study-

ing buried structures due to the relatively larger penetration power of x-rays. The

availability of third-generation synchrotron x-ray sources has opened new doors as far

as the study of nanostructures are concerned. The high flux, and more importantly

high brightness, available at synchrotron sources makes it possible to obtain appre-

ciable diffraction signals from nanostructures with excellent signal to noise ratios and

fast scan times.

The concurrent development of two-dimensional pixel array detectors such as the

Pilatus 100K detector has considerably sped up the collection of reliable diffraction

data. In comparison to point detectors which measure a single point in reciprocal

space per measurement, 2D pixel array detectors provide access to large range in

reciprocal space since each pixel effectively acts a as a point detector assuming it has

a zero-point spread function (as is the case with the Pilatus 100K detector). Another

benefit of using 2D detectors is that it permits a more accurate subtraction of the
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background from the main diffracted signal of interest [28] .

The interpretation of diffraction data obtained by most x-ray methods usually

requires the refinement of an initial model determined using a-priori knowledge about

the system. In most situations where complex deviations from the nominal system

may occur, it is difficult to determine rapidly the correct structure and one may not

even arrive at the correct structure because of the large number of variables that

need to be refined.

1.1.3 The X-Ray Phase Problem and the Coherent Bragg Rod Analysis Method

The limitations of XRD lies in the fact that the measured intensities only provide

part of the information required to directly solve the structure of the system. To

fully solve the structure of a given system from diffraction experiments recorded in

reciprocal space, the phases and amplitude of a quantity called the complex structure

factor (CSF) need to be known. The CSF provides the Fourier components of the

real space structure, thus, a direct Fourier transform of the CSFs would give a real

space image of the system.

Unfortunately, the measured diffraction intensities provide only the square of the

amplitudes of CSFs and consequently, all phase information is lost.

The task of determining the phases of the CSF’s is called the ’phase problem’.

Various methods have been devised and they are generally referred to as ”direct

methods” in x-ray crystallography. The problem has largely been solved for 3D

periodic crystals; however only recently has the 2D case been addressed. Such 2D

systems, sometimes referred to as epitaxial heterostructures, are periodic in the plane

of the substrate but aperiodic in the direction normal to the substrate. This leads

to a special characteristic of the diffraction pattern: rather than a set of discrete
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peaks arranged in a 3D periodic pattern, epitaxial materials show Bragg rods along

which the scattered intensity is continuous. This has important implications for the

determination of the phases of the CSFs.

One way to reconstruct the lost phases from measured intensities, and hence, solve

the structure, is using the coherent Bragg rod analysis (COBRA) technique. The CO-

BRA technique is a powerful model independent x-ray phase retrieval method which

can be used to directly obtain three dimensional electron density maps of epitaxial or

semi-epitaxial thin films [29] by extracting phase information from reciprocal space

x-ray diffracted intensities sampled along substrate defined Bragg rods.

COBRA was first used to study the atomic structure of Gd2O3 grown on (100)GaAs

by Yacoby et al[30, 29]. Gd2O3 is an excellent passivation oxide for GaAs. They

found out that the Gd2O3 stacking order was different from the bulk and similar to

the stacking order of the underlying substrate as shown in Figure 1.2.

Ferroelectricity in perovskites such as PbT iO3 and SrT iO3 have been also exten-

sively studied using the COBRA method [31, 32] to determine domain structure and

the atomic displacements which lead to polarization.

Figure 1.2: In-plane Gd positions (dots) in four consecutive layers of the Gd2O3 film. Each large
rectangle represents one 2D super-cell composed of 3 Gd2O3 cells (red) and 16 GaAs
cells (blue). The positions of the substrate Ga/As atoms (circles) in four consecutive
layers are shown superimposed. [30]
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Cionca et al. [33] have studied the composition at the interfaces of both the InAs

film grown on GaSb(001) and GaSb grown on InAs(001) using COBRA as a first step

to study III-V heterostructures and superlattices. By considering the sub-system

close to the interface as a GamIn1−mSbnAs1−n quaternary, minimal segregation has

been evidenced in InAs/GaSb(001); This sample was grown by MBE(molecular beam

epitaxy) to have a greater degree of ”GaAs-like” bonds at the interface with the GaSb

substrate by depositing the InAs film under As(2) dimer concentration rather than

the tetramer form of As, As(4). Significant In and As interdiffusion is seen in the

GaSb/InAs(001) also with a high degree of ”GaAs-like” bonds at the interface.

Interesting and new insights into the origins of the quasi-two dimensional elec-

tron gas at the interface between insulating LaAlO3 and SrTiO3[34] were obtained

by directly solving the structure of the interface using COBRA. The COBRA anal-

ysis directly revealed that cationic intermixing at the interface resulted both in the

dilation of the interface and the formation of metallic La1−xSrxTiO3.

Implementing the COBRA method for new systems such as quantum dots would

hopefully result in helping us understand these systems in much more detail with

sub-angstrom resolution.

Information Provided by COBRA

The 3D electron density map determined by COBRA provides the folded structure

of the system, i.e., all the atoms in the system are folded laterally into a substrate-

defined unit cell column using substrate defined unit cell vectors as shown in Fig 1.3.

If an atom is in registry with the substrate unit cell, when folded, it would result

in a well defined 3D Gaussian peak at the corresponding lattice point. If the atom

has a different in-plane periodicity but is still commensurate with the substrate, the
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folded structure would lead to a broadened peak localized at its average lattice site.

Thus the folded structure can give useful information (e.g., in-plane lattice relaxation

and reconstruction) even when the structure is not fully ordered. In the situation

where an atom is disordered, its folded structure would lead to a constant delocalized

electron density.

Figure 1.3: Illustration of folded structure provided by COBRA.

A three dimensional integration of the observed electron density peaks can be

used to determine the composition. The integral of each peak corresponds to the

effective number of electrons which scatter x-rays at that lattice point. The effective

number of electrons depends on the x-ray wavelength and the relative amounts of

atomic species occupying that point in the unit cell.

For example, Indium has an effective number of electrons of 49 at 10.365 keV

while Gallium is 19 electrons at the same energy. For a 50-50 alloyed layer of In

and Ga, the calculated integrated ED at the lattice points where In and Ga reside

is (49 ∗ 0.5 + 19 ∗ 0.5) = 34 electrons. If the layer has a coverage of only 40%, then

the calculated integrated ED becomes 13.6 electrons.
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The layer coverage could be more or less than 100% if the layer is reconstructed

or if the layer is not continuous. For systems in which no intermixing (alloying)

occurs, it is a straightforward matter to determine the composition directly from the

peak volume integral. However, when intermixing occurs, as in the case of QD’s,

and layers are not fully occupied due to island formation, it is not trivial to directly

determine the composition of the system. Below, we show how to do this using the

fact that the electron density peaks are strongly dependent on the x-ray energy, in

the vicinity of the species-specific x-ray absorption edge. This approach is called

”anomalous diffraction” or ”resonant diffraction” and it was originally developed

to aid in x-ray phase determination for 3D crystals (Multiple Anomalous Dispersion

-MAD phasing)[35]. In principle, the lattice spacings may be used to derive the com-

position, however, this assumes the system is in equilibrium and that Vegard’s law

is valid i.e., there is a direct relationship between lattice spacings and composition.

1.1.4 An Anomalous Extension to COBRA

In this thesis, a more spectroscopic extension of the COBRA method is investi-

gated to determine the composition of alloyed systems directly by taking into account

the x-ray wavelength dependence of the effective number of electrons of a particular

atomic species. The effective number of electrons of a given atom can vary by as

much as 20% or more when the x-ray energy is set to be close to the absorption edge

of the atom compared to when the energy is far away from the edge.

The hypothesis to be investigated in this thesis is that if electron maps are ob-

tained close to and away from the absorption edges of one of the constituent elements,

the differences in the maps would directly give the relative amounts of the different

constituent elements. This deconvolution makes it possible to directly determine the
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composition profiles and morphologies of non-planar systems such as quantum dots

without having to rely solely on the measured lattice parameters. The strain profiles

can then be more accurately determined by combining the independently determined

composition and lattice spacing profiles.

1.2 Organization of Thesis

This thesis is organized as follows: The second chapter provides a background

review of the current advances in the growth and characterization of self-assembled

quantum dots, an introduction to the Coherent Bragg Rod Analysis technique and a

review of some of the current results which have been obtained using this technique.

In chapter 3, the synchrotron experimental setup will be described.

In chapters 4 and 5 respectively, results obtained using the method described

on ultrathin islands of GaAs/InGaAs and Stranksi-Krastanow InAs dots on GaAs

substrates will be presented and discussed. In Chapter 6, results on InSb quantum

dots grown by Droplet Heteroepitaxy would be presented. Finally, in chapter 7, the

conclusions of this study and possible future directions will be outlined.



CHAPTER II

Background

2.1 X-ray diffraction

Diffraction from an atom

Classically, the total scattering cross section of an atom which interacts with an

x-ray photon is given by

(2.1) f 0(q) =

∫
ρ(~r)atomei~q·~rd~r

where ~q is the wavevector transfer and ρatom(~r) is the a function representing the

distribution of electrons in the atom. f 0(q) is referred to as the atomic form factor.

The ~q dependence can be determined analytically using equation. 2.2

(2.2) f 0(~q) =
4∑

i=1

ai exp(−bi|~q|2) + c

where the coefficients ai’s ,bi’s and c can be found in the International Tables for

Crystallography Volume C[36].

At energies much greater than the binding energies of the electrons in the atoms,

the electrons may be considered as free particles and equation. 2.1 is valid. In the

limit where ~q goes to 0, f 0 goes to Z, the atomic number of the atom.

In reality, the atoms are quantum mechanical particles with the electrons occu-

pying discrete energy levels around the nucleus. Electron transitions may be excited

14



15

when the incident x-ray energies are close to the electronic binding energies. When

the energy of incident x-rays on a material is just sufficient to excite electrons be-

tween energy levels in the atom the energy is said to be at the absorption edge.

In the vicinity of the absorption edge, there is a rapid variation in the absorption

and scattering behavior and hence, a rapid variation of the atomic scattering factor.

This is referred to as anomalous dispersion. Corrections have to be applied to the

atomic form factor to take into consideration the response of the electrons close to

their resonant energies. These corrections may be understood by considering the

system to be a damped harmonic oscillator with associated resonant frequency ωs

and damping constant Γ driven by the x-ray electric field with equation of motion:

(2.3) ẍ + Γẋ + ω2
s =

eEo

m
eiωt

The dispersion corrections has a real part f ′ and an imaginary, phased shifted

part f ′′ given by:

(2.4) f ′ =
ω2

s(ω
2 − ω2

s)

(ω2 − ω2
s) + ωsΓ)2

(2.5) f ′′ =
ω2

s(ωΓ)

(ω2 − ω2
s) + (ωΓ)2

Due to the electronic response close to the the resonant edge, the atomic form

factor would have a reduction in its real part given by f ′ and an additional phase-

lagged dissipation term, f ′′. These terms go to zero when the x-ray energy is far

from the absorption edge.

The modified atomic form factor including the dispersion correction terms is given

by:

(2.6) f(~q, λ) = f 0(~q) + f ′(λ) + f ′′(λ)
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where λ is the wavelength of the incident x-rays.

The anomalous response is element specific, thus, it is possible to tune the response

of different elements in a system by changing the x-ray wavelength. For example, the

real part and imaginary parts of the scattering factors for Ga and As as a function

of x-ray energy are shown in Fig. 2.1. The Ga K-edge occurs at 10.367 keV and the

As K-edge is at 11.867 keV.

Figure 2.1: Variation of the real and imaginary parts of the atomic form factors for Ga and As.
The Ga K-edge occurs at 10.367 keV and the As K-edge occurs at 11.867 keV

Scattering from a unit cell

The scattering factor, F uc(~q), of a unit cell is given by the sum of the form factors

of all the atoms in the unit cell multiplied by their corresponding phase terms and
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an additional exponential term referred to as the Debye-Waller factor, is included to

account for thermal vibrations of the atom.

(2.7) F uc(~q) = Σjfj( ~q, λ)ei~q·~rjeMj

where rj is the position of the j’th atom, Mj is the Debye-Waller factor of the j’th

atom.

Figure 2.2: Illustration of unit cell structure factor for a unit cell containing 3 atoms. The structure
factor in reciprocal space is a vector sum in a complex plane of the contributions of
the 3 atoms. The magnitude of each vector corresponds to the amplitude of the atomic
form factor, fj , of the corresponding atom. The direction of each vector is given by the
phase, θj , which is equal to the dot product of the momentum transfer vector ~q and the
position of the atom relative to the origin of the unit cell.

Scattering from a crystal

Crystalline materials can be described in terms of a pattern which repeats itself

in one, two or three dimensions. The basic structure which repeats is the unit cell.

The n-dimensional grid which defines this pattern is referred to as the crystal lattice.

The lattice points are defined by a periodic lattice vector ~Rn.

The scattering factor of the entire crystal may be considered as a vector sum

of the structure factors over all the N unit cells with each unit cell containing Nuc
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atoms.

Fcryst(~q) = ΣN
n ΣNuc

i fi(~q)exp(−2πi~q · (~ri + ~Rn))(2.8)

= ΣN
n exp(−2πi~q · ~Rn)ΣNuc

i fi(~q)exp(−2πi~q · ~ri)(2.9)

= ~Fuc(~q)Σ
N
n exp(−2πi~q · ~Rn)(2.10)

~Fcryst(~q) = |~Fq|exp−φq(2.11)

where |~Fq| and φq are the amplitudes and phases of the crystal structure factor.

Another way to consider the crystal structure factor is to consider scattering from

all the atoms in the system represented by an electron distribution function ρcryst(~r);

Fcryst(~q) =

∫
ρ(~r)exp(−2πi~q · ~r)d(~r)(2.12)

It is clear that the crystal structure factors represent the Fourier components of

the system’s structure expressed as a three-dimensional electron density distribution

function ρ(~r). If one could measure the all the |Fq|’s and their corresponding φq’s,

a direct Fourier transform would yield the electron distribution function and hence,

the structure would be uniquely solved.

One does not have to measure every single Fq to solve a structure. It will be

shown in the next section that for specific systems, the intensities are only non-zero

along certain directions in reciprocal space and zero elsewhere.

Crystal Truncation Rods

If the crystal is periodic and infinite in all three dimensions, the equation above

is reduced to δ-function like peaks at integer values of h,k and l with no scattering

between the peaks. When the system is confined in one direction, the sum in that

direction is no longer infinite resulting in diffuse scattering in the confined direction.

This is the situation for thin films and surfaces where the size in the vertical direction
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is on the order of tens of unit cells compared while the in-plane dimensions are on

the order of 106 unit cells. Bragg rods arise as a result of the superposition of diffuse

scattering from the quasi-2D film and the strongly peaked Bragg diffraction from the

3D substrate. All the information about the film is contained in the diffuse scattering

between the substrate Bragg Peaks.

2.2 The Phase Problem and Structural Determination

X-ray detectors are photon counters i.e. they measure intensities by counting by

counting the number of incident photons on an active region(sometimes referred to

as a ’pixel’) of the detector. The measured intensities Ihkl correspond to the modulus

square of the complex structure factors and thereby all the phase information is lost.

Ihkl = |~Fq|exp−φq |~Fq|expφq = |~Fq|2(2.13)

The ability to retrieve lost phase information during x-ray diffraction measurements

is essential in structure determination and is the main challenge in x-ray crystallog-

raphy. Structures are determined from measurements of large sets of intensities by

attempting to reconstruct the lost phase information. In principle, there are an infi-

nite number combinations of phases and amplitudes which would reproduce a given

set of intensities. However, by imposing constraints on the phases, a unique physical

solution can be achieved.

Structural Refinement

Structural refinement methods are routinely used to determine the lost phases.

An initial model of the system is guessed using all the information known about

the system. The diffraction intensities of this model are calculated and compared

with experimental data. If the fit to the data is not good, the reference structure is
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modified iteratively until a structure is obtained whose calculated diffraction inten-

sities fit the experimental data. This approach usually involves modifying numerous

free parameters depending on the complexity of the system whose structure is being

determined. Fitting using least square fitting grid search algorithms in real space

is also usually computationally intensive and may give a false structural solutions

which lie in local minimal. Convergence on the correct solution is thus, strongly

dependent on the quality of the initial model.

In general, fitting and refinement methods alone are inadequate for solving com-

plex epitaxial structures because there are just too many variables in the problem to

find a reliable, unique solution.

Direct Methods

Direct methods make use of the measured intensities in retrieving the lost phases

by assuming statistical relationships between the measured intensities. The assump-

tion is that for a given set of measured diffraction intensities, there is a unique set of

phases which can be combined the measured amplitudes to give a physically sound

structure with a real and positive electron density confined to a fixed volume in space.

By iteratively imposing constraints in both real and reciprocal spaces, it is possible to

converge on the correct physical solution from the myriad of possible solutions. The

reciprocal space constraint is that the calculated diffraction intensity of the system

matches the experimentally recorded intensities. The use of direct methods avoids

the critical dependence of the starting model converging on the correct solution. A

number of direct phase retrieval methods have been developed including the recently

developed Coherent Bragg Rod Analysis (COBRA) procedure[29, 31], the Phase and

Amplitude Recovery and Diffraction Image Generation Method (PARADIGM) [37]
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and the Multiple-wavelength Anomalous Diffraction method (MAD)[35].

2.3 Coherent Bragg Rod Analysis

The Coherent Bragg Rod Analysis(COBRA) is a powerful direct method applica-

ble to solving the structure of epitaxial and semi-epitaxial thin film systems. COBRA

assumes the measured total scattering factor ~T to be a coherent sum of scattering

from a known reference electron density ~S and an unknown electron density ~U .

The reference may be the known substrate and a simple model for the film. The

unknown electron density may be viewed as a perturbation to the reference which

would yield the correct structure. The method is based on the approximation that

along substrate-defined Bragg rods, the contribution of scattering from the unknown

electron density intensity is continuous and slowly varying.

This condition is reasonable in view of the fact that the ’unknown’ CSF is normally

localized to a narrow region in real space (the thin film and its interface with the

substrate) and therefore should be broad in reciprocal space; however, this condition

is only an approximation and one has to iterate to solve the structure. Each successive

iteration produces a more refined reference which is then used as a starting point for

the next iteration. Once the correct structure is obtained, additional iterations do

not modify the structure further.

At two adjacent points along a Bragg rod differing by ∆~q .

(2.14) ~S(~q − ∆~q

2
) + ~U(~q − ∆~q

2
) = ~T (~q − ∆~q

2
)

(2.15) ~S(~q +
∆~q

2
) + ~U(~q +

∆~q

2
) = ~T (~q +

∆~q

2
)

Since the film is confined in the one direction, it can be assumed that the CSF

varies continuously along the Bragg rod if ~U varies slowly relative to ~S. Thus one
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has the approximation:

(2.16) ~U(~q − ∆~q

2
) = ~U(~q +

∆~q

2
) ≈ ~U(~q)a

and

(2.17) |~S(~q +
∆~q

2
) + ~U(~q)a| = |~T (~q +

∆~q

2
)|

(2.18) |~S(~q − ∆~q

2
) + ~U(~q)a| = |~T (~q − ∆~q

2
)|

The above assumption can be made if the reference system is chosen such that

the scattering factors are of the same order of magnitude as the measured intensities

and if the origin of the real space coordinate system is close to to the part of the

unknown electron density and far from the part with the known electron density.

The solution to equations 2.17 and 2.18 which gives the minimum change in ~U for

two adjacent points in reciprocal space gives the correct unknown complex scattering

factor since U is assumed to vary slowly along the Bragg rods. The total scattering

factor is then recalculated using 2.14 and 2.15 and Fourier transformed to obtain the

three dimensional electron density in real space.

By using the substrate as a reference, Bragg rod measurements and COBRA can

be used to determine the unknown electron density distributions for epitaxial and

semi-epitaxial thin films. The films are assumed to have two-dimensional periodicity

within the plane of the film and aperiodicity in the perpendicular direction. Since

the films studied in COBRA are epitaxial, the assumption can also be made that

the first few monolayers of the film have 2D periodicity coherent with that of the

underlying substrate. However, in the case where the film has a multiple period

commensurate with the substrate, the film can be assumed to be folded in plane by

moving all atoms into one 2D substrate defined unit cell using using unit cell vectors

[30, 29].
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Figure 2.3: Structure determination using COBRA.

Figure 2.3 provides an outline of the COBRA method.

Phase Calculation in COBRA

The phase calculation in COBRA involves four steps:

1. The replacement of the ’lost’ data with data from the refined reference to ensure

continuity of the rod.

2. The calculation of the unknown scattering factor, ~U . using the amplitude of

the ’filled’ measured data (i.e.|Thkl|) and the amplitude, |Rhkl|, and phase, φR,

of the reference

3. The application of a Hanan filter to filter high-frequency noise from the calcu-

lated ~U
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4. A smooth interpolation of the points with large uncertainties around the Bragg

peak for ~U .

After the interpolation and filtering steps, the phase and amplitude of the un-

known ~U have to be adjusted so that |~U + ~R| = |~T |. This is achieved using the

equation below and is illustrated in Fig. 2.4 where ~U ′ is the renormalized unknown

scattering.

(2.19) ~U ′
hkl = (~Uhkl + ~Rhkl) ·

|~Thkl|
|~Uhkl + ~Rhkl|

− ~Rhkl

Figure 2.4: Recalculating the unknown contribution to the total CSF after filtration and interpo-
lation

This correction is minimal and is refined in subsequent phasing iterations.
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2.3.1 Optimizing the real-space origin

As stated earlier, the COBRA ansatz is valid if the real space origin is close to the

unknown region i.e., the region which deviates the most from the chosen reference.

This optimum origin results in an unknown ED whose corresponding CSFs are slowly

varying.

The structure factor for a given hkl in reciprocal space is given by

(2.20) Fhkl =
∑

fiexp
2πi r̃ ·q̃

A shift in real space by ~s is given by

F shift
hkl =

∑
fiexp

−2πi (̃s+r̃)·q̃(2.21)

(2.22) F shift
hkl = exp−2πi~s·~qFhkl

Since the shift is only in the z direction i.e,, ~s = s~z and ~r · ~q = s · l, thus, the

expression simplifies to

(2.23) F shift
hkl = exp−2π·i·s·lFhkl

The amplitude of the shifted structure factor for a given hkl is

(2.24) |F shift
hkl | = |exp−2·π·i·s·lFhkl| = |Fhkl|

Thus, shifting the origin in real space shifts the phase for each Fhkl but keeps the

amplitude unchanged.

During the COBRA analysis, a parameter (n shift) to vary the number of layers

to shift the origin in a direction normal to the sample surface is optimized after the

initial reference has been obtained.The phase error, Φerr, corresponding to a given

n shift is given by the equation

(2.25) Φerr =
1

Nrods ·Nq

Nrods∑
i=

Nq∑
i=1

|~Uhk(li)− ~Uhk(li−1))|
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where Nq is the number of data measured points.The value of n shift which gives

the minimum error is chosen and fixed for the rest of the analysis (In theory, this

can be optimized for each phasing iteration).

2.4 Convergence

The correct structure should reproduce the experimental data as best as possible

within the experimental errors. Experimental constraints and systematic errors may

affect the quality of the measured data and hence, the ’confidence’ level of the final

structure.

The high intensity data points close to and at the Bragg peaks are considered

to be unreliable because errors in filter calibration are amplified and the detector

response may also be non-linear in this high flux regime. Also, only a limited volume

of reciprocal space can be sampled due to experimental constraints. The resolution

in real space in the vertical direction is given by a
2qmax

z
. For a system with a GaAs

substrate with a = 5.65045 and qmax
z = 4.5, the resolution is 0.6282 Å. By zero-

padding the measured data, the density of points is increased, however, this does not

increase the resolution.

The COBRA approximation relies on the condition that the structure factor is

continuous, thus these gaps have to be filled either by interpolating the data or by

iteratively filling those points with information from the reference structure.

Convergence is assessed based on the following conditions:

1. The electron density should be confined and real and positive definite with little

or no negative parts.

2. The sum of square of intensities given by
Σ(|F calc

hkl |2−|F meas
hkl |2)2

Σ|F meas
hkl |2 should converge

3. The sum of squares of amplitudes,
Σ(|F calc

hkl |−|F meas
hkl |)2

Σ|F meas
hkl | should converge
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2.5 Refining with the Iterative Projection Difference Map Algorithm
(IPDM)

It should be noted that although direct methods converge on the correct solution,

this solution is only approximate to the true structure of the system and further

refinement can be done to to obtain more numerically precise parameters of the

system.

In most of the systems studied using COBRA alone, the atomic positions have

been resolved to less than 0.1 Å.The error in determining composition is usually on

the order of 5-10% and sufficient to differentiate between atoms in the system if they

have a large variation in Z. When more accurate results are required, the approxi-

mate results from COBRA may be used as a starting point for structural refinement

programs like FIT [38, 39] or the iterative projection difference map algorithm[40].

The iterative projection difference map (IPDM) method proposed by Elser[40]

was used to refine the structure of the QD systems in this study after COBRA was

applied.

The IPDM method starts off with an electron density ρ0 , which could be arbitrary

in the absence of any better information about the structure. In this case, the

COBRA-derived electron density was used as the starting point.

Two operations (or projections) are performed in each IPDM iteration:

1. Projection 1,
∏real, involves constraining the electron density in real space. The

real space support constraints include zeroing out negative ED and confining

the ED to a bounded region in space. This constrained ED would be defined as

ρp1.

2. A second projection,
∏recip, involves constraining the structure factors of a given
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ED to have amplitudes equal to the amplitudes of the measured data, i.e.,

(2.26)

recip∏
(ρ) = FT−1(

|T |
|FT (ρ)|

FT (ρ))

Let the ED resulting from taking the inverse Fourier transform of the second

projection be ρp2. An electron density ρsol is said to be converged when

(2.27) ρp1
sol = ρp2

sol = ρsol

To achieve this convergence from an initial ED, an iterative set of projections are

carried out until a difference map is minimized. The difference map for each iteration

is calculated from

(2.28) ρdiff
n = (γ − 1)[

real∏ recip∏
ρn)] + (γ + 1)[

recip∏ real∏
ρn+1)]− γ(

recip∏
(ρn) +

real∏
(ρn+1))

where ρn is the starting ED for iteration n and ρn+1 = ρn + ρdiff
n for the (n + 1)th

iteration. The parameter γ is optimized to give the least solution time, however,

there is currently no theoretical way of determining its value. We use γ = 1
0.7

which

was found by Elser et al. [40] to be the optimum.

Convergence is assessed by the norm of the difference map:

(2.29) εn = ‖ρdiff
n ‖

After the COBRA analysis converged, the final ED output, ρCOBRA, was used

as the initial input for the IPDM method which was run without the atomicity

constraint. This resulted in a final ED which gives significantly better agreement

with the measured data than when COBRA is used alone. Using ρCOBRA as the

DMA input, results in a fast convergence after less than 30 iterations (about 10

iterations in some cases). For some of the tests carried out, convergence occurred in

less than 10 IPDM iterations with results which were almost indistinguishable from
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the measured data. This is in contrast to published results which required > 1000

iterations to obtain a solution when a random ED is chosen as the starting point[40].

2.6 Anomalous scattering and COBRA

For element specificity, the anomalous response of the CSF to the incident x-

ray wavelength can be used together with COBRA in situations where the multiple

atomic species may occupy the same lattice site as in the case of alloys. The exact

relative amounts of these elements at each lattice site can be determined from the

difference between COBRA derived ED maps taken at multiple wavelengths where

the energies are selected to be close to the absorption edges of the constituent ele-

ments. Fig. 2.5 compares rods simulated for a system comprising of 2 ML GaAs on

an In0.53Ga0.47As substrate to illustrate the differences in the measured intensities

when the x-ray wavelength is selected to be 10.362 keV (5 eV below the Ga K-edge)

and 11.862 keV (5 eV below the As K-edge).

The integration of the ED 3D Gaussian peaks gives a quantity proportional to

the effective number of electrons at that site. This effective volume, V, at that x-ray

wavelength, λ, is determined by the the relative fractions of the probable elements

which would occupy that site. The value of V at a given lattice site can be expressed

as:

V (λ) = ΣN
i=1x

iZi
eff (λ)(2.30)

xi = ciθn(2.31)

where

N = # of atom types at lattice site

Zi
eff = effective number of electrons of i’th atom

xi = fractional occupation of the i’th atom
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Figure 2.5: Comparison of simulated Bragg rods for 2 ML GaAs on an In0.53Ga0.47As. The intensity
is plotted on a logarithmic scale.

θn = coverage of the n’th layer

ci = concentration of i’th atom

The number of unknowns can be reduced by measuring close to the resonant

edges of the elements which may occupy a single lattice site. The minimum number

of energies required to deconvolute the composition of a given system is equal to the

number of elements in the system which could occupy a given lattice site.

For example, in the case of InGaAs, in the absence of anti-site defects, alloying

would be expected only at the group III(G-III) sites. To determine the fractions of

In and Ga in each layer it is only necessary to measure at and well away (at least 10
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Figure 2.6: Two dimensional slice through electron density. The peaks in the figure represent atoms.
The intensities of the peaks are a function of the chemical composition.

eV) from the Ga edge.

The integrated volume at a given G-III site for an ED map obtained at at the Ga

edge (λA) for N=2 is

(2.32) V (λA) = xInZIn
eff (λA) + xGaZGa

eff (λA)

and away from the Ga edge(λB) is

(2.33) V (λB) = xInZIn
eff (λB) + xGaZGa

eff (λB)

The Zeff ’s correspond to the real part of the atomic form factor for ~q = 0.

This value may be obtained directly from literature since the x-ray wavelengths

are well defined. Alternatively, they may be measured more precisely during the

data acquisition by scanning through the K-edge and analyzing the resulting x-ray

fluorescence spectrum. Either way, they are well defined values and one is left with

two equations which may be directly solved for the 2 unknowns: xIn and xGa. The



32

coverage of that layer can be determined by θ = xIn + xGa

Figure 2.7: Comparison of 110 slices through ED maps determined from Bragg rods measured at
(a)10.365 keV (b)11.865 keV for GaAs deposition temperature of 480oC The difference
in the peak heights at the 2 energies is due to the anomalous wavelength dependence
of the atomic scattering factors of As and Ga.

By choosing λB to be close to the As edge, self-consistent checks may be made in

the results, especially in rough samples where the layer coverages would be less than

unity.

First, since the same sample is measured under the same conditions at the two

wavelengths, the fractional occupancies for As calculated at the Ga(λA) and As(λB)

edges should be equal assuming no G-III, G-V intermixing, i.e.,

(2.34) xAs(λA) = xAs(λB)



33

Once this is verified, bilayer growth (i.e. each G-III layer has a corresponding

adjacent G-V layer of equal coverage) would be confirmed if the following condition

is true for the previously calculated fractional occupancies for each atomic species in

each layer: xAs = xGa + xIn.

The determination of the fractional occupations requires an accurate integration

of the ED peak volume with errors within a few percent. Layers with less than 50%

coverage are more sensitive to errors in the integrated ED’s and care must be taken

to reduce the inclusion of noise in the peak integral.

2.6.1 Determining the Integrated Electron Density

In this work, two methods were tested for obtaining the peak integral: Fitting the

peaks as 3D Gaussian and integrating the fits and summing up the intensities in the

pixels around the peak.

The first method assumes that the peaks are Gaussian-like and the volume is

found from a 1D out-of-plane Gaussian fit and a 2D Gaussian in-plane fit. The peak

volume is:

(2.35) V = A ·H · σx · σy · σz

where H, σx, σy and σz are the fitted peak height, x width, y width and z width

respectively and A is a normalization constant obtained by normalizing to a peak

deep inside the substrate where no deviations from the nominal composition are

expected.

The advantage of this method is that, assuming the peaks are Gaussian, perform-

ing a fit effectively increases the resolution in the vicinity of the fitted peak. Thus,

parameters like the peak widths, which are related to the DW factor and disorder,

and the peak centers, which determine the lattice positions, can be determined to
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about 0.02 Å.

The second method involves summing up all the pixels in a defined 3D box around

the centered on each peak maxima. The disadvantage of this approach is that noise,

which would otherwise be discarded when the peaks are fit with a Gaussian, are now

included in the summation.

The results presented in this thesis were obtained using the fitting approach to

determine the integrated electron densities.

2.7 Self Assembled Quantum Dots

Self assembled quantum dots, (SAQD) can be grown effectively by Molecular

Beam Epitaxy (MBE) by the Stranski-Krastanow growth mode. SAQDs sponta-

neously form when epitaxial thin films are deposited on substrates with a large

lattice mis-match [41, 42, 43, 44]. An example is the case of InAs on GaAs sub-

strates where there is a 7% lattice mismatch between the film and the substrate.

The islands spontaneously form to relieve mismatch strain when the thickness of the

film becomes greater than a critical thickness which is dependent on a number of

factors including the shape and elastic modulus of the quantum dot, and the growth

conditions. This results in the transition of the 2D film to an array of quantum dots.

For example, in the case of InAs on GaAs, the critical thickness for QD formation

can be as low as 1.7 monolayers(ML) [45, 46].

Relaxation in thin films may be plastic or elastic depending on the growth con-

ditions. Plastic relaxation results in defects such as stacking faults and threading

dislocations. The mechanism leading to the creation of coherent (i.e., in epitaxial

registry with the substrate) SAQD’s arises from the elastic relaxation of stress with-

out the formation of misfit dislocations[42]. These stress relieving islands were in
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Figure 2.8: (A) shows a schematic of the lattice distortion in a 3D InAs island. (B) shows STM
(1000 x 1000 Å) images corresponding to a range of InAs depositions at 450o C for i)1.4
ML ii)1.7 ML iii)2.0 ML and iv)2.7 ML clearly showing the 2D to 3D transition after
1.4 ML.[16]

the past considered a nuisance because they led to roughening of epitaxial films. In

contrast to fully strained epitaxial thin films, the in-plane lattice parameter within

the dots may relax continuously along the growth direction allowing for relaxation

at the free surfaces.

To attain the theoretically determined superior characteristics of QD structures,

stringent control of the strain, size, shape, composition and crytallinity of the dot-

matrix environment is required. Ideally, the dots would have a narrow distribution

in the composition, shape and sizes with no plastic relaxation in the case of strained

dots. The emission properties of the dots are strongly determined by these fac-

tors which affect the dot-substrate potential barriers and impurity levels and conse-

quently, the confinement of charges within the dots. The growth parameters strongly

influence these properties and many studies have been devoted to studying the ef-
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fect of growth conditions for QDs grown using two main growth methods - Stranski

Krastanow and Droplet Heteroepitaxy.

Although total control of the growth of SAQD’s has not yet been achieved, it is

possible to obtain correlated dots with less than 10% dispersion in their size, shape

and composition[47, 48]. Tersoff et al. have demonstrated experimentally and theo-

retically that when successive layers of dots are grown, the island size and spacing be-

come more uniform evolving into a more regular three-dimensional arrangement[49].

2.7.1 Composition and Strain in Stranski-Krastanow In(Ga)As/GaAs Quantum Dots

In addition to the morphological change to partially relieve strain, stress induced

segregation[50] occurs in the formation of quantum dots from strained 2D films re-

sulting in a composition of the islands very different from the nominally deposited

material.

In Tersoff’s theoretical model for the nucleation of dislocation-free islands[50] from

an alloy film such as InxGa1−xAs, segregation of the larger misfit component (in this

case, InAs) at the initial stages of nucleation leads to an In rich core. This strain

driven segregation occurs to minimize the free energy of the system. If the incident

flux is turned off after nucleation, the islands continue to grow at the expense of the

depleted film resulting in the dots having an enriched core with less In in the outer

layers of the dot. This leads to what is described as an effective ’self-capping’ of the

dots.

Galluppi et al.[51] also suggest that in InAs/GaAs quantum dot systems, In and

Ga interdiffusion as well as In segregation occur as mechanisms to relieve mismatch

strain. For example, in the growth of InAs on GaAs, Ga atoms diffuse into the InAs

islands with Ga concentration varying continuously from 100% at the dot-substrate
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interface to 0% at the apex of the dot[17].

To account for the diffusion of Ga into InAs dots, Rosenauer et al.[52] propose,

based on TEM and photoluminescence measurements, that the segregation of In

leads to the generation of vacancies within the metal sublattice. These vacancies are

filled by the Ga atoms which diffuse from the GaAs buffer layer.

Lattice spacings and strain profiles have been found to be consistent with com-

positional variations and have been used indirectly in STM and x-ray measurements

to determine concentration profiles within quantum dots. By studying the lattice

spacings within nominal In0.5Ga0.5As/GaAs QDs, Liu et al. [53] determined using

XSTM that the dots possessed In-rich cores with an inverted triangular shape and

an In fraction decreasing from center to edge and top to bottom of the dots.

Blokland et al.[54] recently used X-STM to infer the compositional profile of

nominal InAs/GaAs QDs. By enhancing the topographical contrast of the cleaved

sample due to outward relaxation in the strained regions (the higher the In content,

the higher the strain) using a high tip voltage of -3.0 V, they determined an vertically

and laterally graded composition of In with 100% In at the top of the dots and about

70% at the base of the dots. Based on finite element calculations to simulate their

measured relaxation profile, they determined the wetting layer to be as large as 7

ML thick with a composition of In0.225Ga0.775As.

Kegel et al.[17] have carried out surface x-ray diffraction isostrain mapping stud-

ies and reported results on shape, interdiffusion and strain profiles of free standing

InAs/GaAs quantum dots with nanometer scale resolution. Their results were aver-

aged over a 1mm2 area of free standing dots. They infer the interdiffusion of Ga into

the dots from the curvature of isostrain areas. Their conclusion of lateral composi-

tion homogeneity within the dots is in contrast with the ”inverted-cone In-profile”
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Figure 2.9: Plot showing the number of InxGa1−xAs monolayers required for the transition from
2D to 3D growth as a function of composition for MBE deposited structures [46]

presented by Liu et al.[53].

AFM and STM can be used to determine the shape and sizes of uncapped islands.

Kolosov et al. [55] have developed a modification of AFM called Ultrasonic Force

Microscopy which makes the method also sensitive to strain and composition with

5 nm spatial resolution. The tunnel current in STM is sensitive to material compo-

sition and strain; however, only conductive samples can be imaged. High resolution

Cross Sectional STM (XSTM) of cleaved samples can be used to imaged buried struc-

tures with resolutions on the atomic scale. Lita et al. [43] report significant In-Ga

intermixing within InAs dots due to In surface segregation.

TEM is also used to image planar sections of buried heterostructures. The main
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limitations here again are that the island sizes measured may be inaccurate due to

interaction of diffracted electrons with strain fields. The preparation of the sample

for TEM is destructive and can disturb the structure and strain fields one is trying to

measure. It is also not sensitive to chemical composition, unless some kind of analysis

technique is used in conjunction with the TEM imaging (e.g. x-ray fluorescence

or electron energy loss spectroscopy (EELS). These spectroscopic techniques are

becoming common at high resolution, although not yet at the Ångstrom level. Also,

cross sectional STM and AFM require cleavage of the sample. Thus only certain

planes where cleavage occurs are accessible to XSTM and AFM. Additional outward

strain relaxation of the islands does occur due to material removal and thus, the

interpretation of results has to be performed with care[48].

Given that segregation and interdiffusion are strongly dependent on the growth

conditions, the differences might be accounted for, however; a more direct method for

obtaining composition and strain information would lead to a better understanding

of the compositions of these structures.

A number of x-ray techniques have been used to study buried nanostructures

including grazing incidence small angle x-ray scattering, x-ray reflectivity, grazing-

incidence x-ray diffraction and anomalous x-ray scattering. X-rays, as a result of

their relatively large penetration power, permit the non-destructive study of buried

structures; however, most x-ray techniques suffer from the limitation that since mea-

surements are made in reciprocal space, model fitting, usually with numerous free

parameters, [17, 56] is required to reconstruct the real space structures due to the

challenges associated with extracting phase information. Robinson et al. have suc-

cessfully used phase reconstruction techniques to determine the shape and sizes of

Au nanoparticles by oversampling the reciprocal space diffraction data with coherent
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Material Band Gap (eV) Lattice constant (A) Density(g cm−3)
GaAs 1.424 5.6533 5.32
InSb 0.17 6.4794 5.77
InAs 0.354 6.0584 5.68
GaSb 0.726 6.0959 5.61

Table 2.1: Bulk physical properties of common III-V semiconductor alloys used in fabricating QD
and QW systems

x-rays [57].

2.7.2 Droplet Heteroepitaxy InSb quantum dots

InSb dots are of technological importance as active media for optoelectronic de-

vices operating in the mid-infrared region. They have been proposed as suitable

candidates for improved laser performance, mid-infrared detectors and light emitting

diodes[58]. The physical properties of bulk InSb and other common III-V quantum

dot systems are summarized in table 2.1. QD systems are advantageous over their

QW analogues because charge confinement in all three directions makes the absorp-

tion of normal-incident light possible.The singular density of states of QDs is also

an important factor in the efficiency and sensitivity of these devices. InSb have been

deposited on a variety of substrates including GaAs and GaSb.

Shusterman et al. have reported the growth of InSb on a variety of substrates

[59, 58] using droplet heteroepitaxy (DHE) using MOCVD. The method involves the

deposition of Group III droplets on a substrate and the subsequent exposure of the

dots to a G-V flux which crystallizes the droplets to form quantum dots. The DHE

method is advantageous because unlike the S-K growth mode, it can be used for

lattice-matched systems. It is also theoretically possible to produce patterned arrays

of dots if one can control the position of the droplets using masks.

An analysis of InSb/GaAs dots by Kelvin Probe Force(KPF) and Photolumi-

nescence Measurements(PL) measurements, has shown that there is considerable
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deviation in the composition of the dots from the nominal InSb compound to a

graded InAsxSb1−x alloy composition with the dots containing as much as 80% As

[59, 58]. These authors also find enhanced dot properties when the dots are grown

on As-terminated surfaces compared with Sb-terminated surfaces. This composi-

tional modification is crucial in enabling a reduction in the strain energy without the

formation of misfit dislocations.

The possibility remains that additional effects such as In-Ga exchange and In-

segregation which have been observed during the growth of InAs on GaAs, play a

non-negligible role in the formation of InSb and InAs dots.

At present, there is no definite theory available in the literature to explain how

DHE quantum dots form; insight gained from applying the COBRA technique to

these systems is expected to shed more light on this question.

2.8 Anticipated Challenges

A number of challenges arise when conducting diffraction experiments on an en-

semble of particles with varying sizes and composition and non-uniform distribution.

The probe beams commonly used in COBRA experiments are on the order of hun-

dreds of microns while the average size and dot to dot spacings are on the order of

tens of nanometers [42]. Thus, features such as composition and strain variations

obtained in COBRA experiments are averaged over the beam coverage area. The

ideal situation would be one in which the dots have a high surface density and are

identical in shape, size and composition.

However, variations in the dots have to be expected [46]. It is worthwhile to

explicitly state that the goal of the project would not be to characterize individual

dots, but to obtain information related to the average behavior of the dots.
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Synchrotron x-ray beams have a finite transverse coherence length (ie. the length

scale on which the x-rays are in phase) due to the slightly divergent nature of the

beam. The transverse coherence length is defined by the size of the source and the

distance of the source from the sample. The source size, L, is defined by a set of slits

with an opening usually on the order of 100 x 100 µm2 placed a distance D, about

4 meters away from the sample. The effective transverse coherence length, LT , for a

given wavelength λ, is given by the relation:

(2.36) LT = λ
D

L

The transverse coherence length of the x-rays used in this study is on the order of 0.5

µm, and much larger than the dot dimensions, thus, the results provide a statistical

average over dots within approximately a 100x100 µ m2 area. The information

provided by COBRA includes the average composition and the average displacement

of atoms in the dot relative to positions of the substrate atoms as a function of the

distance from the interface.

Although the current advances in microfocusing of x-ray beams down to less than

100 nm [60] exists using Fresnel zone plate optics and Kirkpatrick−Baez reflecting

mirrors[61] which would permit single dot studies, the intensity suffers a drastic de-

crease. Suzuki et al. report a 5% x-ray efficiency for producing ∼30 nm spot sizes

using the 3rd order focus of zone plates for 8 keV x-rays. Stephenson et al. also

recently demonstrated focusing of 19.5 keV x-ray beams to ∼30 nm with 44% effi-

ciencies and presented theoretical calculations to support the possibility of reducing

the spot size further to 1-5nm using Multilayer Laue Lens optics (MLL) [62]. The

latest focusing devices are more efficient. Reliable COBRA measurements require a

dynamic range of about 3 orders of magnitude for relatively heavy atomic species

such as In, Ga and As[29]. This option would left for future studies as brighter
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sources such as free electron lasers become more readily available.

If the variations are expected to be centered around a mean set of parameters

going from one particle in the ensemble to another, then it is reasonable to assume

that these deviations would be introduced as noise in the data obtained. Thus there

would be a direct correlation between the particle variation and the noise. This

would impose a limitation to what conclusions can be confidently extracted from the

data interpretation. On the other hand, by pushing the COBRA technique to its

limit, we would be gaining insight into the strengths and inherent limitations of the

technique.



CHAPTER III

Experimental Section

3.1 Experimental Section

3.1.1 Introduction

Surface diffraction experiments involve scattering from a few atomic layers and

therefore require high intensity x-ray sources to obtain appreciable signals. Conven-

tional laboratory based x-ray sources such as rotating anodes and sealed tube sources

can provide brilliance up to 103 photons/s/mrad2/mm2/per 0.1% bandwidth and are

well suited for studying thick films and bulk materials. Third generation synchrotron

sources on the hand, are designed to produce x-ray brilliances more than 1015 times

that of conventional lab sources. This makes them more suitable for the experiments

performed in this study. Synchrotron sources are also advantageous due to the tun-

ability of the x-ray wavelength to accuracies less than a fraction of an electron volt

with a narrow bandwidth over a large x-ray energy range.

Two synchrotron sources were used for the measurements presented in this thesis:

the 7 GeV Advanced Photon Source located at the Argonne National Laboratory

in Argonne, IL and the 2.8 GeV Swiss Light Source located at the Paul Scherrer

Institute in Villigen, Switzerland.

The basic principle of operation of third generation sources is as follows. Electrons

are accelerated by bending magnets in a circular storage ring until they attain speeds

44
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of about 99.999% the speed of light. At these relativistic speeds, the electrons emit

x-ray radiation in a narrow cone around the forward motion of the electron beam.

The opening angle of the cone is inversely proportional to the relativistic gamma

factor. For an undulator, the cone angle is even narrower. The production of x-rays

occurs either directly at the bending magnet dipoles, or in insertion devices such as

wigglers and undulators located in the straight sections between the bend magnets.

The insertion devices consist of alternating magnetic fields which force the electrons

to follow oscillatory paths.

The x-ray beam produced is then monochromated and focused further before it

reaches the sample.

3.1.2 Diffraction Experiments with the Pilatus

To speed up the sample alignment, and increase the signal to noise ratio of the

measured diffraction intensities and increase the accuracy of the removal of back-

ground prior to data analysis, the Pilatus 100K two-dimensional pixel detector

[28, 63] was integrated for Bragg rod measurements.

The Pilatus detector is a single photon counting detector which directly converts

single x-ray photons into electric charge. It is composed of a 2D array of silicon-

based p-n diodes connected directly to an array of readout channels by microscopic

indium balls ( 18µm diameter) by a novel process called microbump-bonding. This

design is advantageous in that no dark current or readout noise is produced; short

readout times less than 3ms and framing rates as high as 200 Hz are permissible and

the detector has a high dynamic range of 106 (20 bits). The use of silicon allows a

counting rate of 2x106 counts/pixel/s for high flux at synchrotron sources.

A schematic of the Pilatus pixel is shown in Fig 3.1. Incident x-rays produce
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Figure 3.1: Pilatus pixel schematic

electron-hole pairs in the p-n diode active region. These electron-hole pairs are

separated by a bias applied to the p-n diode and read out by the readout channels.

Threshold settings with the Pilatus

Experiments were carried out close to the K-edges of the constituent elements of

the samples we studied. These energies lie a few eV above fluorescence lines. To

avoid including the sample fluorescence in the integrated diffracted intensity, the

Pilatus detector was gated to count photons only above a threshold energy which

was set to be above the fluorescence energy of the sample but below the energy of

the elastically scattered photons. This was achieved by adjusting the bias on each

pixel.

The detector is usually calibrated at a set of energies by exposing the detector to

scattered x-rays at the desired energy and adjusting the thresholds on each pixel till

it no longer records any counts. Once the calibration is complete, the threshold can

be set for any energy by interpolating between the calibrated points.
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All the pixels in the detector may not have a uniform response due to dead pixels,

accidental exposure to the direct beam etc and it is critical that a flatfield is obtained

before and after each dataset is collected. This flatfield is obtained by exposing the

detector to a uniform field of x-rays. This is usually done by exposure to uniform

diffuse elastic scattering from a polycrystalline source such as lead glass. To obtain

good statistics, we average 100 images each exposed for 10 seconds. The flatfield

correction is obtained by normalizing the average image obtained to the mean pixel

intensity. An example of a flatfield obtained at 10.365 keV with threshold set to 10

keV is shown in Fig.3.2. The prominent vertical and horizontal streaks observed in

the flatfield occur at the boundaries between the detector modules.

3.1.3 Experimental Setup

For a careful measurement of diffraction intensities, it is essential that the sam-

ple, diffractometer (device which rotates the sample and detector to satisfy diffrac-

tion conditions) and detector are aligned as accurately as possible to within a few

µradians. The diffraction experiments begin with an initial alignment which involves:

1. an initial determination of the goniometer rotation axes

2. aligning the sample and detector with respect to the incident beam

3. determining the orientation matrix i.e., the angular coordinates which define

the crystal orientation of the sample relative to the axes of the diffractometer.

Once the alignment procedure was completed, Bragg rods were recorded by mov-

ing the sample and detector to satisfy diffraction conditions along the Bragg rods

and recording the diffraction intensities at each point.
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Figure 3.2: Flatfield of Pilatus detector response obtained at 10.365 keV with a threshold set to
10 keV. The top panel shows the normalized flatfield correction image obtained by
normalizing 100 10sec exposures to the mean intensity. The image in the bottom panel
shows a randomly chosen flatfield image corrected with the image in the top panel.

Sample alignment

The sample is aligned such that in its zero position, the sample surface is parallel

to the incident beam and the sample cuts the diffracted beam in half. The sample

surface is aligned as follows: With the diffractometer positions set to zero, the sample

is mounted on the goniometer head and phi rotated so that the kozu arcs lie in the

horizontal and vertical planes. A HeNe laser is set up so that it reflects off the sample

onto a screen.

The reflection is marked on the screen and the sample is rotated 180o about the
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Figure 3.3: Diffraction Experimental setup at the material science beamline, Swiss Light Source

φ axis. The new position on the screen is noted and a point halfway between the

original and final reflection is determined by drawing a line from the two points and

measuring the point halfway. The sample kozu arcs are adjusted to tilt the sample

so that the reflected beam goes to the new center position. Rotating phi back 180o

should result in the reflected beam staying in the same position. If it moves, the

procedure is repeated for a finer adjustment.

The sample surface should now be parallel to the x-ray beam. The next step is

to adjust the sample height so that the sample cuts the incident beam in half. This

step requires the beam and the detector are positioned to observe the direct beam.

Filters are required when the detector is in the path of the direct beam to avoid

radiation damage. Note this assumes that when the angle µ is at zero, the sample

surface is parallel to the beam. To check the µ alignment, first adjust the sample

height till sample cuts beam in half. Rotate µ ± 0.1o about the zero position. The
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maximum should be at the zero position. If it is not, move mu to the position where

the intensity is maximum and reset the value of µ to be 0 at this position. Keep it

at this position and do the coarse and fine sample height adjustment. Repeat the µ

scan and iterate as necessary.

Finding the orientation matrix

The user has to set the x-ray wavelength and initial unit cell parameters. Based

on these parameters, an approximate orientation matrix is calculated by SPEC (or

LABVIEW). The sample is moved to three non-collinear reflections and the sample

and detector angles are optimized to maximize the intensity of the reflections. These

refined reflections are then used to calculate a new optimized orientation matrix. The

matrix can be optimized further by moving to more reflections and optimizing their

angles. Usually, a total of 6-7 reflections are used to determine the final orientation

matrix for the sample.

3.1.4 Recording data

Once the sample is aligned and the orientation matrix is obtained, diffraction

intensities are measured along Bragg rods using a macro in which one defines the h

and k coordinates, the start and end values for l and the integration time per point.

The sample is mounted inside a hemispherical Be dome and evacuated to a vacuum

of about 10−6 Torr to prevent radiation induced oxidation damage to the sample.

Evacuated flight paths are also installed between the sample and detector to reduce

background air scattering. A set of slits are also installed after the sample to prevent

forward diffuse scattering from the sample, the sample mount and Be dome from

reaching the detector.

At each data point, an exposure time (usually about 10 seconds) is chosen to
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maximize the signal to noise ratio. An automatic scheme is employed to increase the

integration time at points with low diffracted intensities and to automatically adjust

filters to increase the effective dynamic range of the detector. The filter material

depends on the x-ray wavelength. A series of filters with different thicknesses are

used to change the incident beam intensity if the intensity detected by the Pilatus is

above a set threshold. The use of the filters also prevents the detector from damage

by high flux radiation.

3.1.5 Data extraction

During the data collection, a 2D image is saved for each data point. Post-

measurement data extraction involved first normalizing each image to the flatfield

mask to correct for the inhomogeneous detector response.

In summary, data extraction involves carefully identifying the background and

subtracting the background from the signal of interest. Sources of background noise

include diffuse scattering from the sample, air scattering, scattering from the sample

holders and from the beryllium dome which is used to keep the sample under vacuum.

There is no intrinsic noise (e.g., thermal or electronic readout noise).

Two schemes were used to extract the signal. One involved fitting the background

to a 2D linear, constant, or Gaussian function and subtracting this fit from the signal.

A second scheme was to convert the 2D image into a line detector. This involved

projecting the image in a rectangle defined around the signal into a single line. The

background was fitted to a 1D Gaussian or polynomial function and subtracted. A

LABVIEW program was developed for this approach.
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3.1.6 Corrections to Data

After the flatfield corrections and background subtraction are carried out, correc-

tions are applied before analyzing the data with COBRA.

Polarization Corrections

The x-rays from synchrotron sources are polarized and the effective Io depends on

the angle of incidence of the beam on the sample. This effective intensity has a cosine

dependence and has to be corrected for when determining the structure factors.

Lorentz factors

Lorentz corrections have to be taken into account since the detector intercepts

the Eswald sphere differently for different points along the Bragg rod.

Beam footprint

The effective diffraction volume is determined by the angle of incidence of the

beam on the sample. This angle is fixed for off-specular rods in constant footprint

mode, however, it varies for the specular rod and has to be corrected for. This

correction has a 1/sinθ dependence where θ is the angle between the incident x-rays

and the sample surface.



CHAPTER IV

Results and Discussion - GaAs temperature study

4.1 Introduction

As a first step to understanding strain relaxation in quantum dot systems, the

anomalous response of the atomic x-ray scattering factor was used in conjunction

with the Coherent Bragg Rod Analysis phase retrieval algorithm[64] to investigate

the strain and composition profiles in moderately tensile strained ultrathin layers

of GaAs films grown on InGaAs buffers.The similarity of this system to QDs lies

in the fact that island formation also occurs in this system to relieve strain energy.

The islands in the GaAs/InGaAs system are thin enough that they would remain

pseudomorphic with the substrate. In addition to the expected excellent registry,

the possibility of the films being alloyed due to intermixing with the buffer made

this system an excellent candidate to test the anomalous-COBRA technique.

The samples were prepared in Prof. Mirecki Millunchick’s lab at the University of

Michigan. Lee et al. previously studied the surface morphology of this system as a

function of GaAs growth temperature using in vacuo scanning tunneling microscopy

and observed increased coarsening of the surface with increased growth temperature

[65, 66, 67]. This trend was attributed to the Asaro-Tiller-Grinfield instability[68].

While surface coarsening relieves strain, the observed tendency of of In to segregate

53
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to the InGaAs buffer surface [69, 70, 71] prior to GaAs deposition means that a

deviation in the composition of the as-deposited film should also be expected. This

change in composition would also contribute to strain relaxation.

X-ray probes are an excellent tool for characterizing these systems: they are

nondestructive and have a high penetration power for studying buried structures and

interfaces. Morever, the ability to tune x-ray energies at synchrotron sources also

enables element specificity for quantitative studies of intermixing in self-assembled

coherently strained systems[72, 73, 74].

COBRA has been applied successfully to provide sub-Ångstrom-resolution infor-

mation on several epitaxial systems[75, 34] with in-plane periodicity and out-of-plane

aperiodicity. The structure of a system is determined from complex scattering factors

(CSF) measured along substrate-defined Bragg rods. The measured x-ray intensity

provides the amplitude of the CSF but not the phase. The COBRA method is used

to retrieve the phase information. The Fourier transform of the COBRA-determined

CSFs provides a 3D electron density (ED) distribution function for the system with

Gaussian-like peaks representing atomic sites. The structure of the system can be

determined from the positions of the ED peaks with sub-Ångstrom resolution. The

volume integral of these peaks is proportional to the x-ray energy dependent effec-

tive EDs of the atomic species occupying those positions. A normalization factor is

usually obtained relative to the ED peaks deep inside the substrate where there are

no deviations from the nominal bulk structure; in this way it is possible to determine

the chemical distribution in the system.

In the vicinity of the interfaces and close to the top surface where the composition

and coverage may not be known a priori, it is a non-trivial matter to determine

which elements contribute to the ED peak and what their relative fractions are.
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Energy In Ga As
10.365 keV 49.05 19.56 31.2
11.865 keV 48.89 29.99 21.5

Table 4.1: Variation of the real part of the atomic scattering factors of In, Ga and As with x-ray
energy

To resolve this ambiguity, we compare two COBRA-determined ED maps for the

GaAs/InGaAs/InP system obtained from Bragg rod measurements close to, and

well above, the Ga K-edge. The second energy was selected to be close the the As

edge so that simultaneous sensitivity to the composition of the G-V(group V) layers

would be achieved. Table 4.1 shows the complex scattering factors (CSF) of Ga, In

and As at 10.365 keV and 11.865 keV.

The difference in the energy-dependent ED maps permits an accurate determina-

tion of the relative concentrations of Ga and In as a function of the distance from the

interface, independent of the effects of incomplete monolayer coverage. This makes

the anomalous-COBRA technique particularly suitable for alloyed systems exhibit-

ing significant compositional intermixing and interfacial/surface roughness. In this

chapter, it is shown from the observation of COBRA-derived vertical concentration

profiles of this system that, on deposition of two ML of GaAs on the InGaAs buffer,

an interplay between In alloying and surface coarsening leads to a reduction of strain.

The buffer layers were nominally latticed matched with InP substrates and the

subsequent GaAs growth was compared at two different temperatures: 480o C and

520o C. A more detailed determination of the structure of this system using a-

COBRA was expected to reveal more information about the composition and strain

profiles of the surface islands and the top monolayers of the buffer. It is shown that

electron density maps extracted from Bragg rod scans measured close to the Ga and

As K-edges can be used to deconvolute roughness and directly determine intermixing.
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Figure 4.1: STM images for 2 ML thick GaAs films on lattice-matched In0.53Ga0.47As/InP grown
at (a) 480o C, and (b) 520o C[67].

It is found that indium incorporation and roughening lead to a significant reduction

of the strain in this system.

4.2 Experimental Details

4.2.1 Sample Preparation

The samples were grown using solid-source molecular beam epitaxy using As4.

The composition, deposition rate, RGa, and As flux, FAs were calibrated using Re-

flection High Energy Electron Diffraction oscillations, and the growth temperature

was measured using an optical pyrometer[67]. In0.53Ga0.47As buffers were grown

lattice-matched to InP(001) substrates at 480o C, followed by the growth of two

monolayers(MLs) of GaAs at either 480o C(RGa = 0.05 ML/s, FAs = 1.5 ML/s) or

520o C(RGa = 0.20 ML/s, FAs = 1.5 ML/s). For the latter film, the buffer was

heated to the desired temperature over 5 minutes under an As4 flux prior to the

deposition of the film.

The RMS roughness of these strained films determined by STM measurements
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over 2x2 µm areas, increases with increasing growth temperature, from 0.17 nm

at 480o C to 0.35 nm at 520o C. At 480o C (Fig. 4.1(a)) the surface exhibits two-

dimensional islands in addition to a terrace structure similar to that of the buffer. At

520o C (Fig. 4.1(b)), the terrace structure is obscured and the morphology consists

of narrow mesas and troughs. The roughening of these films has been attributed to

an increase in the group-III adatom population due to the desorption of As from the

surface[67].

4.2.2 X-ray Diffraction Experiments

Surface diffraction experiments were carried out at the Material Science beamline

at the Swiss Light Source, Paul Scherrer Institute, Switzerland. For each sample,

twelve symmetry-inequivalent rods and four equivalent rods were obtained at 10.365

keV and 11.865 keV, with an energy resolution dE/E = 10−4. The energies were

selected to be 2 eV below the Ga and As absorption edges, respectively, to take

advantage of the anomalous dispersion of the respective atomic structure factors with

x-ray energy. Diffraction intensities were recorded using a Pilatus 100k pixel detector

with appropriate energy threshold settings to suppress the detection of fluorescent

photons from the sample[28] and consequently, enhance the signal-to-noise ratio.

Samples were placed in an evacuated chamber with a beryllium window during data

collection to prevent sample oxidation due to the high x-ray flux.

The angle of incidence of the incoming beam was fixed at 0.5o, close to the InGaAs

critical angle to eliminate the contribution of the InP substrate to the diffraction

intensity. The attenuation length of InGaAs for 11.865 keV photons at an incident

angle of 0.5o is 0.17µm. The x-rays would have to pass through 0.5 µm of InGaAs

to reach the InP substrate. The transmission through the buffer is e−
0.5
0.17 = 0.05.1

1On the other hand, if the incident angle is 5o, the attenuation length of of the InGaAs buffer is about 2 µm
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For each sample, an ED map was obtained for each of the selected energies using

COBRA. The difference in the ED maps were used to determine, quantitatively, the

composition of the two systems. A comparison of the Bragg rods recorded at the 2

energies is shown for the 480o C sample (Fig. 4.2) and the 520o C sample (Fig. 4.3).

Figure 4.2: Comparison of some of the measured rods at 10.365 keV and 10.865 keV for the GaAs
sample deposited at 480o C.

4.2.3 COBRA Analysis

The angle of incidence was fixed at 0.5o for the off-specular rods to be close to

the critical angle of InGaAs to enhance the contribution of the surface layers to

the diffracted intensities and effectively prevent the InP substrate from contributing

and 77% of the incident x-rays interact with the InP. In this situation, the InP substrate contribution is no longer
negligible.
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Figure 4.3: Comparison of some of the measured rods at the 10.365 keV and 10.865 keV for the
GaAs sample deposited at 520o C.

to the measurements. Thus, in calculating the reference structure for the COBRA

analysis, the system was considered to comprise of a semi-infinite bulk In0.53Ga0.47As

substrate with a 2 ML thick GaAs film. The analysis for each energy began with

an initial fit of the Debye-waller factors, multiplicative constants and a roughness

parameter for the film to determine the initial reference structure. This fitted initial

reference does not represent the true structure of the system, however, as a result of

the fit, the amplitudes of this reference are on the same order of magnitude as the

experimentally measured amplitudes as is required for the COBRA approximation

to be valid.

Once a good reference was determined, the COBRA method was iteratively ap-
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plied until convergence of the sum of squares of the differences between the COBRA

calculated intensities and the measured intensities was achieved and the negative

parts of the real space ED were minimized. Convergence was attained for all the

samples after 8-10 phasing iterations.

A couple of features emerged after the results converged. First, the rough region

at the top surface of the system extended about 4 ML for the 480o C sample and

6 ML for the 520o C in contrast with 2 ML in the reference. Secondly, there was a

continuous relaxation of the out of plane atomic layer spacings in the ’rough’ region.

Lastly, while the ratio of the integrated electron densities of the G-III to G-V layers

was constant in the substrate region of the system, there was a continuous change in

the top monolayers of the system indicative of a compositional gradient.

Large iterations

Each successive phasing iteration inherently introduces some level of noise because

the COBRA ansatz is an approximation, which becomes more valid if the initial

reference is closest to the ideal. The interpolation of unreliable data points around

the substrate Bragg peaks, and the limited volume of reciprocal space experimentally

measured, also introduces noise in the system.

Although the noise does not alter significantly the qualitative results obtained,

since only high Z elements are present in this system, further refinement was neces-

sary to obtain more accurate quantitative parameters.

The refinement was achieved using what is referred to as a COBRA large iteration.

For the large iteration, a new reference model was obtained using the atomic positions

and integrated electron densities of the previous COBRA-determined structure. The

DW factors were refined again. COBRA phasing iterations were then applied using
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Figure 4.4: Zincblende crystal structure. The shaded cut indicates the [110] plane

the refined model as the initial reference. In this case, convergence occurred after

only 2-3 phasing iterations.

4.3 Results and Discussion

For each sample, the layer-by-layer composition and coverage profiles were deter-

mined by comparing the ED maps obtained independently for the 2 x-ray energies.

The system has a zincblende structure; thus it can be considered to be alternating

layers of group III atoms (InGa) and group V atoms (As). A monolayer (ML) consists

of one G-III atomic layer (AL) and one G-V AL 2.

Coverage profile

At each energy, the vertical profile of layer coverage, θz, can be obtained by

directly normalizing the COBRA-derived As ED peaks to the expected effective

number of electrons for As at the respective energy. For each sample, it is found that

θz, calculated both at the Ga and As edge, are equivalent, indicating that there is

2The zincblende structure is defined to have 2MLs per unit cell
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no intermixing between the G-III and G-V sublattices, i.e., there is an insignificant

density of anti-site defects.
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Figure 4.5: COBRA-determined vertical fractional occupancy, fz, profiles for 2 ML GaAs/InGaAs
system grown at (a)480o C and (b)520o C . Occupancy profiles extracted from STM
images in Fig. 1 are shown for comparison. Note that zero is the nominal position of
the interface.

To verify the COBRA derived coverage profile, we compare coverage profiles ex-

tracted from the STM images in Fig. 4.1 with the profiles obtained independently

from COBRA for the samples grown at 480o C, Fig. 4.5(a), and 520o C, Fig. 4.5(b).

The regions with θz < 1 correspond to roughness at the film surface. The profiles

determined by STM and COBRA are in excellent agreement, with any differences

attributed to the different effective probe areas, and the fact that the topmost layers

observed with STM with low occupancies contribute little to the x-ray intensities,
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and therefore are not imaged by COBRA.

Composition Profiles

The composition of each layer can be determined as follows: for each group-III

layer comprising both In and Ga, let T10 and T11 be the total ED for that layer

obtained from COBRA at 10.365 keV and 11.865 keV respectively. We can now

separate the fractional contributions for a given layer of In, xIn, and Ga, xGa, at the

two energies:

(4.1) T10 = xInIn10 + xGaGa10

(4.2) T11 = xInIn11 + xGaGa11

where the subscripts 10(11) refer to the corresponding atomic scattering factors for

In and Ga at 10.365 keV(11.865 keV). It is straightforward to solve algebraically for

xIn and xGa.

The In content, xIn, as a function of depth, is compared for the two growth tem-

peratures in Fig. 4.6(a). The composition deep in the buffer for both samples, is

In0.53Ga0.47As as expected, however, both samples show significant In-incorporation

into the nominal GaAs film. The In composition3 of the films at both growth tem-

peratures in Fig. 4.7 is about 40% near the film/buffer interface and close to 20% at

the surface.

By integrating the In content shown in Fig.4.6(a) for the two samples, we observe

that the 520o C sample contains a net 0.19 ML less In than does the 480o C sample,

indicative of enhanced In desorption at 520o C. Using the previously reported[76]

Arrhenius-type dependence of the desorption rate, we calculate the amount of In loss

3The Indium composition is calculated as xGa

xIn+xGa ∗ 100%
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at 480o C and 520oC . For a prefactor ν = 2.6 × 1013s−1 and desorption activation

energy ED = 2.57eV[76], the calculated amount of In desorbed at 480o C is 0.03 ML

and 0.2 ML at 520o C, consistent with our experimental values.

Strain Profile

Accounting for the Poisson ratio of InGaAs, we can estimate the strain in each

ML, based on the measured composition xIn(z) and the measured out-of-plane lattice

spacing ameas, assuming pseudomorphic growth (i.e., the islands are lattice-matched

in-plane with the substrate):

aIn(z) = (xIn(z) ∗ 0.4051) + 5.6563(4.3)

strain(z) = −ameas(z)− aIn(z)

aIn(z)
· 100%(4.4)

where aIn is the calculated bulk lattice parameter for the measured In content.

Figure 4.6(b) shows profiles of the in-plane strain at the two growth temperatures.

The strain is zero deep in the buffer, as expected. Both films are in tension with the

strain gradient being more gradual for the 520o C sample with a maximum strain

of 0.68% compared with 1.01% for the 480o C sample. Note that a much larger

strain(3.7%) is expected based on the nominal lattice mismatch between the buffer

and GaAs.

4.4 Conclusion

The results obtained by COBRA are averaged layer-by-layer over the coherence

length of the x-ray beam which is on the order of 500 nm. Thus, the analysis is

not sensitive to lateral variations in composition and lattice spacing. However, we

may assume in-plane uniformity in composition and lattice spacing in interpreting

the observed composition and strain profiles since excellent film/buffer registry is
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Figure 4.6: COBRA-determined (a)In content profiles and (b)in-plane strain profiles for the 2 ML

GaAs/InGaAs system grown at 480o C and 520o C.

expected for ultra-thin films.

An In-rich surface has been shown previously to form during the growth of InGaAs

due to In surface segregation[77, 69]. During the subsequent growth of the GaAs

film this In-rich surface is incorporated into the film to form an InGaAs alloy. The

determined strain profile shows that In-incorporation from the InGaAs surface into

the film drastically reduces the mismatch strain from 3.7% to less than 1.0% by

expanding the unit cell size of the film. In-incorporation into the film is highest

closest to the interface, leading to the depletion of the InGaAs buffer surface. This

causes a greater relaxation of misfit strain at the interface than at the film surface.

Further relaxation occurs at higher film growth temperatures, due to roughening.
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Figure 4.7: In and Ga composition profiles for the 2 ML GaAs/InGaAs system grown at (a)480o C
and (b)520o C.

The total film In content is estimated from Fig. 4.6(a) to be about 0.7 ML for the

480o C sample. No significant In depletion is observed in the buffer layers therefore

the In in the film comes not from an In-Ga exchange with the buffer, but from the

incorporation of an In floating layer. It is therefore plausible to postulate that the

following processes occur during growth.

• The initial InGaAs buffer has an In-rich surface with composition In0.70Ga0.30As.

• On deposition of the initial layers of GaAs, coarsening occurs due to the motion

of mobile In atoms towards the GaAs nucleation sites to reduce mismatch strain.

The In incorporation is driven by both strain and diffusion.

• As more GaAs is deposited there is less In to be incorporated and thus, the

mismatch strain increases and further coarsening occurs.

Strain fields less than 0.1% are observed extending 4MLs deep into the InGaAs

buffer. Finite element analysis calculations on compressively strained InAs quantum
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dots show that tensile strain is induced in the substrate [78]. The converse is true for

the nominal GaAs/InGaAs: a tensile film is expected to induce compressive strain in

the surface layers of the underlying buffer. The small, but significant tensile strain

shown in Fig. 4.6(b) lends credence to the role of the dissolution of the floating In

layer in relaxing strain in this system. It is therefore clear that to correctly model

strain in these systems, theoretical calculations would have to take into consideration

the role of In surface segregation.

The technique presented here provides valuable information about the chem-

ical composition and distribution of strain in ultra-thin films of tensile-strained

GaAs/In0.53Ga0.47As for two growth temperatures. In-incorporation into the film

serves as an effective mechanism for strain relaxation in this system.



CHAPTER V

Results and Discussion - Stranski Krastanow InAs dots on
GaAs

5.1 Introduction

The spontaneous transition of strained two dimensional films into three dimen-

sional homogeneous nano-islands, has attracted much scientific attention. This is

referred to as the Stranski-Krastanow growth mode. The formation of the islands

allows the system to reduce its energy by relaxing strain at the island surfaces. Finite

element calculations indicate that the formation of islands also induces distortions

in the substrate[56, 79, 80].

In addition to the island formation, an exchange of material between the de-

posited epilayer and the surrounding material occurs, resulting in modifications of

the island composition and the surrounding material (i.e. capping layer and under-

lying substrate). The tendency of some of the constituent elements such as indium

and antimony to preferentially segregate also leads to a complex structure of these

systems.

To carefully control the growth of quantum dots and more precisely predict their

opto-electronic behavior, a better understanding of the final structural states is re-

quired. The efficacy of the anomalous-COBRA method is studied to determine the

atomic structure of Stranski-Krastanow grown InAs quantum dots and their inter-

68
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faces.

5.2 Experimental Details

5.2.1 Sample Preparation

The InAs/GaAs QD samples were grown by the Goldman group at the University

of Michigan on epiready [001] oriented GaAs substrates by molecular beam epitaxy,

using solid Ga, In, and As4 sources. The substrate temperature was monitored using

an optical pyrometer. An initial 500 nm thick GaAs buffer layer was grown at 580o

C with a V/III beam-equivalent pressure ratio of 30. The GaAs buffer was annealed

at 580 o C with As4 followed by annealing at 530o C with half the original As4 flux

and at 370o C without As4. After the buffer annealing treatment, 2.6 ML of InAs

was deposited at 500o C forming a high density of uniform QDs with dimensions on

the order of 5-8 nm (height) and 50±5 nm (width)[81]. The 2D-3D transition was

evidenced by a transition in the reflection high-energy electron diffraction pattern

from streaks to spots.

Atomic Force Microscope Measurements

AFM measurements were carried out the University of Michigan Electron Mi-

crobeam Analysis laboratory using a Digital Instruments Nanoscope IIIa atomic

force microscope in tapping mode. An AFM image of the sample is shown in Fig.5.2.

The dots have high uniformity in shape and size with a density of about 1.25x1010

dots/cm2. The dot heights are about 6-8 nm and with widths of about 50±5 nm.

The dot dimensions are expected to be somewhat smaller than these numbers imply

due to the overestimation by AFM as a result of the tip convolution.
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Figure 5.1: Schematic of Stranski-Krastanow InAs/GaAs sample

5.2.2 X-ray Diffraction Experiments

Surface diffraction experiments were carried out at the Sector 7-ID undulator

beamline at the Advanced Photon Source, Argonne National Laboratory. Nine

symmetry-inequivalent rods were obtained at each of the energies; 10.362 keV and

11.862 keV, 5 eV below the Ga and As absorption edges, respectively. The rods

measured were the 00L, 11L, 11̄L, 20L, 22L, 31L, 31̄L, 33L, 33̄L rods with Lmax=4.5

r.l.u. and a sampling density of 40 points per GaAs reciprocal lattice unit. Diffrac-

tion intensities were recorded using the Pilatus 100K pixel detector with appropriate

energy threshold settings. Samples were placed in an evacuated chamber with a

beryllium window during data collection to prevent sample oxidation. The angle of

incidence of the incoming beam was fixed at 5o for the off-specular rods. The large

angle was chosen in this case to minimize the footprint of the incident beam on the
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Figure 5.2: 2 µm x 2 µm AFM image of Stranski-Krastanow InAs dots grown on GaAs by molecular
beam epitaxy. The dot density is estimated to be 1.25x1010 dots/cm2with an average
width of 50±5 nm

sample.

5.2.3 Anomalous-COBRA Analysis

The initial reference model was chosen to consist of a GaAs substrate with an

exponentially decaying InAs film. This model did not take into consideration any

information about the dot characteristics. As pointed out earlier, this is only the

initial reference; details emerge from the COBRA phasing procedure, essentially

independent of the initial reference. Convergence was obtained after 12-13 phasing

iterations.

Refining the a-COBRA result by subsequent fitting is possible if the ED map
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Figure 5.3: Progression of error parameters (defined in Chapter 2) with number of COBRA phasing
iterations. Convergence occurred around iteration 13; however, more iterations are
shown to illustrate that there are no further changes in the error parameters. After
iteration 13, no further changes were also observed in the electron density maps.

consists of atomic (Gaussian-like) peaks which can be easily modeled. The profiles

obtained for the quantum dots revealed a complicated folded structure which could

not be easily refined by fitting.

An alternate approach to refining the COBRA results was to use the iterated pro-

jection difference map method[40] with the initial COBRA-derived electron density

as the starting point without the constraint of atomicity. The sum of square errors

were reduced by about 40% when IPDM analysis was applied, indicating a better fit

to the measured data than when COBRA was used alone.



73

Figure 5.4: Schematic of GaAs unit cell. The lines represented in Fig.5.5 pass vertically through
the corresponding atoms in the unit cell. The As-1 line passes through the As1 atom
and so on. Atoms with the same labels are symmetry related.

5.3 Results and Discussion

Determination of Composition Profile

A comparison of ED profiles taken in the vertical direction along symmetry-

inequivalent lattice sites for the two probe wavelengths is shown in Fig. 5.5. The

As-1 and As-2 lines pass through the inequivalent group V atomic sites while the

Ga-1 and Ga-2 lines pass through the group III sites. Expressed in GaAs unit cell

coordinates, the As-1 line is along the coordinate directions [0,0, z], As-2 is along

[0.5,0.0, z], Ga-1 is along [0.25,0.25, z] and Ga-2 is along [0.75,0.25, z]1.

The line profiles show two distinct regions of the system. The large narrow peaks

1In these directions, the spacing between the peaks is equivalent to one unit cell
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below 65 Å correspond to the substrate atoms. The smaller broader peaks above 65

Å correspond to the dot region. The dot peak heights are smaller because the dots

occupy only a fraction of the surface. The dot peaks extend to a height of about 50

Å ( 9 unit cells) in good agreement with the AFM results.

The two energies are compared for each line to illustrate the effect of the anoma-

lous response of the atomic scattering factors (ASF). The ASF of As is 31 electrons at

the x-ray energy 10.362 keV and 21.99 electrons at 11.862 keV, thus the As-like peaks

would be expected to be higher close to the Ga edge than when the x-ray energy is

close to the As edge. The ASF of Ga is 19 electrons at 10.362 keV and 30 electrons

at 11.862 keV; thus the reverse would be expected for peaks containing mostly Ga.

In has the same ASF(49 electrons) at both energies, thus peaks corresponding to

mostly In would have peaks of approximate equal heights.

The As lines shown in Fig. 5.5 are higher at the As edge both within the substrate

regions and the dot regions as expected. The ratio of the As peak heights at the

two energies is equivalent to the ratio of the As atomic scattering factors at the two

energies.

The line profiles through the G-III sites (Ga-line1 and Ga-line2) shown in the

lower two panels of Fig. 5.5 show a different and more interesting behavior. Deep

in the substrate region, the ratio of the peaks at the two energies indicate pure Ga.

At the dot-substrate interface where the peak intensities start to fall off, a clear

change in the ratio of the peak heights is observed indicative of an In-Ga alloy in

the bottom 3 unit cells of the dot. Counting from the left, the 8th peaks in the two

profiles along the G-III lines are determined to have average compositions of roughly

In0.50Ga0.50As. These two MLs may be considered to constitute the wetting layer

(WL).
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The dot peaks begin immediately after the WL peaks. Due to the low intensity of

the dot peaks and their non-Gaussian shapes, a determination of their composition

from integrating their intensities is difficult and not reliable. We can however infer,

qualitatively, from observing the profiles, what the expected composition distribution

is. The relative intensity of the preceding 3 peaks after the WL peaks in both G-III

profiles have ratios at the two energies consistent with an In-Ga alloy with the In

content increasing away from the dot-substrate interface. In the topmost 5-6 unit

cells in the dot region, the G-III peaks have approximately equal intensities at the

two energies, indicating that they are mostly In.

Analysis of peak widths

The atomic root mean square displacement (MSD) contains information about

the thermal Debye-Waller factor, the amount of disorder in the system and also the

deviation from the substrate periodicity (since the ED is the folded structure). The

MSD is determined from the full width at half maximum, FWHM , of the atomic

peaks.

(5.1) MSD =

√
FWHM2 − (

DWart

a
)2

where a is the substrate lattice constant and DWart is an artificial Debye-Waller term

introduced during the COBRA analysis to suppress high frequency noise. The peak

FWHM is determined by fitting the peaks to a three-dimensional Gaussian function.

The in-plane (x and y) and out-of-plane (z) MSDs as a function of ML are com-

pared in Fig. 5.6. In the substrate region, the peaks are strongly localized with MSDs

of less than 0.3 Å. The in-plane MSDs in the dot region increase slightly compared

to those deep in the substrate peaks with the largest increase in the top 5 UCs of

the dot. Coincidentally, we observe more In in Fig.5.5 in this same region suggesting
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Figure 5.5: Comparison of line profiles along symmetry inequivalent lines in the GaAs unit cell from
ED maps obtained from measurements at 10.362 keV (5 eV below Ga edge) and 11.862
keV (5 eV below As edge)
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that the top parts of the dots have the most in-plane strain relaxation.

At the dot-substrate interface, there is a jump in the MSD in the vertical direction

to about 1.2 Å. This value remains more or less constant in the dot region to about an

average value of 1.1 Å and then falls to about 0.8 Å at the top of the dots indicating

more inplane relaxation in these regions. This observation is consistent with curved

crystal planes bowing upward with the base-to-top length being on the order of 0.5-1

Å (If this is true, it should be seen in an XSTM, unless the relaxation of strain in

the thinned sample changes the shape). Since the rods were only measured up to

4.5 GaAs reciprocal lattice units due to experimental constraints, we are limited in

resolution of about 0.6 Å. This effective resolution is less than the curvature of the

planes, thus, we observe a single broadened peak for each layer.

Interestingly, although the crystal planes seem to be curved, there is still excellent

registry between the in-plane positions of the atoms in the dots with the substrate as

is evidenced by the relatively small change in the dot in-plane MSDs. The curvature

of the planes serves a way to increase the inplane dot-to-dot spacing

The difference between the GaAs unit cell size and InAs is about 0.4 Å so it is

plausible to conclude that the dots have a highly strained In enriched core with the

dots becoming more GaAs-like as one moves out radially to the periphery of the

dots. The top parts of the dots have a larger fraction of surface area to relax strain

outward, hence they are able to accommodate more In than the lower sections of the

dots.

Analysis of peak spacings

The distance between the peaks in the ED profiles in Fig. 5.5 provides information

about the stacking of the atomic planes in the vertical direction. The spacings of
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Figure 5.6: Root mean square displacement of the electron density peaks of the folded structure

the peaks in the 4 inequivalent lines are compared in Fig. 5.7. The spacings along

the substrate region are 5.65 Å, as expected for GaAs. At the interface, there is a

decrease in the spacings to about 4.5 Å for one G-III line and 3.5 Å for the other

lines. The spacings then recover to, approximately, the GaAs lattice parameter in

the dot region.

The dip in the lattice spacing at the interface and the GaAs-like lattice spacing

in the dot region are unexpected. The contraction at the interface may be due to

an atomic reconstruction which arises to accommodate the curved crystal planes in

the quantum dots although the details of this mechanism are not immediately clear

from the COBRA results.
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Figure 5.7: Comparison of out-of-plane atomic spacings along symmetry inequivalent lines in the
GaAs unit cell from ED maps. The G-III lines are along lattice sites corresponding to
In and Ga and the G-V lines are along lattice sites corresponding to As. The atomic
spacing in the dot regions are on average about 5.71 Å compared to 5.65 Å in the
substrate. Note the decrease in the spacings at the interface (between 60-70 Å)
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A model of the stacking order at the interface based on the layer spacings is shown

in Fig. 5.8. From this model, it is clearly seen that, in addition to the observed

contraction at the dot-substrate interface, there is a layer in which the group III and

group V sub-lattices overlap. Again, It is not directly clear if this overlap is due to

laterally separated regions .

Figure 5.8: A model of the stacking order at the dot-substrate interface region (indicated by the
square box) in ED intensities profiles in (a) is shown in (b). At the dot-substrate
interface, a contraction of the unit cell is observed in addition to a change in the stacking
sequence of the GIII-GV sublattices. The correct stacking sequence is recovered in the
quantum dot.

Determination of Dot Shape

The ED profiles give the total areal coverage per layer. To determine the individ-

ual dot widths, the square root of the coverage and the dot-density obtained from
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AFM are required. For a given dot density, ρ (in units of number of dots per cm2)

and an areal coverage θ(z) at height z, the width of an individual dot, w(z) (in cm)

at that height can be calculated from the equation:

(5.2) w(z) =

√
θ(z)

ρ

A schematic of the dot shape inferred from this analysis is shown in Fig. 5.9.

Figure 5.9: A schematic of individual dot shape drawn to scale as determined by COBRA. The
diameter is 45 nm and height is 5 nm.

5.4 Conclusions

The anomalous-COBRA method has been applied successfully to study high den-

sity uncapped coherent InAs quantum dots grown on a GaAs substrate. An analysis

of ED maps obtained close the Ga and As K-edges has revealed directly, the ver-

tical composition profiles of the constituent elements in the dots, the dot-substrate

interface and the top 12 MLs of the substrate.

The results obtained indicate that the dots are in coherent registry with the

substrate since the folded structure obtained gives electron densities in the dots

which are correlated with the lattice sites in the substrate.

The dots are observed to have an In rich core and an In-enriched top surface

in agreement with previously published x-ray isostrain measurements[17] and cross-

sectional STM measurements[54]. A In0.50Ga0.50As wetting layer was observed at the
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dot-substrate interface. The average In composition as a function of distance from

the interface was found to increase from about 50% at the dot-substrate interface to

about 100% at the top of the dots.

A change in the stacking sequence is observed at the dot-substrate interface . This

shift, which has not been directly observed before, appears to play a critical role in

relaxing interfacial strain in this system. This shift is also observed in InSb/GaAs

dots grown by the DHE method[82].

We can rule out the possibility that this shift is due to interfacial dislocations

since atomic registry is maintained in the dots. Cross-section TEM results samples

grown under similar conditions show these systems to be free of dislocations.

The possibility then remains that an interfacial reconstruction coupled with a

bending of the crystal planes in the dots occurs to relieve strain. Whether this

reconstruction occurs before or after the dot formation cannot be discerned from our

results. Carrying out the diffraction experiments in-situ to study the different stages

of growth would provide more insight into this process.

Studying ensembles of the dots also presents an intrinsic limitation on the in-

terpretation of the obtained results. While it is shown that we can obtain reliable

information about the average composition as a function of height, it cannot be di-

rectly discerned if the averages are over non-uniformities within the dots or between

inhomogeneous dots. However, the trends we observe in the in-plane widths of the

dots suggests that there is excellent dot-to-dot homogeneity in the samples studied.

This technique has provided valuable information inaccessible by other established

characterization techniques.

The observed curvature may be resolved in finer detail if further measurements

are performed to include a higher range in the ~qz direction. For the wavelengths
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Figure 5.10: Schematic of folded structure of curved atomic planes in the quantum dots. In the
center of the dots where the In segregates, the lattice spacing in the vertical direction is
expanded relative to the edges of the island where there is more Ga. The overlap of the
atoms due to the curved planes in the folded structure produces peaks broadened in
the vertical direction. There is significantly less broadening in the horizontal direction
because the atoms in the dots are in vertical registry with the atoms in the GaAs
substrate.
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used, we were restricted by geometrical constraints on the diffractometer setup. Ev-

idence for long range corrugation of crystal planes has been observed in vertically

ordered multilayers of InAs QDs from STM studies with the degree of undulation

intensifying with increasing layers[83, 84]. This undulation is concluded to arise from

the curvature of the crystal planes within the individual dots. At the present time,

it remains unclear why the observed out-of-plane lattice spacing in the dots is more

GaAs-like than InAs-like.

Theoretical calculations to determine the electronic properties of the COBRA-

determined structure of the InAs quantum dots are left for future studies.



CHAPTER VI

Results and Discussion - Droplet Heteroepitaxy InSb dots
on GaAs

6.1 Introduction

The Droplet Heteroepitaxy(DHE) technique has emerged as a viable alternate

method to grow epitaxial quantum dots [85, 59, 86]. The DHE technique does not

require mismatch strain and is therefore potentially more relaxed in the combination

of materials that can be used to form QDs.

At present, little is known about the atomistic mechanism of QD formation espe-

cially those formed by DHE[58]. In particular, one would like to know what are the

detailed structural and compositional characteristics of this process as a first step

towards the controlled growth of DHE QDs. The answers to this question also have

relevance to the growth of quantum wires, which grow catalytically underneath a

metal nano-cap (e.g., Au)[87].

Results are presented in this chapter on the application of the anomalous-COBRA

method to study a III-V DHE system, In/GaAs exposed to Sb, which illuminates

essential details of the dot formation mechanism revealing a complex interplay of

thermodynamic and kinetic processes, resulting in a high density of relatively uni-

form QDs. For the system under consideration, it is found that droplet QDs are

formed epitaxially, i.e., the dot structure is in atomic registry with the substrate,

85
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and that a substrate-dot exchange of group III species takes place. This occurs

without the presence of a wetting layer, in the conventional sense of the continu-

ous, pseudomorphic few-monolayer substrate coverage that precedes QD formation

in their S-K counterparts[88]. The oblate, rounded shape of the QDs we observe,

exhibiting obtuse contact angles, is a striking feature of this particular DHE system.

Clearly the dot-substrate interface is of key importance in this case, and one of the

most intriguing findings reported here relates to the symbiotic nature of the structure

immediately underneath the dots. Our work provides the first atomic-scale mapping.

6.2 Experimental Details

6.2.1 Sample Preparation

The DHE system chosen for this study consists of In droplets deposited on a GaAs

(100) substrate and subsequently exposed to Sb vapor to form QDs with a nominal

composition of InSb. Two samples, prepared under similar deposition conditions but

with different dot sizes, were measured in order to verify the reliability of the results.

The deposition was carried out in a Metallorganic Vapor Phase Epitaxy reactor,[59].

The growth involved epitaxially-ready GaAs substrate heated to 390oC followed by

an As pre-growth treatment using tertiarybutylarsine (TBA) in order to prevent

substrate thermal etching. In the first sample, liquid In droplets were formed while

supplying 2 secs of 150cc TMIn (trimethylindium) at a rotation speed of 200 rpm. In

the second sample, to give smaller droplets, the rotation speed was increased to 300

rpm; all other conditions were the same. After cooling the substrate down to 350o

C, keeping the rotation speed constant, the droplets were exposed to 45 cc TMSb

(trimethylantimony) for 15 sec, forming the final structure. The method is very sen-

sitive to the growth parameters and gives great flexibility in realizing high density
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QD growth on different lattice-matched and mismatched substrates.

Fig.6.1(a) shows an Atom Force Microscopy (AFM) image of the larger dots (sam-

ple 1). In both samples, the QD density measured by AFM is higher than 1010 cm−2.

The rounded shape of the dots has been imaged using high resolution scanning elec-

tron microscopy (SEM) in a glancing geometry [Fig. 6.1(b)] on a sample in which the

substrate was pre-treated with Sb to give larger dots and a less dense coverage. Such

measurements could not be performed on the actual samples we studied because of

the very high dot density that leads to image occlusion. In addition, it is difficult

to quantify the QD geometry in this way, even with the highest resolution SEM

currently available. More challenging is the fact that the dots have a substructure

extending a few atomic layers beneath the substrate surface. COBRA overcomes

both of these difficulties.

6.2.2 X-ray Diffraction Experiments

Measurements of the QD structures were performed in Bragg rod geometry at

the Advanced Photon Source on an undulator beamline (XOR/UNI 33-ID), which

provides a highly intense, tunable beam of x-rays. The beam was focused to a spot

size of 200 µm x 300 µm. Diffraction intensities were recorded along substrate-

defined Bragg rods using a Pilatus 100K 2D pixel detector mounted 1m away from

the sample. This pixel detector has essentially no electronic noise. Background due

to air scattering and diffuse scattering from the sample were later removed at each

point. Polarization and Lorenz corrections were applied to the extracted intensities.

For each sample and at each energy, nine inequivalent rods were measured over a

range from 0.5 to 4.5 GaAs reciprocal lattice units.

Data were obtained at two different x-ray energies corresponding to the absorption
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Figure 6.1: In-droplet-grown nanostructures formed on a GaAs (100) substrate: a) AFM image of
sample 1. The variance in dot height over the scan area shown is ∼ 0.5 nm; b) high
resolution SEM image of droplet QD morphology.

edges of Ga and As. These resonant conditions considerably enhanced the chemical

contrast between two species (Ga and As) which would otherwise have very similar

scattering cross-sections.

6.2.3 Anomalous-COBRA analysis

The analysis of the Bragg rod data was accomplished using COBRA as explained

in the previous chapters. The first step in a COBRA structure determination is

to choose a reference structure that defines an initial known ED. Since the dots

cover only a fraction of the area, it was reasonable to assume a reference structure
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that consists of the GaAs substrate and an InSb film with exponentially decreasing

coverage towards the top surface. As seen below, the actual ED obtained is much

more complex and interesting. This is the advantage of using a direct method.

The final results converge to the correct solution even though the initial reference

structure is incorrect.

The iterative projection difference map method was used to refine the COBRA

results at each energy without the atomicity constraint because, as seen from the

results below, the folded structure cannot be described as composed of discrete atoms.

Starting from this COBRA-phased structure, the difference map algorithm converged

quickly, in about 20 iterations, to the exact solution yielding excellent agreement with

the experimentally measured Bragg-rod intensity profiles.

6.3 Results and Discussion

The tunability of the synchrotron source x-ray energy was exploited to enhance

the scattering contrast of Ga and As and to determine the relative concentrations

of all four constituents of this quaternary system. The first sample, with the larger

dots, was measured using x-ray photons of energy E1 = 10.362 keV (5 eV below the

Ga K-edge). At this energy the scattering cross sections of Ga and As are f 1
Ga =19.44

andf 1
As = 31.28 electrons, respectively. The second sample was measured at both E1

and at a second energy, E2 = 11.862 keV (5 eV below the As K-edge). At E2, the Ga

and As cross-sections are f 2
Ga = 29.96 and f 2

As = 21.24 electrons, respectively. These

energies were selected to maximize the difference between the scattering factors of

Ga and As.

The determination of the composition was performed as described in the preceding

chapters for each monolayer slice of the ED map as a function of distance from the
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interface.

The ED of the first sample, along 4 inequivalent lines perpendicular to the surface,

each going through one of the atoms of the GaAs substrate unit cell, is shown in Fig.

6.2. Several features can be clearly seen: first, the ED is positive definite; second, the

large peaks towards the left correspond to atoms in the substrate. The calculation

was limited to 7 substrate unit cells below the interface; beyond this depth the ED is

bulk-like. The ED towards the right, with a Gaussian-like profile centered on 20 Å,

corresponds to the dot structure. Note that the ED associated with the dots reaches

a maximum to the right of the interface and then decays to zero in a way consistent

with the dot height distribution [Fig. 6.1(a)]. This ED profile is a direct signature

of the non-wetting geometry of the dots.

The ED peaks corresponding to the Ga atoms in Fig. 6.2 are smaller than those of

the As both in the substrate and in the dots. We expect this in the substrate because,

at the x-ray energy used, the Ga cross-section is significantly smaller than that of

As. Since the scattering cross sections of In and Sb are almost equal, the difference

in peak heights also seen in the dots means that they are not simply composed of In

and Sb: there must be a significant concentration of GaAs in the dots.

In the inset of Fig. 6.2, we show an enlarged display of the ED along the line going

through Ga1. Two sets of peaks are evident. The first set, (shaded) are associated

with the substrate; they are narrow and follow the sequence of the substrate peaks,

decreasing towards the sample surface (on the right). The second set, corresponding

to the dots, are split and decrease going into the substrate and towards the sample

surface. These two sets of overlapping peaks show very clearly that the lower part of

the dots penetrate a small distance ( 2nm) into the substrate. This is consistent with

earlier observations on In and Ga[89] droplets nanodrilling into GaAs substrates. The
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Figure 6.2: [001] ED profile of sample 1 through all four inequivalent atomic rows of the GaAs
substrate unit cell as a function of distance from the interface. Inset: ED profile through
Ga1. Substrate like peaks are shaded.

same main features were observed in the second sample (see Fig. 6.3), indicating

that the results are repeatable and reliable.

We have compared the ED profiles of the second sample along lines of G-III [Fig.

6.3(a)] andG-V [Fig. 6.3(b)] atoms in the (110) plane, measured at the Ga and As

K-edges. In this way we are able to determine the distribution of chemical species as

a function of distance from the nominal interface. Note that the sizes of all substrate

G-V peaks measured at the As edge are smaller than those measured at the Ga edge,

and the ratio is about equal to the ratio of the scattering cross sections. On the other

hand, in the dot region above the first two unit cells, the sizes of the left component of

the peak pairs [Fig. 6.3(b)] are about equal for the two energies, indicating that this
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Figure 6.3: [001] ED profile of sample 2 through (a) Ga1 and (b) As1 determined using the Ga edge
(black line) and the As edge (red line) x-ray photon energies. Inset (a): (110) map of
the differential electron density for Group III species, measured at these two energies.
Inset (b): In occupancy fraction in sample 2 in the substrate (blue), and of Sb in the
left Gaussian components of the dot peaks (red). The open and solid blue dots for each
cell represent the values obtained from the Ga1 and Ga2 lines, while the red dots were
obtained from the As1 and As2 lines The solid lines are the averages.

component has a large Sb content. The ED along the Ga1 line (group III) is shown

in Fig. 6.3(a). Here, for the two unit cells below the nominal interface, the sizes of

the substrate-like peaks measured by both energies are equal within the experimental

accuracy. This means there is a significant concentration of In at the substrate-dot

interface. This is vividly highlighted in the differential electron density map shown

in the inset of Fig 6.3(a), where the interface (arrowed) shows up as a region of low

Ga concentration. In contrast, the magnitude of the dot-like peaks measured at the
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two energies are all different, showing there is actually very little Indium in the dots

themselves.

The EDs along the As2 and Ga2 lines are also analyzed in a similar way;. Symme-

try does not require these EDs to be equal to the EDs along the As1 and Ga1 lines.

Indeed the EDs are slightly different, but the features described above are clearly the

same. The unit-cell-by-unit-cell In and Sb concentrations are shown in the inset of

Fig. 6.3(b). These values are based on a quantitative analysis of the 3D integration

of the EDs. That only a little In is present in the dot is quite unexpected. This is in

contrast to the results on the S-K InAs/GaAs system in the previous chapter where

In is found in the dots.

In the dots, both group III and group V peaks are split. The peak positions are

determined by fitting one Gaussian to each peak in the substrate and two Gaussians

to each peak in the dot. The substrate is used as a frame of reference to determine the

vertical displacement of each Gaussian relative to the position of the corresponding

atom in the reference GaAs unit cell as a function of the distance of the atom

from the nominal interface. It is found that the Gaussians of each peak in the dot

sequence deviate by about one-quarter and one-half of a unit cell relative to the

reference, respectively. We therefore associate these displacements with a change in

the stacking sequence going from the substrate into the dot. It is not yet known

the details of this stacking shift (see Fig. 6.3); it could be due to a double group

III layer at the dot-substrate interface, or possibly an interface reconstruction[90].

Interestingly, since this stacking shift allows us to distinguish the atomic structure of

the dots from that of the substrate, we can tell that the high concentration of InAs

noted in Fig.6.3(a), is associated with the top 2 unit cells of the substrate and not

with the dots per se.
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That the dot peaks are split (Fig. 2, inset) suggests that there are either two types

of dots or each dot has two distinct regions. Kelvin probe measurements[58] on a

similar dot system show no evidence of two types of dots, which implies that there are

two different compositional regions in each dot. Within experimental uncertainty,

the substrate does not contain any Sb; the left components of the dot peaks (Fig.

6.2, inset) do not contain any In, and the right components of the dot peaks contain

only Ga and As.

We cannot tell for sure which part of the dots corresponds to the left or right

components of the ED peak pairs. However, it is plausible that the Sb is mainly

on the outside and top part of the dots, because it is these regions that come into

direct contact with the Sb vapor and the Sb, being relatively large, tends to go to the

surface. This is consistent with the well-known role of Sb as a surfactant layer[91].

Photoluminescence measurements performed on the same uncapped dots show clear

peaks fitting to the GaSb band gap in agreement with the suggested picture[59].

The ED maps on planes parallel to the interface provide important information

on lateral strain relaxation. For example, if the size of the unit cell on a given

plane is different from that of the substrate, the folded-structure ED peaks in that

plane will be broader than those of the substrate. After removing the instrumental

broadening, the in-plane ED associated with a given atom as a function of position

[see Fig. 6.4(a)] measured from the center of the corresponding atom in the substrate,

is proportional to the probability that the atom is laterally displaced by relative to

the corresponding substrate atom.

The average difference between the cell sizes ∆a in a given plane and in a plane

deep in the substrate is thus approximately equal to:

(6.1) ∆a ≈ 2w

N
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Figure 6.4: (a)ED map over one lateral unit cell on a plane perpendicular to [001] 13 Å away
from the interface. The black contour is at half the center peak height; (b) the lateral
displacement of atoms at distribution half maximum relative to the corresponding atoms
deep in the substrate as a function of distance from the interface. Sample 1-blue; sample
2-red.

Where w is the full width at half maximum (FWHM) of the ED peak and N is the

average width of the dot measured in unit cells. Dislocations have been shown to

decrease the displacements of atoms in the dots relative to the corresponding atoms

in the substrate[92]. The unit cell size difference in the presence of dislocations is:

(6.2) ∆a ≈ 2w

Nd

where Nd is the average number of unit cells between two edge dislocations, or a

dislocation and the dot edge.
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An example of the in-plane ED on a plane 3 unit cells above the nominal interface

is shown in Fig. 6.4(a). At the center we see an As atom. The black contour is at

the half maximum level. Thus the average diameter of this contour is the measured

FWHM of this peak. The instrumental FWHM is ∼1.1 Å, resulting mainly from the

limited range of measured diffraction in reciprocal space. The lateral displacements

of the atoms, relative to the corresponding atoms in the substrate at half maximum of

the distribution, are equal to half the peak width at half maximum. After removing

the instrumental contribution, the displacements are shown for both samples in Fig.

6.4(b) as a function of the distance from the interface. First, note that both samples

behave in a qualitatively similar way. In the topmost substrate unit cells (mostly

InAs) these displacements are about 0.65 Å. Since the dot spacing is ∼200 Å, the

average increase of the unit cell in the substrate region between the dots is about

∆a = 2 · 2 · 0.65/(200/5.65) = 0.074 Å. This value is much smaller than the nominal

difference between InAs (a0 = 6.06 Å) and GaAs (a0 = 5.65 Å) unit cells, implying

that the topmost substrate layer is under strong compressive stress.

The oscillatory behavior of the displacements shown in Fig. 6.4(b) is interest-

ing and most likely is related to the rounded, non-wetting geometry of the QDs.

Namely, the minimum corresponds to a narrow waist at the base of the dot while the

peak corresponds to the maximum diameter about 3 nm above the base. Note that

dislocations could also affect the in-plane lattice spacing close to the dot-substrate

interface[58]. An overall plausible, but perhaps simplistic, picture consistent with the

observed results is as follows: Indium attacks the top GaAs substrate layers replacing

Ga in the substrate. At the growth temperature, As has a significant vapor pressure.

The released Ga interacts with the As, forming the dots cores. The remaining Ga

interacts with the Sb vapor, forming the dots outer shells. The quarter and half
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Figure 6.5: Schematic of dot structure (not drawn to scale). The dots have two regions: a GaAs
core and a GaSb outer shell. The base of the dot subtends below the GaAs substrate
surface. Indium replaces the Ga in the top surface of the substrate forming an InAs on
the surface.

unit cell displacements can be thought of as stacking faults which serve to relieve the

strain.

6.4 Conclusions

While the interaction of group III droplets with III-V substrates is relatively well

studied[89, 90], our measurements reveal new atomic-scale details of the mechanism

of III-V dot formation in DHE resulting from the crystallization process following

exposure of GaAs-supported In droplets to Sb. In particular, COBRA is able to

directly probe the substructure of the dots where they penetrate into the substrate.

In the present system, we observe a complex process in which atomic species are

exchanged between the substrate and the droplet. This results in droplet QDs that

have a shell-like structure (GaSb) and a core (GaAs) which is more an extension

of the substrate than the intended InSb composition. For small enough dots, there

is very little Indium in the resulting QD, even though the deposition started with
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In droplets. We also find a high degree of lattice coherence between the QD and

the substrate. These findings together suggest that the mechanism of droplet QD

formation in the system studied is an interplay between kinetic (interdiffusion) and

thermodynamic (surface energy) processes.

The generality of these findings can be explored in the context of other QD sys-

tems. For example, the ability to quantify structural and chemical distributions in

QD systems at the atomic level can help resolve long-standing puzzles relating to

the inverted electron-hole alignment[93] observed in some III-V QD systems.

The power of COBRA for detailed mapping of chemical, strain and structural

aspects of a broad range of epitaxial QD systems provides a new capability that

should have a significant impact on nanotechnology as QD systems continue to be

refined and controlled for many applications.



CHAPTER VII

Conclusions and Future Directions

The application of the anomalous-COBRA technique to solving the structure of

alloyed island epitaxial systems has been successfully demonstrated for the first time,

revealing new and exciting details which would be of interest to device engineers,

theorists and material growers.

This is the first study of its kind and its importance lies in the general applica-

bility of the COBRA phasing method for epitaxial heterostructures. This class of

materials is at the heart of most modern electronic devices such as high electron mo-

bility transistors (HEMTs), quantum dot lasers, and new designs for high efficiency

photovoltaic solar cells.

The main advantage of the anomalous-COBRA technique is that it provides an un-

ambiguous and direct non-invasive way of obtaining quantitative information about

the sub-surface composition and atomic structure of systems which are commensu-

rate with an underlying substrate. The level of detail attainable using this method is

not easily obtained using traditional microscopic techniques which may lack atomic

resolution, lack chemical sensitivity, be restricted by surface morphology and cleavage

planes or require complicated interpretation of data.
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7.1 Summary of Results

On of the main achievements of this work is to extend the COBRA technique

from epitaxial thin film structures into a new regime in which the relevant structures

are not continuous films but consist of laterally separated islands or nanostructures.

These structures are nevertheless still commensurate with the supporting substrate

(i.e., the atoms in the nanostructure are in atomic registry with the those in the

substrate. The work therefore makes contact with important new nanostructures in

the form of quantum dots.

The island morphology of the GaAs/InGaAs/InP system as a function of growth

temperature independently determined by a-COBRA is in excellent agreement with

STM measurements on this system. In addition to the morphology, the a-COBRA

method reveals detailed information about the distribution of strain and composi-

tion in this system with sub-atomic precision revealing how an interplay between

island formation and atomic intermixing, lead to dislocation-free strain relaxation.

The strain is found to increase continuously from the interface, where most of the

strain is relieved due to In incorporation from an initially Indium-rich InGaAs buffer

surface, to a maximum at the top of the film of 0.7%(Tdeposition(GaAs)=480o C) and

1.0%(Tdeposition(GaAs)=520o C).

The application of the a-COBRA method to InAs quantum dots grown by the

Stranski-Krastanow method has revealed an intricate picture of the structure of the

dots and the dot-substrate interface. The method provides a non-destructive way

of obtaining information about the shape, size, composition and atomic structure of

the system. It is found that the wetting layer and dots contain significant amounts

of Ga with the Ga content in the dots decreasing from about 50% at the base of the
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dots to 0% at the top of the dots. Evidence is also seen for a lateral composition

gradient in the dots with the dots having In rich cores with the In content decreasing

radially outward. From the intensity profiles, the average dot shape and size can

also be directly determined. The dot width and height are determined to be 45

nm and 5 nm respectively, in good agreement with atomic force measurements on

the sample. A change in the stacking order at the dot-substrate interface points

towards a reconstruction to accommodate strain. This reconstruction has not been

observed before and more work needs to be done to understand this observation in

more detail. An analysis of the out-of-plane widths of the atomic peaks in the dot

reveal that the planes in the dots are curved outward. This curvature is interpreted

as further evidence for how strain is relaxed without the formation of dislocations in

the dots.

In the study of the DHE InSb dots on GaAs, a complex process in which atomic

species are exchanged between the substrate and the droplet is revealed. This results

in droplet QDs that have a shell-like structure (GaSb) and a core (GaAs) which

is more an extension of the substrate than the intended InSb composition. For

small enough dots, there is very little Indium in the resulting QD, even though the

deposition started with In droplets.

7.2 Limitations of the a-COBRA method

Unfolding the folded structure

The information provided by the folded structure is unprecedented. The interpre-

tation of the folded structure is challenging, and several examples were presented in

this work to illustrate the usefulness of the method. In particular, we have demon-

strated that, in the case of lattice mismatched QDs, the broadening of the folded
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electron density peaks in the plane of the substrate can give valuable information

about the strain relaxation that QD’s can experience to relieve lattice mismatch.

This is a unique feature of transversely patterned nanostructures, and it offers the

advantage that such relaxation processes can occur without the formation of misfit

dislocations, which would other wise act as strong charge carrier scattering centers.

In this way the nanostructured devices can retain the high electron mobility and low

trapping density necessary for optimal device operation.

However, the difficulty in ’unfolding’ the COBRA electron density to determine

the real properties of the system may be reduced if superstructure (i.e., non-integer

h and k) rods are measured and the information contained in the diffuse scattering

around the Bragg rods are analyzed in addition to the Bragg rods used for COBRA.

Access to Synchrotron Sources

The limited availability of synchrotron sources for the diffraction measurements

is the main drawback for the wide utilization of the COBRA method. The preci-

sion required for these measurements means that a good fraction of the beam time

obtained is spent in alignment alone. The new research directions developed in this

dissertation have helped to propel the application of COBRA techniques at several

locations in the US and around the world, including Argonne National Labs, Oak

Ridge National Lab, and the Swiss Light Source. As more facilities are developing

dedicated beamline for surface diffraction experiments, this accessibility is becoming

less of an issue.

Long scan times

The collection of a set of Bragg rods for one sample currently takes between 12-

24 hours. About 50% of the measurement time is dead time spent inserting filters
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and moving the sample and the detector. The use of filters are required to due to

the large dynamic range (> 5 orders of magnitude) along the Bragg rods. Possible

setups to speed up the insertion and removal of filters such as mounting the filters on

a motorized wheel instead of the current pneumatic system which is currently used,

would greatly speed up the data collection time.

7.3 Future Directions

Other Systems

By demonstrating the power of the anomalous-COBRA method in investigating

non-planar systems and alloyed systems, the door has now been opened to study a

wide range of systems including quantum wire structures and other capped struc-

tures.

The presence of an overlayer significantly modifies the strain and composition

of the buried nanostructures and it would be interesting to image their structure

using a-COBRA. The added complexity in analyzing such a system would be that

the folded structure would include the both the nanostructures and the capping

material between them.

X-ray Microfocusing and Single Dot Studies

While much can be learned from studying ensembles of quantum dots, the ability

to study individual dots would beneficial in further understanding the fine structure

of the individual dots. This would enable a direct correlation of the structure of the

dots to the results obtained on single-dot optical measurement[94, 95]. This is impor-

tant for studying the uniformity of QD structures: uniform size distribution would

greatly aid in applications such a quantum information processing which require well

defines electronic states from the confinement of the electronic wavefunction.
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Using advanced x-ray microfocusing techniques and higher brilliant sources such as

the Free Electron Laser coming online at the Linac Coherent Light Source (LCLS)[96]

the study of individual dots would be possible.

In-situ studies

In-situ studies a-COBRA during the growth would provide invaluable information

in understanding the dynamics involved in the growth of these systems.

Direct Phase Measurements?

The quest still continues in finding a truly direct and fast way to retrieve lost x-ray

phases from measured diffraction intensities. The COBRA method has proven to be

a reliable method for epitaxial systems, however, more work needs to be directed at

developing techniques for non-epitaxial systems. A possible approach would be to

directly determine the phases by measuring at multiple wavelengths in the vicinity of

the resonant edges of the system where there are significant changes in both the real

and the imaginary parts of the atomic scattering factor (note that the current study

only considers the change in the real part of the scattering factors). Theoretically,

the phases can be directly determined in this situation, however, very stringent

requirements are required in measuring the intensities and correcting the background

to less than a few percent error.

7.4 Final Conclusions

By studying a wider range of growth conditions for these nano-structures, the hope

is that a more comprehensive and general theoretical framework may be obtained to

fully understand how they form and function. The detailed atomic scale structure

a-COBRA provides would serve as invaluable input for semi-empirical and an ab-
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initio theoretical calculations of strain relaxation in highly strained systems and

would provide a more accurate way of explaining and predicting the opto-electronic

properties of these systems.
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[73] L.N. Coelho and R. Magalhäes-Paniago and A. Malachias and J.G. Zelcovit and M. A. Cotta.
Resonant x-ray scattering from self-assembled InP/GaAs(001) islands: Understanding the
chemical structure of quaternary quantum dots. Applied Physics Letters, 92(2):021903, 2008.

[74] A. Malachias and S. Kycia and G. Medeiros-Ribeiro and R. Magalhães-Paniago and T.I.
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