Full operator algorithm for hybrid simulation
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SUMMARY

One of the weaknesses of the operator splitting method (OSM) is that its corrector step employs the approximation that incremental forces are linearly related to the tested structure’s initial stiffness matrix. This paper presents a new predictor-corrector technique in which the assumptions about the tested structure’s response are shifted to the predictor step, which results in an enhancement in overall simulation accuracy, especially for nonlinear structures. Unlike OSM, which splits the displacement and velocity operators into explicit and implicit terms, the new method uses predicted accelerations to compute fully explicit displacement and velocity values in the predictor step. Another advantage of the proposed technique, termed the full operator method (FOM) is that its formulation makes it suitable for both quasi-static and real-time hybrid simulation. The effectiveness of FOM is first evaluated by investigating error propagation in an undamped single degree-of-freedom model. It is shown that the corrector step in FOM is able to significantly suppress aberrant simulation results caused by incorrect estimation of the structure’s stiffness matrix. The performance of FOM is demonstrated by exercising two additional models, which exhibit significant inelastic behavior under the prescribed excitation. The simulation results show that the proposed FOM algorithm is capable of producing accurate solutions and that the corrector step is influential in effectively reducing simulation errors. It is also shown that FOM suppresses actuator displacement control errors because of its reliance on measured quantities in the corrector step.
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INTRODUCTION

The pseudo-dynamic test technique was first proposed by Takanashi et al. in 1978 [1] and has since become widely accepted as an effective approach for simulating structural behavior under earthquake loading. Hybrid simulation, a technique based on the pseudo-dynamic method, combines traditional computational modeling with physical testing to more generally simulate dynamic structural response. In this method, the entire structure is represented using a discrete mass system. The time-history response of the structure under seismic excitation is then computed by solving the differential equation of motion of the system using time-stepping integration methods. The difference between hybrid simulation and traditional computational simulation techniques is that some of the terms of the restoring force vector in the differential equation of motion are either directly obtained by measurement from a physical test or computed from a separate computational model running in parallel with the main numerical time integration scheme. When the entire restoring force vector is obtained from physical testing, hybrid simulation reverts back to the original pseudo-dynamic method. One of the key advantages of hybrid simulation is that it permits the integration of modeling and testing capabilities at different research sites.

Many explicit and implicit algorithms for pseudo-dynamic and hybrid testing have been proposed in the past three decades [2–14]. Implicit algorithms, which are unconditionally stable, are commonly preferred over explicit algorithms, which are generally limited by their intrinsic stability limit. Shing et al. [15] developed an implicit algorithm based on the implicit algorithm by Hilber et al. [16]. In this algorithm, a parameter was induced to control the value of the incremental displacement at each sub-step such that overshooting of the imposed displacement can be avoided. However, the accuracy of the scheme deteriorates if the estimated initial stiffness that is required during the simulation is incorrectly calculated.

Another implicit method, which has been widely adopted for hybrid simulation, is the operator-splitting method (OSM) [17, 18]. The attractive feature of this method is the fact that it is effectively transformed into an explicit scheme when the tangent stiffness matrix of the structure, which is usually considered difficult to estimate during testing anyway, is replaced by the initial stiffness matrix. Consider the equation of motion of a discrete structural system:

\[ M \ddot{d}_{n+1} + C \dot{v}_{n+1} + r_{n+1} = f_{n+1} \]  

(1)

where \( M \) is the mass matrix of the structure, \( C \) is the damping coefficient matrix, \( r \) is the restoring force vector, \( f \) is the vector of external excitation forces. The displacement and velocity at the next time step, \( n + 1 \), obtained using Newmark’s integration scheme can be expressed as

\[ d_{n+1} = \left\{ d_n + \Delta t v_n + \frac{\Delta t^2}{2} (1 - 2\beta) a_n \right\} + \Delta t^2 \beta a_{n+1} \]  

\[ v_{n+1} = \left\{ v_n + \Delta t (1-\gamma) a_n \right\} + \Delta t \gamma a_{n+1} \]  

(2)

where \( d \) is the vector of nodal displacements, \( v \) is the vector of nodal velocities, \( a \) is the vector of nodal accelerations, parameters \( \gamma \) and \( \beta \) define the variation of acceleration over a time step, \( \Delta t \) is the incremental time step, subscript \( n \) denotes the current time step.

In OSM, the displacement and velocity equations from the traditional Newmark integration scheme are split into predictor, which are explicit terms, and corrector responses. The predictor
responses are:

\[ \tilde{d}_{n+1} = d_n + \Delta t v_n + \frac{\Delta t^2}{2} (1 - 2\beta) a_n \]  

\[ \tilde{v}_{n+1} = v_n + \Delta t (1 - \gamma) a_n \]  

The corrector responses are:

\[ d_{n+1} = \tilde{d}_{n+1} + \Delta t^2 \beta a_{n+1} \]  

\[ v_{n+1} = \tilde{v}_{n+1} + \Delta t^2 \gamma a_{n+1} \]  

The procedure for implementing OSM starts off by calculating the predictor responses using the response values from time step \( n \). The predictor responses are then imposed on the tested structure, and the resulting restoring force \( \tilde{r}_{n+1} \) is measured. The measured restoring force and the initial stiffness of the system are used to calculate the acceleration at time step \( n + 1 \). After that, the corrector responses are obtained using the acceleration. The entire system behavior can be acquired by repeating the above procedure.

OSM is unconditionally stable when the initial stiffness of the tested structure is greater than the tangent stiffness during the entire test [4]. On the other hand, OSM becomes conditionally stable when it is applied to a system that shows stiffening behavior. The key limitation of the method is that when the tested system becomes inelastic, the primary assumption of OSM that the tangent stiffness of the system can be replaced by its initial stiffness breaks down. Under such conditions, the accuracy of the simulated response will be reduced [4, 13].

A few attempts have been made to estimate the tangent stiffness during pseudo-dynamic and hybrid testing, although not always for the purposes of improving the accuracy of the time integration algorithm. Nakashima and Kato [18] estimated the tangent stiffness matrix to correct displacement control errors induced by the actuators. In their work they used the displacement and restoring force in sub-steps within a time step to estimate the required tangent stiffness. Thewalt and Roman [19] used the Broyden–Fletcher–Goldfarb–Shanno (BFGS) formula [20] to estimate the tangent stiffness to calculate energy errors during the pseudo-dynamic test. Carrion and Spencer [21] calculated the tangent stiffness based on the Broyden formula [22] to compensate for the delay in real-time hybrid testing. Hung and El-Tawil [13] proposed a strategy for estimating the tangent stiffness of a system during hybrid simulation based upon the premise that the specimen’s tangent stiffness does not change substantially during the few steps preceding the current time integration step. By exploiting this assumption, they solved a set of equations to identify the full stiffness matrix for a multi-degree-of-freedom (DOF) test specimen and combined it with the traditional OSM to improve the accuracy of the time integration scheme.

From the above discussion, it is clear that implicit algorithms for hybrid simulation are desirable because they ensure unconditional stability of the numerical integrations. The use of a tangent stiffness matrix, as opposed to an initial stiffness matrix, is also beneficial for highly nonlinear problems to enable an accurate solution scheme without iterations. However, estimation of an accurate tangent stiffness matrix during testing is difficult. As a result, a method, which adopts not only a strategy for estimating a reasonably accurate stiffness matrix, but also an active self-correction to suppress errors resulting from inaccuracies in the estimated stiffness matrix, is desired. This paper presents a new method, termed the full operator method (FOM), for hybrid simulation which does...
that. As described later on, the tangent stiffness matrix herein is estimated using various algorithms, including BFGS [20, 23], Davidon-Fletcher-Powell (DFP) [23], Broyden [22, 23], Broyden Family [23], and SR1 [23]. The proposed scheme is validated through several numerical examples, some of which exhibit significant nonlinear behavior.

**PROPOSED ALGORITHM FOR HYBRID TESTING**

The equation of motion for the predictor step can be expressed as

\[
M\hat{a}_{n+1} + C\hat{v}_{n+1} + \hat{r}_{n+1} = f_{n+1}
\]

where \(\hat{a}_{n+1}\) is the predictor acceleration vector, \(\hat{v}_{n+1}\) is the predictor velocity vector, \(\hat{r}_{n+1}\) is the predictor restoring force vector at time step \(n+1\). Once the predictor acceleration vector is computed as discussed later on, the predictor velocity and displacement vectors can be obtained as

\[
\hat{v}_{n+1} = \{v_n + \Delta t (1-\gamma)a_n + \Delta t^2 \beta \hat{a}_{n+1}
\]

\[
\hat{d}_{n+1} = \left\{d_n + \Delta t v_n + \Delta t^2 (1-2\beta)a_n \right\} + \Delta t^2 \beta \hat{a}_{n+1}
\]

The predictor restoring force at time step \(n+1\) can be approximated using the tangent stiffness as

\[
\hat{r}_{n+1} \approx \hat{r}_n + \hat{K}_{n+1}^T (\hat{a}_{n+1} - d_n)
\]

where \(\hat{K}_{n+1}^T\) is the estimated tangent stiffness at time step \(n+1\), discussed later on in the paper. Substituting Equations (6) and (7) into Equation (5), the predictor acceleration at time step \(n+1\) can be expressed as

\[
\hat{a}_{n+1} = \hat{M}_{n+1}^{-1} \hat{f}_{n+1}
\]

\[
\hat{M}_{n+1} = M + \hat{C}_{n+1} \Delta t \gamma + \hat{K}_{n+1}^T \Delta t^2 \beta
\]

\[
\hat{f}_{n+1} = f_{n+1} - \hat{C}_{n+1} v_n - \hat{C}_{n+1} \Delta t (1-\gamma)a_n - r_n - \hat{K}_{n+1}^T \left[ \Delta t v_n + \Delta t^2 (1-2\beta)a_n \right]
\]

where \(\hat{M}_{n+1}\) is the predictor equivalent mass matrix; \(\hat{C}_{n+1}\) is the predictor damping coefficient matrix, which is constant if it is mass-proportional or can be computed from \(\hat{K}_{n+1}^T\) if stiffness proportional damping is assumed; \(\hat{f}_{n+1}\) is the predictor equivalent force vector. Equation (8) implies that \(\hat{a}_{n+1}\) is a direct function of the estimated tangent stiffness \(\hat{K}_{n+1}^T\). In a manner similar to Equation (7), the restoring force relationship at time step \(n+1\) is approximated as

\[
r_{n+1} \approx \hat{r}_{n+1} + \hat{K}_{n+1}^T (d_{n+1} - \hat{a}_{n+1})
\]

From Equations (6) and (9), the difference between the corrector and predictor restoring forces can be expressed as

\[
r_{n+1} - \hat{r}_{n+1} = \Delta t^2 \beta \hat{K}_{n+1}^T (a_{n+1} - \hat{a}_{n+1})
\]
Equation (10) contains second-order terms of the incremental time step. These terms are also a function of the difference between acceleration vectors, each of which contains small acceleration values. Therefore, it is reasonable to assume that the difference between both vectors is negligibly small compared with either restoring force vector. In other words

\[ r_{n+1} \approx \dot{r}_{n+1} \]  

(11)

The numerical studies presented later on in the paper confirm that Equation (11) is an accurate assumption. An advantage of making the assumption in Equation (11) is that it shields the solution from the uncertainty introduced by using the tangent stiffness in the corrector step.

The corrector acceleration is calculated by substituting Equations (2) and (11) into (1). The resulting solution can be expressed as

\[ a_{n+1} = M'_{n+1}^{-1} f'_{n+1} \]

\[ M'_{n+1} = M + C_{n+1} \Delta t \gamma \]

\[ f'_{n+1} = f_{n+1} - C_{n+1} v_n - C_{n+1} \Delta t (1 - \gamma) a_n - r_{n+1} \]  

(12)

where \( M'_{n+1} \) is the corrector equivalent mass matrix, \( f'_{n+1} \) is the corrector equivalent force vector. \( C_{n+1} \) is the corrector damping coefficient matrix assumed to be equal to the predictor value, i.e. \( C_{n+1} = \hat{C}_{n+1} \). Unlike the predictor acceleration, the corrector acceleration is not associated with the estimated tangent stiffness but is computed from the measured restoring force from the tested structure.

The procedure of the proposed method is illustrated in Figure 1. First, the predictor displacement and velocity from Equation (6) are calculated using the predictor acceleration from Equation (8). The computed predictor displacement \( \hat{d}_{n+1} \) and velocity \( \hat{v}_{n+1} \) are imposed on the tested structure. The resulting restoring forces from the tested structure are then used in Equation (12) to calculate the corrector acceleration, which is then substituted into Equation (2) to generate the corrector displacement \( d_{n+1} \) and velocity \( v_{n+1} \). Meanwhile, the new estimated tangent stiffness \( \hat{K}^T \) for the next time step is computed using the measured increment in the predictor displacement \( \Delta \hat{d}^m = \hat{d}^m_{n+1} - \hat{d}^m_n \) and restoring force vector \( \Delta r_n = r_{n+1} - r_n \), as well as the current tangent stiffness; where \( \hat{d}^m_{n+1} \) is defined as the measured predictor displacement \( \hat{d}_{n+1} \). Since both the predictor displacement and velocity are generated from the algorithm, an advantage of this method is that it can be applied to real-time hybrid simulation.

The proposed FOM for hybrid simulation is viewed as an improvement over the regular OSM for two reasons. In the predictor step, the regular OSM, as shown in Equation (3), neglects the implicit term \( a_{n+1} \) in the Newmark integration scheme. FOM increases the accuracy of the predictor by including this term and by relying on the estimated tangent stiffness as shown in Figure 1. Second, the corrector acceleration in OSM is based on the estimated initial stiffness of the system, which adversely affects accuracy when the tested structure exhibits significant inelastic behavior. In contrast, FOM employs the measured restoring force from the tested structure, without resorting to approximations such as those used in OSM. These two points suggest that FOM is a better candidate for general hybrid simulation, as it is demonstrated quantitatively later on in the paper. Since computation of the tangent stiffness during testing is important to the success of the proposed methodology, various techniques for computing it are introduced next.
METHODS FOR ESTIMATING THE TANGENT STIFFNESS

In this paper, five different algorithms, including BFGS, DFP, Broyden, Broyden Family, and SR1, are used to estimate the tangent stiffness. The first method, the BFGS method, which is considered the most effective [23] of all quasi-Newton updating formulae, is a method to solve for unconstrained nonlinear optimization problems. The BFGS formula for updating tangent stiffness is shown below [23]

\[
\hat{K}_{n+1}^T = \hat{K}_n^T + \frac{\Delta r_n - 1}{\Delta r_n - 1} \frac{\Delta^m_{n-1}^T}{\Delta^m_{n-1}} \left( \hat{K}_n^T \Delta^m_{n-1} \right) + \frac{\Delta r_n - 1}{\Delta r_n - 1} \frac{\Delta^m_{n-1}^T}{\Delta^m_{n-1}} \left( \hat{K}_n^T \Delta^m_{n-1} \right)
\]  

(13)

where all the terms were previously defined. The DFP method is a quasi-Newton method that generalizes the secant method for multi-dimensional problems. The DFP formula for updating tangent stiffness is defined in Equation (14). Although DFP has been largely abandoned by many current researchers in favor of the BFGS method, the DFP method is still nevertheless used in this study as one of the candidate methods for updating the tangent stiffness

\[
\hat{K}_{n+1}^T = \left( I - \frac{\Delta r_n - 1}{\Delta r_n - 1} \frac{\Delta^m_{n-1}^T}{\Delta^m_{n-1}} \right) \hat{K}_n^T \left( I - \frac{\Delta r_n - 1}{\Delta r_n - 1} \frac{\Delta^m_{n-1}^T}{\Delta^m_{n-1}} \right) + \frac{\Delta r_n - 1}{\Delta r_n - 1} \frac{\Delta^m_{n-1}^T}{\Delta^m_{n-1}} \left( \hat{K}_n^T \Delta^m_{n-1} \right) + \frac{\Delta r_n - 1}{\Delta r_n - 1} \frac{\Delta^m_{n-1}^T}{\Delta^m_{n-1}} \left( \hat{K}_n^T \Delta^m_{n-1} \right)
\]  

(14)
Broyden’s method, which was first documented by Broyden [22], is a quasi-Newton method for the numerical solution of nonlinear equations with multiple variables. When used for updating the tangent stiffness it can be expressed as

\[
\hat{K}_{n+1}^T = \hat{K}_n^T + \frac{(\Delta r_{n-1} - \hat{K}_n^T \hat{d}_{m_{n-1}}) (\Delta \hat{d}_{m_{n-1}})^T}{(\Delta \hat{d}_{m_{n-1}})^T \Delta \hat{d}_{m_{n-1}}}
\]  

Broyden’s family is a linear combination of BFGS and DFP with a parameter controlling the weighting of BFGS and DFP contributing to the final solution. In this method, the positive definiteness of the Hessian approximations is also enforced [23]. Broyden’s family algorithm used for estimating tangent stiffness is shown below, where the parameter \(\psi\) is between 0 and 1. In this paper, \(\psi\) is chosen as 0.5

\[
\hat{K}_{n+1}^T = (1 - \psi) \hat{K}_{n+1}^{\text{BFGS}} + \psi \hat{K}_{n+1}^{\text{DFP}}, \quad \psi \in [0, 1]
\]  

The formula for updating tangent stiffness using the SR1 method is given in Equation (17). Unlike rank-two update methods (e.g. BFGS and DFP), the SR1 method does not guarantee that the updated tangent stiffness will maintain positive-definiteness. There is an evidence that SR1 often generates a better approximation than the BFGS method [23].

\[
\hat{K}_{n+1}^T = \hat{K}_n^T + \frac{(\Delta r_{n-1} - \hat{K}_n^T \Delta \hat{d}_{m_{n-1}}) (\Delta \hat{d}_{m_{n-1}})^T}{(\Delta \hat{d}_{m_{n-1}})^T \Delta \hat{d}_{m_{n-1}}}
\]  

In the following section, the effectiveness of the corrector step for suppressing inaccurate structural behavior resulting from an approximate or miscalculated tangent stiffness, i.e. as computed from one of the methods listed above, is numerically investigated.

**PERFORMANCE OF FOM**

In order to investigate the performance of FOM, an undamped single-DOF (SDOF) model with linear behavior is considered. In this numerical investigation, the external excitation is assumed to be zero. The system response is simulated using the proposed algorithm with an initial disturbance of a unit displacement. The estimated tangent stiffness is assumed to be \(K_{\text{est}} = \lambda K_{\text{real}}\); where \(K_{\text{est}}\) and \(K_{\text{real}}\) are the estimated and real tangent stiffnesses of the model, respectively, \(\lambda\) is the stiffness ratio of the estimated tangent stiffness to the real tangent stiffness. The real tangent stiffness, \(K_{\text{real}}\), of the model is assumed to be 1lb/in.

The simulation procedure is illustrated in Figure 2. The predictor displacement is first computed using the assumed estimated stiffness and is then imposed on the tested model. The resulting reaction force is calculated by multiplying the predictor displacement with the real stiffness. After that, the corrector displacement is generated using Equations (2) and (5). The model response to the initial disturbance is then acquired by repeating the above procedure. Since there is no external excitation except the initial disturbance, the system oscillating with a constant unit amplitude is the analytic response. In this investigation, the system is characterized by using a parameter \(\Omega\), defined as \(\Omega = w_n \Delta t\), that accounts for the effect of step size and natural frequency on the solution; where \(w_n\) is the natural frequency of the system, \(\Delta t\) is the step size. Two different models with \(\Omega = 0.02\) and 0.1 are investigated. For each case, two different stiffness ratios, \(\lambda = 0.1\) and 10, are
Figure 2. Procedure for investigation of the influence of the corrector step on the simulated solution.

Figure 3. Model response with $\Omega=0.02$ using different stiffness ratios: (a) $\lambda=0.1$ and (b) $\lambda=10$.

considered. The simulated responses using the proposed method with and without the corrector step are compared with the reference solution from the traditional Newmark method with the correct tangent stiffness. The parameters $\gamma$ and $\beta$ in the integration algorithm are chosen to be $\frac{1}{2}$ and $\frac{1}{4}$, respectively.

The computed solutions from the system with $\Omega=0.02$ are plotted in Figure 3. It is observed from Figure 3(a) that, when $\lambda=0.1$, the proposed method produces accurate results compared with the reference solution whether the scheme incorporates the corrector step or not. In Figure 3(b), where $\lambda=10$, it is seen that employing the corrector step generates a better result than when the corrector is not used. On the other hand, as $\Omega$ is increased to 0.1, the scheme without the corrector
Figure 4. Model response with $\Omega = 0.1$ using different stiffness ratios: (a) $\lambda = 0.1$ and (b) $\lambda = 10$.

step loses its ability to track the reference solution as shown in Figure 4. However, in contrast, the scheme with the corrector is still able to generate a result coinciding with the reference solution.

Comparing Figures 3 with 4, it is inferred that not using the corrector step produces results that are increasingly in error as $\Omega$ goes up. On the other hand, once the corrector step is employed, the displacement error is greatly diminished. Another observation is that for those results from the scheme without the corrector step, the oscillation amplitude becomes larger as time proceeds when the estimated tangent stiffness is less than the real tangent stiffness, whereas the amplitude diminishes with time when the stiffness ratio is larger than 1.

The cumulative energy error, $E_c$, computed for the response for the various systems is plotted in Figures 5 and 6. The cumulative energy error is defined in [13] as

$$E_c = \sum_{j=1}^{n} |(r_j)_{\text{OpenSees}} - (d_j)_{\text{EFOM}} - (d_j)_{\text{OpenSees}}|$$

where $(d_j)_{\text{EFOM}}$ is the displacement of node of interest computed from FOM, $(d_j)_{\text{OpenSees}}$ is the displacement of the node of interest from OpenSees, $(r_j)_{\text{OpenSees}}$ is the restoring force at the same node from OpenSees, and $n$ is the current time step. It is clear from both Figures 5 and 6 that $E_c$ increases as $\Omega$ increases regardless of whether the corrector step is used or not. However, it can also be seen that deploying the corrector step significantly diminishes $E_c$ suggesting that FOM can effectively maintain simulation accuracy even when the tangent stiffness is incorrectly estimated.
APPLICATION OF FOM TO NONLINEAR PROBLEMS

Two numerical examples are used to demonstrate the capabilities of the proposed method when applied to nonlinear structures. The 1940 El Centro earthquake history record, scaled such that PGA = 1g, is used as seismic excitation for both examples. UI-SimCor [24] is used as the platform for data transmission between the main computer and the substructures, which are numerically modeled using OpenSees [25]. The simulated responses using the proposed algorithm are compared with reference solutions from numerical simulations of the entire systems in OpenSees. The
parameters $\gamma$ and $\beta$ are chosen as $\frac{1}{2}$ and $\frac{1}{3}$, respectively. In order to show the effect of different schemes for estimating tangent stiffness on the model response, the tangent stiffness matrix is updated using the previously mentioned schemes, i.e. BFGS, DFP, Broyden, Broyden Family, and SR1.

Two rules recommended by Hung and El-Tawil [13] are imposed on the algorithm to ensure reasonable results. The first rule resets the reloading/unloading tangent stiffness to the initial stiffness right after the point where the displacement direction changes. Although this rule limits the proposed validation study to structures dominated by first mode response, where unloading of one member is associated with unloading of the entire structure, it does not necessarily limit the applicability of FOM to structures dominated by first mode effects. The second rule is more practical in nature. It filters out the steps where the imposed displacements are smaller than a user-specified threshold, specified as a minimum incremental displacement. This is to ensure that only steps that are large enough to contribute reliably to the stiffness calculations are utilized in the computations. Although user experience clearly plays a role in identifying this parameter, a number that is 2–3 times the displacement resolution of the actuator is recommended.

The first example is a reinforced concrete shear wall model as shown in Figure 7. The shear wall model is simulated as a 1 DOF structure with a mass of 2kipss^2/in, and height of 15 in. Cross section details are shown in Figure 8. Concrete02 and Steel01 material models in OpenSees are used in the simulation and the associated parameter definitions are shown in Figure 9 and Table I. An incremental time step of 0.02 s is used for this example. To study the operation of FOM in detail and understand how its various components contribute to a successful solution, the following four schemes are simulated: (1) FOM with initial stiffness and without the corrector
Figure 9. Concrete02 and Steel01 material models in OpenSees: (a) Concrete02 model and its parameters and (b) Steel01 model and its parameters.

Table I. Material parameters of the concrete and steel models.

<table>
<thead>
<tr>
<th>Concrete properties</th>
<th>fpc (ksi)</th>
<th>epsc0</th>
<th>fpcu (ksi)</th>
<th>epsU</th>
<th>q</th>
<th>ft (ksi)</th>
<th>Ets (ksi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unconfined concrete</td>
<td>−6</td>
<td>−0.002</td>
<td>−0.4</td>
<td>−0.01</td>
<td>0.1</td>
<td>0.6</td>
<td>300</td>
</tr>
<tr>
<td>Confined concrete</td>
<td>−7.2</td>
<td>−0.0045</td>
<td>−2.4</td>
<td>−0.03</td>
<td>0.1</td>
<td>0.72</td>
<td>360</td>
</tr>
<tr>
<td>Steel bar properties</td>
<td>fy (ksi)</td>
<td>E0 (ksi)</td>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>29000</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

step, (2) FOM with initial stiffness and with the corrector step, (3) FOM with updated tangent stiffness and without the corrector step, and (4) FOM with updated tangent stiffness and corrector step, i.e. the full capability of FOM.

The simulation result from the first scheme is shown in Figure 10(a). It is clear that the resulting simulated behavior diverges from the reference solution when the corrector step and the updated tangent stiffness are not used. On the other hand, the solution improves greatly when the other three schemes are employed as can be seen in Figure 10(b). Although the figure only shows results from the BFGS updating method, equally good results are obtained when the other four updating methods are used. These are not shown so not to clutter up the figure.

The influence of the various parts of FOM can be seen in Figure 11, which plots $E_c$ (on a log scale) computed from the four different schemes. Clearly, and as was obvious in Figure 10(a), using only the initial stiffness without the corrector step produces simulation errors that are much larger than those produced by the other three schemes. Using only the tangent stiffness matrix (without a corrector step) reduces $E_c$ by approximately an order of magnitude, while incorporating the corrector step in both cases dramatically reduces $E_c$. Using a tangent stiffness with a corrector step, which is the case when FOM is fully implemented, is the best situation. Figure 11 also demonstrates the advantage of FOM over OSM. In particular, OSM accumulates errors that are two orders of magnitude greater than the full implementation of FOM for this particular problem (Figure 11(a)). The superiority of FOM over OSM can also be seen in Figure 11(b), which shows

that FOM traces the reference solution very well, while OSM deviates from it, especially at the peak points.

The second example is a 6-story shear model with the cross section details shown in Figure 8. The values of the concentrated mass blocks and heights for each floor are displayed in Figure 12. For hybrid simulation purposes, the building is broken up into two parts, the first floor serves as the first substructure and the remaining portion as the second substructure. The entire building is also simulated in OpenSees to provide a reference solution. An incremental time step of 0.005 s is chosen for this example.
Figure 12. Details of the 6-story model.

Figure 13. Simulated seismic response of the 6-story model: (a) initial stiffness without the corrector step and (b) results from various FOM schemes.

The same four schemes employed in the SDOF cantilever example above are used in this example as well to show the effect of the various parts and assumptions of FOM. In addition, since all the tangent stiffness updating methods gave close results, only the results from the BFGS method are presented. Figure 13(a) shows the result from the first scheme in which the initial stiffness is used but not the corrector step. Clearly, the solution diverges from the reference solution. The simulation results from the other three schemes are plotted in Figure 13(b), which shows that the
Figure 14. Comparison of 6-story model results computed from various schemes: (a) cumulated energy error, $E_c$ and (b) solutions from OpenSees, FOM and OSM.

simulated seismic responses from these three schemes match the reference solution better than the one in Figure 13(a). However, zooming in on the plot (not shown) shows that there are differences, which can be seen by computing the cumulative energy error, $E_c$. The value of $E_c$ associated with the first-floor displacement is calculated and plotted in Figure 14. As noted in the SDOF cantilever example, the use of the tangent stiffness alone or initial stiffness with corrector both improve the simulation accuracy compared with just using the initial stiffness; in particular, $E_c$ is more than an order of magnitude less in the case when the initial stiffness with corrector is used. As alluded to previously in Figure 11, Figure 14 shows that full implementation of FOM (with tangent stiffness and corrector) results in significantly less errors than application of the traditional OSM.

HANDLING DISPLACEMENT CONTROL ERRORS IN FOM

Displacement control errors in hydraulic actuators can greatly affect simulation accuracy during hybrid testing. The I-modification technique [18] was proposed as a means to suppress the adverse effects of displacement control errors when the OSM method is used. However, it has been shown in [4] that when the OSM with I-modification is used to simulate structural behavior with significant inelastic behavior, the resulting simulated displacements may suffer in accuracy.

The effect of displacement control errors on the performance of the proposed algorithm is studied using the 6-story shear model. A constant overshoot displacement control error of 0.001 in is assumed in the simulations. Results from FOM are compared with those from OSM with I-modification in Figure 15 to show the benefits of using the new method. It can be seen from the figure that OSM with I-modification deviates from the reference solution from OpenSees. On the other hand, the proposed method is still able to achieve good performance. This is attributed to the fact that the corrector in the proposed method relies entirely on measured information from the tested structures, i.e. the restoring force, instead of using an estimated initial stiffness or tangent stiffness of the structure in the case of OSM.
CONCLUSIONS

A new hybrid simulation technique was presented in this paper. The technique, termed full operator method, or FOM, differs in two significant ways from the regular OSM. First, FOM increases the accuracy of the predictor step by including a predictor acceleration term and by relying on the tested structure’s estimated tangent stiffness. Second, FOM employs the measured restoring force from the tested structure for the corrector step, without resorting to approximations such as those used in OSM. Based on the advantages of the method, it is suggested that FOM is a better candidate for general hybrid simulation than the OSM and other similar techniques. Furthermore, since both predictor displacement and velocity are generated from the algorithm, FOM can be applied to real-time hybrid simulation. The capabilities of FOM were demonstrated through a number of numerical simulations, including an elastic SDOF vibrator, an inelastic SDOF shear wall system, and an inelastic 6-story shear structure. A final exercise showed that FOM can also be used to generate good results even when displacement control errors are present.

The proposed FOM has shown good performance in the numerical simulation exercises presented in this paper. However, it is still necessary to conduct physical tests to make sure that it would work under practical hybrid simulation conditions. Moreover, the developed method has been applied to structures with overall hardening response and dominated by first mode behavior. Additional research is necessary to investigate if it will provide similarly good results for softening structures and for structures with higher mode response. Although no adverse stability issues were noted in this research, more work is needed to formally study the stability characteristics of the method.
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