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Abstract

After the attack on the world trade center, homeland security has turned into a major concern internationally. Effort is being made to find accurate, efficient, and practical ways to prevent smuggling of Special Nuclear Materials (SNM). Although passive techniques may be equally accurate in some cases, active interrogation methods offer unique flexibility: the energy and intensity of the interrogating radiation can be adjusted to provide an appropriate response intensity, the energy of the interrogation radiation can be adjusted to generate different responses from different nuclides, and in contrast to passive methods, active interrogation techniques can be applied to both low- and high-density materials, and even materials shielded with high-density materials.

This work will examine detection of SNM by studying two active interrogation methods: photon induced fission in fissile materials and Nuclear Resonance Fluorescence (NRF) reactions between incident photons and nuclei in target materials. This effort includes system simulations using Monte Carlo methods, digital spectroscopic measurement system development, and experimental demonstrations of the two detection techniques.
CHAPTER 1

Introduction

Active interrogation techniques have been used for more than 100 years since the discovery of X-rays. The primary focus of these techniques has been radiographic imaging. Various active interrogation systems have been developed during the last century. Until recently, these techniques haven’t been widely used except in medical and special industrial applications. The main reasons are the cost and complexity of such equipment, the ability of passive detection methods to provide accurate results, and the concerns of radiation safety issues related to the deployment of radiation emitting systems outside of lab-coat environments. But in the last decade, especially after 9/11, security has become a dominant concern. Among all the possible terrorism scenarios, those ones involved with high Z fissile materials seem to evoke the most concern, probably because of the small volume of material needed to make a catastrophic impact.

Ninety percent of the trade goods brought into the U.S. each year enter through its 361 seaports [1]. The west coast ports of Los Angeles, Long Beach, Oakland, and Seattle are currently processing 11,000 containers per day, or 8 per minute on a 24/7 basis. The concern is that terrorists could use any one of these containers to smuggle SNM into the country. Currently, less than 2% of these containers are ever opened and inspected by customs service. On the other hand, based on an OECD report [2], a successful attack at a seaport would shutdown the entire maritime shipping system for a period up to 10 days
and would produce an economic loss of $58 billion in the U.S. alone. Thus, the ultimate goal is for every container entering the U.S. to be screened using techniques having an extremely high probability of detecting concealed Special Nuclear Materials (SNM). There are two primary approaches to detecting clandestine SNM: passive detection and active interrogation.

1.1 Passive Nondestructive Inspection

Passive nondestructive detection is based on the detection of naturally emitted gamma rays and/or neutrons from SNM. Because of the absence of an interrogating radiation source, the passive techniques are much simpler to deploy. Detection systems utilizing this approach deliver no radiation dose to the target.

1.1.1 Passive Gamma Ray Detection

As a result of the spontaneous $\alpha$ or $\beta$ decay in heavy nuclei, $\gamma$-rays are emitted during the de-excitation process. These $\gamma$-rays have energies that are characteristic of the nuclei from which they come. Some of these $\gamma$-rays have sufficient energy to penetrate the fissionable materials that they come from and also the shielding around them. Detection of these $\gamma$-rays is the basis of passive $\gamma$-ray assay. The energy information can be used to discriminate these $\gamma$-rays from signals belonging to the background. Also, it’s possible to identify the isotopes based on the energies of their emissions. The net number of counts is interpreted through a predetermined calibration to estimate the number of nuclei present in the sample. Such passive methods have found application in the assay of materials in DOE waste containers [3]. They are also utilized in the radiation portal monitors developed for security applications, for example, RadSentry by Canberra, AT-
300 by SAIC and Detective by ORTEC, together with passive neutron detection techniques.

Although not passive, a transmission density measurement is usually used as a supplement when an accurate γ-ray assay is needed. In this measurement, the sample is irradiated by an external source of photons of energies similar to the energies of interest. The measured attenuation of the photons by the object is used to correct the γ-ray assay results for the expected loss of emitted photons. This can extend the applicability of passive γ-ray assay to dense materials, through which only a fraction of the spontaneously emitted γ-rays can reach the detectors. If the object under investigation is close to the detector, it is usually spun during the scan to improve the uniformity of the sample response. Otherwise it is placed at a sufficient distance from the detector so that the source position variations can be ignored.

Various types of detectors find applications in passive γ-ray detection. These range from detectors with medium energy resolution (e.g., NaI(Tl), CdTe, BGO detector) to ones with excellent energy resolution (e.g. HPGe detector) [3]. Although passive γ-ray assay can provide both the identity and quantity of some nuclides, such as $^{238}\text{U}$, $^{238}\text{Pu}$, there are cases where its application is impractical due to the particular isotopes. For example, shielded Highly Enriched Uranium (HEU) is extremely hard to detect using passive γ-ray techniques. As shown in Figure 1.1, the main spectral feature in the bare HEU spectrum is the photopeak from $^{235}\text{U}$ at 185 keV. When lead shielding is placed between the HEU and the detector, this 185 keV peak is greatly attenuated. The primary spectral feature left is due to the isotopic impurity of $^{232}\text{U}$. $^{232}\text{U}$ decays rapidly and enters the thorium decay chain. The final nuclide in this chain is $^{208}\text{Tl}$.
photopeak at 2615 keV. These 2615 keV gamma rays are very penetrating, thus easy to detect using passive detection technique. However, its intensity is low and it is part of the natural background in the environment, as shown in the background spectrum.

![Figure 1.1 Computer synthesized sodium iodide gamma-ray pulse-height spectra from HEU and background radiation using COG code from LLNL [4]](image)

1.1.2 Passive Neutron Detection

Neutrons are emitted as a result of spontaneous fission or as a result of the \((\alpha, n)\) reaction between the \(\alpha\)-particles and the nuclides of low atomic number in the matrix material. These neutrons typically have high energies and can penetrate the object and shielding with a high probability. In passive neutron detection methods, these neutrons are detected by multiple detectors surrounding the container. Since the neutron energies are not unique to the nuclides from which they come, energy information is usually not measured in such techniques. Instead, only gross neutron counts are measured to tell the
gross content of neutron-emitting nuclides. The amount of a specific nuclide can still be
determined given the neutron emission intensity and relative abundance of each nuclide.
This technique is limited to detection of $^{238}\text{U}$ and some plutonium isotopes, where
specific activity for spontaneous fission is high. The abundance of elements in the matrix
materials surrounding the SNM that can be potential targets for ($\alpha$, n) reaction will also
affect the gross neutron counts [3].

In passive neutron detection, a coincidence technique is often used to distinguish
fission neutrons from other sources, including ($\alpha$, n) reactions in the matrix material.
During a spontaneous fission, 2-3 neutrons are usually emitted simultaneously. In
contrast, neutrons from other sources are emitted at randomly spaced intervals. For a well
designed setup, the probability of detecting multiple fission neutrons within the
coincidence time is relatively high. On the other hand, the probability of detecting an ($\alpha$, n)
neutron or background neutron in this time interval is no greater than it would be in
any other time interval of the same duration. Thus, detectors working in coincidence
mode have a preference to detect fission neutrons.

The two types of detectors mainly used in passive neutron detection are gas filled
detectors and plastic detectors. When plastic detectors are used, fission neutrons and $\gamma$-
rays are both counted with high probability but can be discriminated by pulse shape [5-8].
Plastic detectors, like most organic scintillators, have several advantages over other
neutron detectors: faster time response [9-12], and higher amplitude pulses. However,
they usually have poorer stability caused by gain drift in the PMT and variance in
temperature, are less rugged and are sensitive to $\gamma$-rays [13].
Passive neutron detection techniques are usually used together with passive gamma ray detection techniques. They found application in waste assay and security applications as well [14].

1.2 Active Nondestructive Interrogation

Although most SNM naturally emit neutrons and/or $\gamma$-rays, the intensity of the spontaneous radiation is low, and the energies of the $\gamma$-rays are fairly low in most cases, as shown in Table 1.1. In security applications, it is prudent to assume that the SNM is well shielded to circumvent passive detection. Detecting well shielded SNM using passive techniques, with a low false positive rate in a reasonably short time observation, is almost impossible.

Table 1.1 Natural radiations from Uranium and Plutonium isotopes [15-16]

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>Decay Mode</th>
<th>Radiation, Type</th>
<th>Intensity ($s^{-1}\cdot g^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{235}\text{U}$</td>
<td>$\alpha$-particle</td>
<td>185.7 keV, $\gamma$-ray</td>
<td>$4.3\times10^4$</td>
</tr>
<tr>
<td>$^{238}\text{U}$</td>
<td>$\alpha$-particle</td>
<td>1001.1 keV, $\gamma$-ray</td>
<td>$1.0\times10^2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>766.4 keV, $\gamma$-ray</td>
<td>$3.9\times10^1$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fission neutrons</td>
<td>$1.7\times10^{-2}$</td>
</tr>
<tr>
<td>$^{238}\text{Pu}$</td>
<td>$\alpha$-particle</td>
<td>766.4 keV, $\gamma$-ray</td>
<td>$1.5\times10^5$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>152.7 keV, $\gamma$-ray</td>
<td>$6.5\times10^6$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fission neutrons</td>
<td>$2.6\times10^3$</td>
</tr>
<tr>
<td>$^{239}\text{Pu}$</td>
<td>$\alpha$-particle</td>
<td>413.7 keV, $\gamma$-ray</td>
<td>$3.4\times10^4$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>129.3 keV, $\gamma$-ray</td>
<td>$1.4\times10^5$</td>
</tr>
<tr>
<td>$^{240}\text{Pu}$</td>
<td>fission</td>
<td>fission neutrons</td>
<td>$1.0\times10^3$</td>
</tr>
<tr>
<td>$^{241}\text{Pu}$</td>
<td>$\beta$-particle</td>
<td>208.0 keV, $\gamma$-ray</td>
<td>$2.0\times10^7$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>164.6 keV, $\gamma$-ray</td>
<td>$1.8\times10^6$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>148.6 keV, $\gamma$-ray</td>
<td>$7.5\times10^6$</td>
</tr>
<tr>
<td>$^{242}\text{Pu}$</td>
<td>fission</td>
<td>fission neutrons</td>
<td>$1.7\times10^3$</td>
</tr>
</tbody>
</table>
1.2.1 Basis of Active Nondestructive Interrogation Targeting SNM

Both neutrons and \( \gamma \)-rays can induce fission in SNM. On average, two to three energetic prompt neutrons and about eight prompt \( \gamma \)-rays are produced in each fission reaction. These radiations are emitted within \( 10^{-15} \) s of the time of fission. The fission products continue to emit another six to seven \( \gamma \)-rays and approximately 0.01 to 0.02 neutrons per fission. This radiation from the decay of the fission products is called delayed fission radiation. Both prompt and delayed fission radiation can be detected as the unique signature indicating the presence of special nuclear materials.

The most popular interrogation radiations are neutrons and photons. Both can be produced by either radioactive isotopic sources or charged particle accelerators. Radioactive isotope \( \gamma \)-ray sources are widely used in transmission radiography applications. The \( \gamma \)-ray energies from radioactive decay are high enough to penetrate objects for imaging, but not high enough to induce fission in heavy isotopes. Electron accelerators are common bremsstrahlung photon sources and extend the interrogating photon energy ranges upwards. The maximum photon energy is the energy of the electrons leaving the accelerator. Such bremsstrahlung sources have a broad energy spectrum, as shown in Figure 1.2. For a reasonable portion of the generated photons to induce fission, the endpoint energy has to be well above the fission threshold. However, neutrons from \((\gamma, n)\) reactions in benign materials will inevitably be emitted under this condition. Table 1.2 shows threshold energies of photofission reaction in heavy metals and threshold energies of \((\gamma, n)\) reactions in materials of interest. Photon based sources using electron accelerators usually work in pulse mode and the delayed radiation is measured to avoid the effects of neutrons emitted by the \((\gamma, n)\) reaction. Reactions other
than bremsstrahlung of electrons in heavy target materials can produce cleaner photon sources. For example, 6 -7 MeV $\gamma$-rays can be generated through the $^{19}$F(p, $\alpha\gamma$)$^{16}$O reaction [17].

Figure 1.2 Bremsstrahlung spectra for lead (0.12 cm thick) and tantalum (0.007 cm thick) at 6 MeV electron energy [18]
Common neutron sources in active nondestructive interrogation are (1) spontaneous fission sources, for example $^{252}$Cf, (2) $(\alpha, n)$ sources, such as Am-Li, Am-Be sources, (3) photoneutron $(\gamma, n)$ sources, utilizing either radioactive isotopes such as an Sb-Be source, or an electron accelerator with a neutron converter, and (4) reactions from accelerated charged particles, for example, $(d,d)$, $(d,t)$, $(d,n)$, and $(p, n)$ reactions. The energy of the incident radiation is very important in the active interrogation techniques, since both the fission cross section and the attenuation of the radiation are energy dependent. Higher energy neutrons are more penetrating and give a more uniform response throughout the nuclear material. However, the fission cross section is lower at high energies, which leads to a lower reaction rate. Photoneutron sources produce
neutrons whose energies can be adjusted by varying the energy of the incident photons. Similarly, the energy of neutrons from (p,n) or (d,n) reactions can be adjusted by using different materials as the target. The neutron energy can also be modified by adding materials between the interrogation source and the sample, to either cutoff low energy neutrons, or slow down high energy neutrons.

A variety of active nondestructive assay techniques can be formulated by combining different incident radiations and observed radiations [20]. These are types of techniques being explored and seem promising for homeland security applications. Active interrogation methods, as compared to passive methods, offer the advantages of adjustable energy and intensity of the interrogating radiation to provide optimal response; a higher intensity of the radiation from induced reactions; and the techniques are applicable to all fissile and fissionable materials.

Most active interrogation techniques rely on the detection and measurement of the delayed radiation, although prompt radiation provides many more counts per fission per unit time than delayed radiation. Thus, techniques that depend on prompt radiation detection have a much higher sensitivity. However, if prompt radiation is to be detected, the fission neutrons and γ-rays have to be distinguished from the interrogation radiation. While the interrogation radiation emitted by the neutron or γ-ray source is usually collimated, it can be scattered into the detector by shielding material, the surrounding environment, or the SNM. Discrimination is usually done based on the different energies of the incident and fission radiation, or the different response of the detector to different particles. It is also possible to distinguish fission induced radiation using coincident counting, similar to that in passive interrogation techniques. The detectors
have to be well shielded from the source so that accidental coincidences do not create a large background.

1.2.2 Active Nondestructive Interrogation Methods for Security Applications Targeting SNM

I. Techniques Involving Detection of Delayed Radiation

A unique signature of the SNM is the delayed neutron emission following a fission reaction. A fission reaction can be induced by interrogating $\gamma$-rays or neutrons in SNM. A few systems utilizing accelerators have extended the interrogation $\gamma$-ray energies above the photofission threshold ($E_{\gamma} = 6 \sim 7$ MeV) to deliberately induce fission in SNM. Delayed neutrons emitted following the fission process provide a different signal for $\gamma$-ray interrogation. Some work in this area has been done by researchers at Idaho National Laboratory, using a tabletop electron LINAC (4 -11 MeV) and also by researchers at Los Alamos National Laboratory (LANL) using a 6, 8, 11 MeV LINAC [21-26].

In addition to delayed neutrons, delayed $\gamma$-rays are also observed after a fission reaction. These delayed $\gamma$-rays are emitted during the beta decay of many short-lived fission products. Some of these delayed $\gamma$-rays have very high energies, thus easy to distinguish from the natural background where high energy $\gamma$-rays are rare. The delayed $\gamma$-rays signature has some advantages over the delayed neutron signature. First, the intensity of the high energy delayed $\gamma$-rays ($E_{\gamma} > 3$ MeV) is about 10 times larger than that of delayed neutrons. Second, the high energy $\gamma$-rays are highly penetrating. They typically undergo 10-100 times less attenuation in thick cargo than delayed neutrons [13]. Third, intense high energy delayed $\gamma$-rays are a unique signature for SNM. They are not
easily observed after the irradiation of benign materials or in the natural background, nor are they produced in significant amounts by neutron activation of the cargo and surrounding materials [27-30].

The use of the delayed fission product $\gamma$-rays after neutron interrogation was investigated by E. Norman and S. Prussin in 2003 [31]. Researchers from LLNL developed a “Nuclear Car Wash” system to detect hidden SNM in cargo containers based on this signature [28-30]. In this system, a d-d neutron source is used as the interrogating radiation source to induce fission in SNM. High energy delayed $\gamma$-rays emitted by fission products were collected by a large array of scintillator detectors. Their results showed that the interrogating neutron energy should be kept below 10 MeV. Otherwise, the interference caused by the activation of $^{16}$O to produce $^{16}$N becomes important. The 7 second $\beta$-decay of $^{16}$N produces a 6 MeV $\gamma$-ray which could possibly cause false alarms in a system based on delayed $\gamma$-ray detection. Their work also showed that unwanted collateral effects of the interrogation such as neutron activation are trivial, even in the case when 14 MeV neutrons were used and not moderated.

II. Techniques Involving Detection of Prompt Radiation

In the fission process, whether induced by photons or neutrons, prompt energetic $\gamma$-rays and neutrons are emitted within $10^{-15}$ seconds after the interaction. When a pulsed mode interrogation source is used, prompt radiation can also be emitted between irradiation pulses when the fission is induced by delayed neutrons. For thermal neutron induced fission in $^{235}$U, 2.5 prompt neutrons and 7 prompt photons are emitted on the average. Prompt neutron and $\gamma$-ray yields from photofission reactions are of similar
magnitudes. But only 0.0158 delayed neutrons are emitted following a thermal fission in
\(^{235}\text{U}\) [13]. So this type of prompt radiation is rare. In photofission reactions, the ratio of
prompt to delayed neutrons increases with incident photon energy.

A technique utilizing prompt neutron detection can dramatically reduce the scan
time. A shorter scan time means a lower dose delivered to the cargo and higher
throughput of the inspection system. However, prompt radiation detection faces
measurement challenges arising from the background of the intense interrogating
radiation. The magnitude of the radiation emitted during fission is much smaller
compared to that of the incident radiation. With recent breakthroughs in fast data
acquisition techniques, utilization of prompt radiation has become more feasible.

Detection based on prompt radiation has been successfully performed by
researchers at Idaho National Lab (INL) and Idaho Accelerator Center (IAC) [32]. They
developed a state-of-art data acquisition system to handle the extremely high event rate
during interrogating pulses. The digitizer they developed has a sampling rate of 2 GS/s.
Using an ultra fast SiC detector (sub-nanosecond rising time, insensitive to photons) [33],
signals from individual prompt neutrons are recorded during each interrogation pulse.
Using a fast EJ-200 (BC-408 equivalent) plastic scintillator, both prompt neutrons and
prompt \(\gamma\)-rays were measured. Integration of the total counts over time successfully
differentiated depleted uranium (DU) from bismuth or when nothing was present in the
beam [32].

In addition to the work by INL and IAC described above, prompt neutrons have
also been measured as the signature signal for detection of SNM by researchers at
Argonne National Laboratory (ANL). They investigated a system called FIGARO (fissile
interrogation using $\gamma$-rays from oxygen) [17, 34-35]. In this technique, 6 – 7 MeV $\gamma$-rays produced by the $^{19}$F(p, $\alpha\gamma$)$^{16}$O reaction are used as the interrogating radiation. Since the photoneutron emission threshold is less than 6 MeV in nuclear materials while it is greater than 7.5 MeV in common materials, the ($\gamma$, n) background is low. This allows counting of prompt neutrons during irradiation. The smaller photofission cross section at 6 -7 MeV, compared to higher energies, is compensated by the much bigger intensity of prompt neutrons compared to delayed neutrons and the very low ($\gamma$, n) background. Research has shown that this technique is a robust method for detection of SNM with low false positives. Effort continues to minimize the neutron background, thus increase the system sensitivity.

III. Nuclear Resonance Fluorescence

Nuclear Resonance Fluorescence (NRF) is the process of resonant excitation of certain nuclear levels of a target nucleus by absorption of electromagnetic radiation and subsequent decay of these levels by re-emission [36]. Because of the uniqueness of the resonance energies, these resonance photons can be used as signatures for isotope identification. Thus, NRF is able to measure the isotopic content for any element with an atomic number greater than that of helium. NRF may be useful to identify threats such as conventional explosives, SNM, toxic materials, and chemical weapons. Bertozzi has pursued the application of NRF for homeland security applications [37-38]. His approach involves exposing materials to an intense photon beam with a continuous energy distribution and detecting the emitted resonance photons unique to each isotope.
1.3 Objectives and Significance of This Work

This thesis research addresses the challenges in detection of hidden SNM in cargo containers for homeland security applications. The work focuses on photon interrogation techniques because these are routinely used for radiography and considered acceptable to the public. Specifically, we look at photon induced fission in which the delayed $\gamma$-rays are measured, and the Nuclear Resonance Fluorescence (NRF) technique where resonance photons are collected. We are primarily interested in determining the practicality of these two techniques.

This work demonstrated that fissionable materials can be detected by measurement of delayed $\gamma$-rays after irradiation by high energy photons. Furthermore, the content can be identified by analysis of the delayed $\gamma$-rays energy spectrum based on observed difference in fission product yields of different nuclear materials. Some fission products have half-lives that allow counting to start as late as minutes after the photon irradiation. The count rate of high energy $\gamma$-rays ($E_\gamma > 3$ MeV) at 2 inches away from our 109 g DU sample was measured to be $3 \times 10^3$ cps using a 3 inch by 3 inch NaI detector, 40 seconds after a 24 second irradiation. This will greatly simplify the detection system. It also showed that delayed $\gamma$-ray counting can be deployed as a secondary examination technique following radiography of the cargo container without extra dose delivered to the cargo.

The practicality of the NRF technique for detection of SNM in homeland security applications was also studied. Monte Carlo simulation was performed using a modified version of MCNP5 code. An experimental study was also performed in this work. Resonant peaks from various samples, including DU, were observed using an HPGe
detector. This provided the first independent verification of this approach. A lanthanum halide (LaCl$_3$) detector was also used in NRF experiments for the first time. The fast decay constant of the scintillator enhanced the throughput rate of the detection system. The energy resolution of LaCl$_3$ detector was proven to be good enough to measure the strong resonances from selected nuclei.

Two digital spectroscopic measurement systems were developed to handle the extremely high count rate during active interrogation. One system is based on a fast digitizer. Signal processing was conducted in software using a deconvolution method. Much less dead time was achieved without much sacrifice of energy resolution. A separate digital system was developed based on a fast ADC and an FPGA chip. Real-time signal processing was implemented on the FPGA chip using a two-fold Moving Window Deconvolution method. The ability of the FPGA chip to process signal in real time greatly reduced the amount of information needed to be transferred between the DAQ system and the PC.

Utilizing the fast digital spectroscopic measurement system based on a digitizer, delayed $\gamma$-rays were measured between adjacent interrogation pulses using a LaCl$_3$ detector. Instead of needing a waiting time of several microseconds as previous work [20,22,39], the measurement of delayed $\gamma$-rays started only 5 nanoseconds after the irradiation. By acquiring data closer to the end of the irradiation, a larger intensity of the delayed $\gamma$-rays was observed. This leads to greater sensitivity of the system and less dose delivered to the cargo in order to get a reliable detection result.
1.4 Overview of Thesis

The thesis is organized into five chapters. The first chapter provides a brief introduction to the nondestructive detection techniques. The techniques being pursued for homeland security applications are reviewed.

Chapter Two presents the photon induced fission experiments performed at Ford Nondestructive Evaluation Facility utilizing a 9 MeV Varian LINAC. Both analytical and Monte Carlo methods were used to estimate the fission reaction rate induced by high energy x-rays in our DU sample. The delayed gamma rays emitted by fission products were measured using an HPGe detector and a NaI detector. Both the energy and count rate of the high energy delayed gamma rays were analyzed and studied as the signature signals for SNM detection.

In Chapter Three, the development of two digital spectroscopic measurement systems is presented. The first system was based on a National Instruments digitizer and the shaping process was performed in software on a PC. The system was implemented in the photofission experiments at the University of Michigan Hospital. In these experiments, delayed gamma rays were measured between interrogation pulses several nanoseconds after each pulse using a fast LaCl$_3$ detector. The fast decay time of the scintillation detector and the short duration of each pulse after shaping gave the spectroscopy system the ability to handle high counting rates up to $10^6$ cps. Taking measurements close to the end of the irradiation greatly enhanced the sensitivity of the detection system. A separate system was developed based on an ADC and an FPGA chip. Real-time signal processing was implemented on the FPGA chip. The performance of both systems is evaluated and the comparison with an analog system is shown.
Chapter Four focuses on the NRF experiments conducted at the University of Notre Dame, using a 3 MeV Van de Graaff electron accelerator. System simulation using a modified version of MCNP5 and the experimental setup are described. Measurement results using an HPGe detector and a LaCl$_3$ detector are presented.

Chapter Five presents conclusions and recommendations for further work.
CHAPTER 2
Detection of SNM Based on Delayed Gamma Rays Emitted by Photon Induced Fission Reaction

The detection of special nuclear materials (SNM) at points of commerce has recently emerged as an important application of radiation detection technology. What makes SNM detection particularly challenging is the inability to control the potential source measurement geometry and environment. This problem has drawn serious attention in the field; a variety of both active and passive approaches, using thermal, electromagnetic, and neutron sensors have been suggested. The preceding work describes an active interrogation method utilizing complex hardware to accomplish the detection of SNM \([20-24][26]\). In this work, a simpler approach is investigated as an interim solution. Using the existing 9 MeV X-ray radiography units deployed for cargo inspection, delayed fission product gamma rays from induced photofission can be seen minutes after probing a small sample of \(^{238}\text{U}\). By acquiring both time and energy information, a relatively large number of fission products can be identified. We suggested that the use of radiographic imaging in combination with an efficient portable scintillator (capable of detecting gamma rays above 3 MeV) may help implement a cost-effective improvement to existing inspection systems.
2.1 Theory

In order to understand the methods proposed in this work, it is important to review the theory behind radiation detection technology. Nuclear fission induced by \(^\gamma\)-rays or neutrons is the most important multiplicative process involved in nondestructive active interrogation. The process produces the most easily recognizable signature that can be used to distinguish the nuclear materials from the benign cargo. In addition to thermal or high-energy neutrons, high-energy \(^\gamma\)-rays can also excite a nucleus and cause fission, in a process known as photofission. The detection scheme described in this chapter is based on this process. In the photofission process, the excited nucleus splits into two large fragments following the absorption of a high-energy \(^\gamma\)-ray. At the same time, two or three prompt neutrons and several \(^\gamma\)-rays are emitted. Figure 2.1 shows the time scale of the fission process and the four types of radiation that are widely used as signature signals for detection of SNM in homeland security applications.
Figure 2.1 Time scale of fission process and four types of radiations emitted [13]

Under the right conditions, prompt neutrons can be used as the signature signal for SNM detection. This is possible when it is easy to distinguish them from the source irradiation and the neutrons produced in surrounding matrix materials. The distinction can be made on the basis of the energy differential between fission neutrons and source neutrons or based on the high multiplicity of the fission neutrons. The yields and energy spectra of the prompt fission neutrons from photofission are not as well known as those from neutron induced or spontaneous fission. The prompt neutron yield observed is typically the sum of the fission neutrons and the photoneutrons from ($\gamma$, n) reactions. At...
low incident photon energies, large difference of the ratios of prompt neutron yields were reported between $^{235}\text{U}$ and $^{232}\text{Th}$, $^{235}\text{U}$ and $^{238}\text{U}$ and even between fissile isotopes $^{235}\text{U}$ and $^{239}\text{Pu}$ [39-41]. These observations are very useful when performing isotope identification.

It is important to note here that for practical reasons, it is difficult to use photofission-induced prompt neutrons as signatures in radiation detection. This is because although it is possible to separate the prompt neutrons after a photofission reaction if the energy of the interrogation photons is kept below the ($\gamma$, n) reaction threshold, the photofission cross section is small at these energies.

For several reasons, delayed neutrons may be better suited as signatures than prompt neutrons. The advantage of the delayed neutrons over the prompt neutrons is that they can be detected some time after fission reactions. Hence, they can be distinguished from source neutrons and photoneutrons using time discrimination. Additionally, the value and the temporal behavior of the delayed neutron yield vary significantly among different nuclear materials, which make it more easily to distinguish between the nuclear materials. Conventionally, delayed neutrons are registered into six groups based on their decay constants. It is shown in table 2.1 that both the individual group yields and the total yield present significant variance for different isotopes. However, the absolute delayed neutrons yields are very small, ranging from 0.007/fission in $^{239}\text{Pu}$ to about 0.05/fission in $^{238}\text{U}$. 
In addition to prompt neutrons and delayed neutrons, gamma-rays emitted during the fission process can also be used as signature signals for SNM detection. However, when a photon source is used as the interrogation source, prompt $\gamma$-rays are buried by the much more intense probing radiation. Thus, it is almost impossible to use them for detection in photon interrogation techniques.

Alternatively, using delayed gamma rays instead of prompt gamma rays is more practical for detection. Delayed $\gamma$-rays are emitted seconds and minutes after the irradiation and are not affected by the probing radiation. They also may be more useful than the above mentioned delayed neutrons. The total energy carried out by delayed $\gamma$-rays per fission is about 6 to 8 MeV. The average energy of the delayed $\gamma$-rays is about 1 MeV. Thus, approximately 6 to 8 delayed $\gamma$-rays are emitted following each fission.
process. This is over 100x times bigger than the yield of delayed neutrons (~0.007 – 0.05 per fission).

It is important to note that unique γ-ray intensity distributions exist for each fissionable isotope [43-44], thus these can be used to distinguish between the nuclear materials. The delayed γ-ray energy spectra are rich and complex, but it is possible to resolve individual lines with high resolution detectors. The relative amplitudes of certain lines (i.e. $^{97}$Y and $^{89}$Rb) vary significantly from nuclear isotope to isotope. Discrimination ratios of the order of 3 were observed between $^{235}$U, $^{239}$Pu and $^{238}$U [44-45]. Some examples are shown in Table 2.2.

Table 2.2 Intensity ratios of the fission product gamma rays induced by 10 MeV Bremsstrahlung photons and measured between 13 ms and 100 ms after the irradiation

<table>
<thead>
<tr>
<th>Fission Product</th>
<th>Gamma-ray energy (keV)</th>
<th>$^{239}$Pu</th>
<th>$^{238}$U</th>
<th>$^{235}$U</th>
<th>$^{232}$Th</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{138}$Cs</td>
<td>1436.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>$^{94}$Sr</td>
<td>1428.3</td>
<td>136.4</td>
<td>235.7</td>
<td>186.8</td>
<td>171.3</td>
</tr>
<tr>
<td>$^{136}$I</td>
<td>1313.0</td>
<td>72.7</td>
<td>240.5</td>
<td>123.0</td>
<td>109.3</td>
</tr>
<tr>
<td>$^{89}$Rb</td>
<td>1248.2</td>
<td>13.1</td>
<td>85.4</td>
<td>92.7</td>
<td>228.0</td>
</tr>
<tr>
<td>$^{90}$Kr</td>
<td>1118.7</td>
<td>39.5</td>
<td>110.5</td>
<td>108.5</td>
<td>171.0</td>
</tr>
<tr>
<td>$^{97}$Y</td>
<td>1103.0</td>
<td>113.7</td>
<td>148.1</td>
<td>115.2</td>
<td>68.9</td>
</tr>
<tr>
<td>$^{89}$Rb</td>
<td>1031.9</td>
<td>66.5</td>
<td>116.4</td>
<td>135.9</td>
<td>265.1</td>
</tr>
</tbody>
</table>

Taking into account the information presented above, we devised an experiment with the intent of testing potential improvements in radiation detection technology targeting SNM.
2.2 Experimental Setup

In our experiment, a 9 MeV Varian LINAC was used as the interrogation photon source. The delayed $\gamma$-rays were measured minutes after the irradiation using both a NaI scintillator detector and an HPGe detector. A large number of fission products were identified based on energy and time information. The count rate of the high energy delayed $\gamma$-rays was also studied as a possible signature signal for SNM detection.

2.2.1 The Depleted Uranium Sample

The nuclear material sample that was used in this photofission experiment was a depleted uranium rod with a length of 9 cm and a diameter of 1 cm. The mass of the sample was measured to be 109 g. The density was calculated to be 14.8 g/cm$^3$, which is close to the density of uranium oxide (UO$_2$). Using a GM tube, the dose rate at 10 cm away from the sample was measured to be 0.1 mCi. The energy spectrum of the $\gamma$-rays naturally emitted by this DU rod measured by an HPGe detector is shown below in Figure 2.2.
2.2.2 Detectors Used in this Experiment

In this photofission experiment, both time and energy information were used to identify various fission products. Since the energy spectrum of the delayed $\gamma$-rays is quite rich and complicated, detectors with excellent energy resolution were required. An HPGe detector was used to extract energy information. The efficiency of this detector is a function of energy, so calibration is required before measurements. In addition to the difference in yields from isotope to isotope, the time behavior of the count rate of high energy delayed $\gamma$-rays is also an important signature for SNM detection and identification. Scintillator detectors with high detection efficiency but moderate energy resolution are suitable for this kind of application, because of their relatively low cost and sturdiness.

The HPGe detector used in this experiment has a size of 3” by 3”. It features a pop-top configuration and requires liquid nitrogen cooling. The crystal is fully depleted at
negative 3000 V. The result of the energy calibration using several radioactive isotopes is shown in Table 2.3. The energy resolution of this detector (~1% at 662 keV) is poor by HPGe standards, probably because of the long shelf time. But the resolution will be seen to be adequate to identify specific gamma ray peaks.

Table 2.3 Result of Energy Calibration of the HPGe Detector

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Gamma Energy (keV)</th>
<th>MCA Channel</th>
<th>Resolution (keV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{60}$Co</td>
<td>1173.2</td>
<td>350.44</td>
<td>8.117</td>
</tr>
<tr>
<td></td>
<td>1332.5</td>
<td>398.30</td>
<td>8.431</td>
</tr>
<tr>
<td>$^{22}$Na</td>
<td>511</td>
<td>150.74</td>
<td>5.981</td>
</tr>
<tr>
<td></td>
<td>1274.6</td>
<td>379.41</td>
<td>7.741</td>
</tr>
<tr>
<td>$^{54}$Mn</td>
<td>834.83</td>
<td>247.73</td>
<td>5.891</td>
</tr>
<tr>
<td>$^{137}$Cs</td>
<td>661.64</td>
<td>195.81</td>
<td>5.145</td>
</tr>
</tbody>
</table>

The intrinsic detection efficiency of this detector was measured at several energies, using radioactive isotope sources. The results are shown below in Table 2.4.

Table 2.4 Intrinsic Peak Efficiency of the HPGe detector

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Gamma Energy (keV)</th>
<th>Intrinsic Peak Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{22}$Na</td>
<td>511</td>
<td>0.0356</td>
</tr>
<tr>
<td></td>
<td>1274.6</td>
<td>0.0066</td>
</tr>
<tr>
<td>$^{60}$Co</td>
<td>1173.2</td>
<td>0.0074</td>
</tr>
<tr>
<td></td>
<td>1332.5</td>
<td>0.0066</td>
</tr>
<tr>
<td>$^{54}$Mn</td>
<td>834.83</td>
<td>0.0138</td>
</tr>
<tr>
<td>$^{137}$Cs</td>
<td>661.64</td>
<td>0.0132</td>
</tr>
<tr>
<td>$^{133}$Ba</td>
<td>81</td>
<td>0.0668</td>
</tr>
<tr>
<td></td>
<td>276.4</td>
<td>0.0220</td>
</tr>
<tr>
<td></td>
<td>302.85</td>
<td>0.0258</td>
</tr>
<tr>
<td></td>
<td>356</td>
<td>0.0220</td>
</tr>
<tr>
<td></td>
<td>383.85</td>
<td>0.0298</td>
</tr>
</tbody>
</table>
A 3” by 3” NaI detector was also used in this experiment. The energy resolution of this detector is not fine enough to resolve the individual lines of delayed $\gamma$-rays. Therefore, the detector was used in the study of high energy delayed $\gamma$-rays count rate as a signature signal for SNM detection, where energy resolution is not an essential requirement. The result of the energy calibration is shown below in Figure 2.3. The detector functions normally and the response is quite linear from 100 keV up to 1.4 MeV.

$$y = 5.6662x + 18.357$$

$$R^2 = 0.9964$$

![Figure 2.3 Energy Calibration of the NaI detector](image)

2.2.3 LINAC and the Experimental Hall

The first photofission experiment was conducted at the Ford Non-Destructive Evaluation Facility in Livonia, MI. The facility is equipped with one CT unit and one real-time x-ray radiography system that was used in this experiment. It is a Varian Linatron 3000 unit with a 30 degree collimator built-in, shown in Figure 2.4.
The radiography system together with the CT unit is located in an experimental hall built to contain all the radiation inside it such that the external dose rate is below the non-occupational limit of 1 mSv/yr. The drawing of this experimental hall is shown in Figure 2.5 [46].
Figure 2.5 The Schematic Drawing of the Experimental Hall
In this experiment, the samples were irradiated inside the experimental hall and then taken into a counting room to be measured by the HPGe and NaI detectors. In each irradiation, the sample was located on the beam axis 25” away from the bremsstrahlung converter.

2.3 Predicted Photofission Reaction Rate

The expected photofission reaction rate in our $^{238}$U cylindrical rod was estimated using an experimental measurement of the dose rate produced by Ford’s 9-MeV LINAC and a simulation of the x-ray spectrum produced per 9 MeV electron using MCNP5 [47].

The calculated energy spectrum of the x-rays emerging from this LINAC is shown in Figure 2.6, which comes from an MCNP simulation, assuming no shielding around the target head. The material used as the bremsstrahlung converter is tungsten.

![Figure 2.6 Calculated x-ray spectrum](image-url)
In the simulation, a cell filled with dry air at STP was located 25 inches away from the bremsstrahlung converter on the beam axis. The x-ray energy deposited in this cell by each 9 MeV source electron was calculated to be $1.44 \times 10^{-2}$ eV/cm$^3$. According to the definition of the exposure unit roentgen (R), the exposure caused by each source electron at this location is $2.03 \times 10^{-13}$ R.

At the same position, the dose rate was measured, using a calibrated ion chamber, to be 1.56 Gy/s (177.27 R/s). The ratio of dose rate to the exposure caused by each source electron gives the effective current of the LINAC to be 139 $\mu$A (the LINAC works in pulse mode, with a duty cycle of 300 Hz and pulse duration of 5 $\mu$s). This is larger than the 50 $\mu$A reported on a similar machine [46]. Shielding around the target head was not included in the simulation and could account for some of this difference. These scattered photons should not be a significant factor when the sample is centered downstream in the beam. Since we are only interested in order-of-magnitude estimates, this level of agreement is acceptable.
The energy dependent $^{238}$U photofission cross section is shown in Figure 2.7. By integrating the product of the interrogating x-ray spectrum with the $^{238}$U photofission cross section, and multiplying by the number of exposed $^{238}$U nuclei, the expected photofission reaction rate from our sample, induced by Ford’s LINAC, was estimated to be $\sim 10^6 - 10^7$ reactions per second.

### 2.4 Photon Irradiation and Energy Spectrum Analysis

The first part of our experiment was to induce fission in the sample by photon irradiation. The sample was placed on the axis of the x-ray beam at a distance of 63.5 cm (25”) from the bremsstrahlung target. To remove any thermal neutrons that may have
originated from moderation of photoneutrons in surrounding materials, the sample was wrapped in a thick Cd sheet, with an opening facing the beam. The first experiment that was performed was a 5-minute irradiation of an Al sample to verify that no photoactivation was taking place in this common material. Since the photoneutron threshold is 13 MeV, the negligible induced activity dose rate of 50 µR/h was not unexpected. The second experiment performed was a 5-minute irradiation of a Pb sample (with photoneutron thresholds of 7-8 MeV) that yielded a similar negligible dose rate. The third run was a 12-second irradiation on our $^{238}$U sample. The uranium rod was placed perpendicular to the axis of the beam, presenting a maximum thickness of 1 cm. In this case, a dose rate of 1.6 mR/h was induced with only a 12-second irradiation. An HPGe detector recorded the gamma ray spectrum from the photoactivation of the $^{238}$U several minutes (386 seconds) later in a single measurement of 423 seconds. The 386 seconds delay included sample transportation time and sample cooling time. The isotopes that could be identified in the gamma spectrum are listed in Table 2.5 below. Note that the isotopes observed in this experiment have moderate to long half lives, since the activity of the short-lived fission products decreased to a very low level before the measurement actually began. Comparing to the results shown in Table 2.2, which was measured between 13 ms and 100 ms after the irradiation, we are missing the short-lived $^{97}$Y (HL = 3.75 s) and $^{90}$Kr (HL = 32.32 s). Later, we will show that $^{90}$Kr was observed in the following experiment, in Table 2.7.
Table 2.5 Observed Photofission Products from $^{238}$U Irradiation

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Half Life (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{89}$Rb</td>
<td>15.2</td>
</tr>
<tr>
<td>$^{94}$Sr</td>
<td>1.25</td>
</tr>
<tr>
<td>$^{94}$Y</td>
<td>18.7</td>
</tr>
<tr>
<td>$^{104}$Tc</td>
<td>18.3</td>
</tr>
<tr>
<td>$^{131}$Sb</td>
<td>23.03</td>
</tr>
<tr>
<td>$^{132}$Sb</td>
<td>2.8</td>
</tr>
<tr>
<td>$^{132m}$Sb</td>
<td>4.1</td>
</tr>
<tr>
<td>$^{133}$Sb</td>
<td>2.5</td>
</tr>
<tr>
<td>$^{134}$Te</td>
<td>41.8</td>
</tr>
<tr>
<td>$^{135}$I</td>
<td>394.2</td>
</tr>
<tr>
<td>$^{135}$I</td>
<td>1.39</td>
</tr>
<tr>
<td>$^{138}$Xe</td>
<td>14.1</td>
</tr>
<tr>
<td>$^{138}$Cs</td>
<td>2.9</td>
</tr>
<tr>
<td>$^{142}$Ba</td>
<td>10.6</td>
</tr>
<tr>
<td>$^{145}$Ce</td>
<td>3.01</td>
</tr>
</tbody>
</table>

From the net counts of gamma rays emitted by selected isotopes, the photofission reaction rate was estimated as described below.

Assuming $N_{pp}$ is the number of atoms of this isotope produced during each pulse, and that the atoms appear instantaneously at the beginning of the pulse (Since the isotopes are produced during the first 5 $\mu$s of the ~3 ms pulse, this is a reasonable approximation), the number of counts under the photopeak contributed by the $i^{th}$ pulse is given by:

$$C_i = \varepsilon \eta N_{pp} \left(e^{-\lambda (t_i-t_{i-1})} - e^{-\lambda t_i}\right)$$

where $\tau$ is the period of the pulse (1/300 s), $\eta$ is the branching ratio of the measured photo peak, $\varepsilon$ is the absolute peak efficiency of the HPGe detector, $\lambda$ is the
decay constant of this isotope, $t_i$ is the length of the irradiation, $t_w$ is the time delay between irradiation and counting, and $t_c$ is the counting time. Performing the finite sum over the number of pulses yields:

$$C = \sum_{i=1}^{\ell \tau} C_i = \epsilon \eta N_{pp} \left( \frac{(1 - e^{-\lambda t_i}) e^{-\lambda t_w} (1 - e^{-\lambda t_c})}{e^{\lambda \tau} - 1} \right)$$

The photofission rate $R$ is given by:

$$R = \frac{N_{pp}}{Y \tau}$$

where $Y$ is the yield fraction of this isotope from a photofission. Solving this latter equation for $N_{pp}$ and substituting into the previous expression yields the desired result:

$$R \cong \frac{C}{\eta \epsilon \tau Y} \left( \frac{e^{\lambda \tau} - 1}{(1 - e^{-\lambda t_i}) \cdot e^{-\lambda t_w} (1 - e^{-\lambda t_c})} \right)$$

Because $^{238}\text{U}$ photofission yields are not complete, the values were approximated by the neutron-induced fission product yields in the calculation of reaction rate.

The photofission rates inferred from several observed isotopes are shown in Table 2.6. The agreement between the measurement results and the $10^6$-$10^7$ s$^{-1}$ reaction rate predicted above by the MCNP simulation is acceptable, since we are interested in ascertaining the practicality of this approach.
### Table 2.6 Measured $^{238}$U Photofission Reaction Rate

<table>
<thead>
<tr>
<th>Property</th>
<th>710 keV ($^{93}$Sr)</th>
<th>974 keV ($^{132}$Sb)</th>
<th>696 keV ($^{132m}$Sb)</th>
<th>696 keV ($^{132}$Sb)</th>
<th>1248 keV ($^{89}$Rb)</th>
<th>1096 keV ($^{133}$Sb)</th>
<th>817 keV ($^{133}$Sb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Half Life (min)</td>
<td>7.4</td>
<td>4.2</td>
<td>2.8</td>
<td>4.2</td>
<td>15.2</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Branch ratio</td>
<td>0.206</td>
<td>0.989</td>
<td>0.86</td>
<td>0.989</td>
<td>0.426</td>
<td>0.32</td>
<td>0.158</td>
</tr>
<tr>
<td>Abs. Peak Eff.</td>
<td>0.006</td>
<td>0.005</td>
<td>0.0065</td>
<td>0.0065</td>
<td>0.003</td>
<td>0.003</td>
<td>0.006</td>
</tr>
<tr>
<td>Measured counts</td>
<td>2447</td>
<td>5476</td>
<td>7218</td>
<td>7218</td>
<td>2390</td>
<td>1904</td>
<td>1733</td>
</tr>
<tr>
<td>Reaction rate x Yield (/sec)</td>
<td>6.17E+05</td>
<td>3.817E+05</td>
<td>6.252E+05</td>
<td>3.870E+05</td>
<td>7.566E+05</td>
<td>1.115E+06</td>
<td>1.176E+06</td>
</tr>
<tr>
<td>Cumulative Yield</td>
<td>0.045</td>
<td>0.0131</td>
<td>0.0189</td>
<td>0.0131</td>
<td>0.0292</td>
<td>0.0243</td>
<td>0.0243</td>
</tr>
<tr>
<td>reaction rate (gammas/sec)</td>
<td>1.373E+07</td>
<td>2.914E+07</td>
<td>3.308E+07</td>
<td>2.954E+07</td>
<td>2.591E+07</td>
<td>4.587E+07</td>
<td>4.840E+07</td>
</tr>
</tbody>
</table>

Spectra taken at various times can be very helpful when trying to identify fission products, given that the half lives of possible isotopes are well known. In the second irradiation, the sample was exposed to the beam for 24 seconds. After a 37-second transport delay, the exposed $^{238}$U sample was placed on the 3” by 3” coaxial HPGe detector. A maximum counting rate of 3000 counts per second was measured. Instead of a single long spectroscopic measurement, a sequence of 3-second measurements were taken. Figure 2.8 shows three consecutive spectra from this sequence of measurements.
Using the time information gained by this method, and because the series of measurements started earlier than the previous measurement, some additional fission products were observed, shown in Table 2.7. Most of them have relatively short half lives.
Table 2.7 Additional Measured Fission Products from $^{238}$U Photofission

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Half Life (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{90}$Kr</td>
<td>0.54</td>
</tr>
<tr>
<td>$^{93}$Sr</td>
<td>7.42</td>
</tr>
<tr>
<td>$^{104}$Tc</td>
<td>18.3</td>
</tr>
<tr>
<td>$^{136}$I</td>
<td>1.39</td>
</tr>
<tr>
<td>$^{136m}$I</td>
<td>0.78</td>
</tr>
<tr>
<td>$^{137}$Xe</td>
<td>3.82</td>
</tr>
<tr>
<td>$^{139}$Xe</td>
<td>0.66</td>
</tr>
<tr>
<td>$^{140}$Cs</td>
<td>1.06</td>
</tr>
<tr>
<td>$^{141}$La</td>
<td>0.68</td>
</tr>
</tbody>
</table>

2.5 Estimated Production Rate of High Energy Gamma Rays

An estimation of the production rate of high energy (> 3 MeV) gamma rays was also calculated. These are particularly interesting because in this high energy region, natural background is negligible. These gamma rays can more readily penetrate most shield materials that could be used to conceal the nuclear material. Without data on fission product yields from $^{238}$U photofission, we used fission product yields from neutron-induced fission from LBL Nuclear Science Division’s "Isotope Explorer", 2003. (For photofission, it is the $^{238}$U nucleus that fissions, whereas the $^{239}$U nucleus fissions in the neutron induced case). There were 253 fission products found with cumulative yields greater than 0.1 % per fission, and with half-lives less than 10 minutes. Of those, there were 59 nuclides that produced reportable $\gamma$-ray intensities at energies above 3 MeV. The most intense of these emitters are listed in Table 2.8 [49].
Table 2.8 Neutron-induced fission products of $^{238}$U that emit high-energy gamma rays

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>Half-life (sec)</th>
<th>$&gt; 4$ MeV gamma rays per fission</th>
<th>$&gt; 3$ MeV gamma rays per fission</th>
<th>Cumulative Yield per fission</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{85}$Se</td>
<td>39</td>
<td>0</td>
<td>0.0012</td>
<td>0.005</td>
</tr>
<tr>
<td>$^{85}$Br</td>
<td>55.9</td>
<td>0.0034</td>
<td>0.0056</td>
<td>0.0155</td>
</tr>
<tr>
<td>$^{85}$Br</td>
<td>16.4</td>
<td>0.0037</td>
<td>0.006</td>
<td>0.0149</td>
</tr>
<tr>
<td>$^{89}$Kr</td>
<td>4.4</td>
<td>0.0021</td>
<td>0.0029</td>
<td>0.015</td>
</tr>
<tr>
<td>$^{89}$Kr</td>
<td>189</td>
<td>0.0004</td>
<td>0.0018</td>
<td>0.0281</td>
</tr>
<tr>
<td>$^{90}$Br</td>
<td>1.9</td>
<td>0.00057</td>
<td>0.0014</td>
<td>0.0104</td>
</tr>
<tr>
<td>$^{90m}$Rb</td>
<td>258</td>
<td>0.00035</td>
<td>0.002</td>
<td>0.00688</td>
</tr>
<tr>
<td>$^{91}$Kr</td>
<td>8.6</td>
<td>0.000035</td>
<td>0.0015</td>
<td>0.0252</td>
</tr>
<tr>
<td>$^{91}$Rb</td>
<td>58</td>
<td>0.0035</td>
<td>0.0115</td>
<td>0.038</td>
</tr>
<tr>
<td>$^{91}$Rb</td>
<td>4.5</td>
<td>0.00084</td>
<td>0.0091</td>
<td>0.0357</td>
</tr>
<tr>
<td>$^{95}$Rb</td>
<td>5.9</td>
<td>0.00075</td>
<td>0.007</td>
<td>0.034</td>
</tr>
<tr>
<td>$^{95}$Rb</td>
<td>2.7</td>
<td>0.00036</td>
<td>0.0024</td>
<td>0.0276</td>
</tr>
<tr>
<td>$^{95}$Sr</td>
<td>25.1</td>
<td>0.00042</td>
<td>0.0025</td>
<td>0.0428</td>
</tr>
<tr>
<td>$^{97}$Y</td>
<td>3.8</td>
<td>0</td>
<td>0.017</td>
<td>0.0493</td>
</tr>
<tr>
<td>$^{100}$Tc</td>
<td>36</td>
<td>0</td>
<td>0.004</td>
<td>0.0245</td>
</tr>
<tr>
<td>$^{128}$In</td>
<td>0.8</td>
<td>0.0008</td>
<td>0.0024</td>
<td>0.0057</td>
</tr>
<tr>
<td>$^{130}$Te</td>
<td>17.5</td>
<td>0</td>
<td>0.0022</td>
<td>0.0144</td>
</tr>
<tr>
<td>$^{140}$Cs</td>
<td>63.6</td>
<td>0</td>
<td>0.003</td>
<td>0.0447</td>
</tr>
<tr>
<td>$^{141}$Cs</td>
<td>24.9</td>
<td>0</td>
<td>0.0016</td>
<td>0.0385</td>
</tr>
<tr>
<td>$^{142}$Cs</td>
<td>1.8</td>
<td>0.00058</td>
<td>0.0015</td>
<td>0.0288</td>
</tr>
</tbody>
</table>

Using the calculated $^{238}$U photofission rate above and the yields of those neutron-induced fission products having gamma energies above 3 MeV, one can estimate the production rate (i.e., saturated activity) of high energy (>3 MeV) gamma rays using

$$A_{j>3\text{MeV}} = R \sum_{i=1}^{N} \sum_{j>3\text{MeV}} Y_i \times f_{ij},$$

where $R$ is the reaction rate, $Y_i$ is the yield of isotope $i$, and $f_{ij}$ is the branching ratio of isotope $i$ to produce energy $j$. From these values, we predict a
saturated activity of $7 \times 10^4$ gammas per second for our sample or 600 delayed high-energy gamma rays per second per gram of sample exposed. This equals to 3.82 high-energy gammas per second per square centimeter at 5 m from a 20 kg chunk of DU. An emission rate approaching this value can be achieved with an exposure time of a few effective half-lives.

2.6 Count Rate of High Energy Gamma Rays

In their work, researchers from LBNL proposed a method to detect hidden SNM that can provide much higher sensitivity than passive methods and methods based on delayed neutron detection [31]. The method is based on the relatively high intensity of $\gamma$-rays with energy greater than 3 MeV emitted by short-lived fission fragments. These delayed $\gamma$-rays have yields that are roughly an order of magnitude bigger than the yields of delayed neutrons. Because of their relatively high energies, they are more likely to penetrate thick hydrogenous materials with a possibility $10^2 \sim 10^3$ times bigger than that for delayed neutrons. Thus, this method is $10^3 \sim 10^4$ times more sensitive than the methods based on delayed neutrons detection. Instead of studying yields of individual fission products as presented in previous section, they asserted that high count rate of high energy delayed $\gamma$-rays is an important signature of SNM.

The time dependence of the emission of these delayed $\gamma$-rays also provides unique signatures for different isotopes. The delayed $\gamma$-rays decay much slower compared to delayed neutrons. Delayed $\gamma$-ray activities from $^{235}$U and $^{239}$Pu have been studied. The temporal behavior varies from isotope to isotope, but not as significantly as is the case for
delayed neutrons. The ratio of the delayed γ-rays intensity at early times to that at later times can also be used as signature for isotope identification [50].

The work described in this section follows the approach used at LBNL. Instead of using thermal neutrons as interrogating radiation, high energy x-rays were used to induce fission in a DU sample. Both HPGe and NaI detectors were used in our experiments, because it would be far easier to use a scintillator in the envisioned practical setting. The goal of our work was to see whether the enhanced efficiency at higher energies of a NaI detector could be useful despite the loss of energy resolution.

In order to study the detection technique based on high energy gamma counting, we performed a series of experiments using a $^{238}$U sample. The $^{238}$U sample was first exposed for 24 seconds. After a 37-second transport delay, the exposed $^{238}$U sample was placed on our 3 inch by 3 inch coaxial HPGe. A maximum counting rate of 3000 counts per second was measured. A sequence of 3-second measurements followed, and yielded an average half-life of ~80 seconds, shown in Figure 2.9.
After ensuring the sample had decayed to background levels, the $^{238}\text{U}$ sample was again exposed for 24 seconds. After a 40-second transport delay, the sample was placed on a 5.08 cm (2’’) tall spacer above a standard 7.62 cm (3’’) by 7.62 cm (3’’) NaI(Tl)/PMT detector. A maximum counting rate of 3376 counts per second was observed. The average half-life was determined to be 75 seconds, shown in Figure 2.10. After scaling for distance, one can expect a counting rate of 12.5 cps from the high-energy gamma rays at 1 m from the same sample, using the same detector and after the same irradiation. For comparison, under the same conditions, the background (DU rod before irradiation plus ambient background) was measured to be 0.7 cps.

![Figure 2.9 Delayed Gamma Ray (E > 3MeV) Count Rate of as a Function of Time Measured by the HPGe Detector](image)
The decay constants of the high-energy gamma-ray count rate measured in these experiments are much longer than those from $^{235}\text{U}$ and $^{239}\text{Pu}$ reported in Norman and Prussin’s paper (~25 s). This difference might stem from the difference in the starting point of measurements (the measurements at LLNL started 3 s after the end of irradiation) or the difference between the nature of photon induced fission and neutron induced fission.

No distinct structure was observed in the spectra above 3 MeV, even from the HPGe detector. The spectra acquired by the NaI(Tl) and HPGe detectors are compared in Figure 2.11. Lacking a calibration source near this energy, we extrapolated our energy calibrations to estimate the 3 MeV lower setpoint. For the HPGe detector, spectra are
shown for both before and after irradiation. The pre-irradiation count rates are scaled up by a factor of 20 in order to be visible on the same graph with the post-irradiation spectrum. The difference in the two spectra clearly indicates the occurrence of photofission, as predicted.

![Figure 2.11 Comparison between spectra taken by HPGe and NaI(Tl) detectors](image)

The relative number of NaI(Tl) counts is less than what might be expected on the basis of intrinsic efficiency because of the increased counting distance. Because of the small energy separation between photopeaks, the spectrum from NaI(Tl) does not provide particularly useful information on specific fission products. For the proposed application, however, the spectrum is not required. Furthermore, since there are no identifiable energy peaks shown above 3 MeV even on the HPGe-measured spectrum, the NaI(Tl) detector
may be preferable due to its higher detection efficiency, portability, and relatively low cost.

An efficiency-corrected ratio of the 186 keV to the 1001 keV counts gives a $^{235}$U fraction of 0.07%. Because the 186 keV line undergoes significant self-absorption, the enrichment could actually be higher. This leads us to believe that the sample is depleted uranium.

### 2.7 Delayed Gamma Rays Measured Between Interrogation Pulses

The rate of delayed gamma rays emitted by photofission products is time-dependent ($\sim t^{-1.2}$) and decreases rapidly after the irradiation. In order to increase the detection sensitivity, measurements of delayed gamma rays should start as close as possible to the end of the irradiation that induces fission in the sample. Instead of measuring the delayed gamma rays after the irradiation (as presented in previous sections) the detection sensitivity can be dramatically increased by performing a measurement after each accelerator pulse.

The LINAC used in this study was the same one as described in section 2.2.3 at the Ford NDE facility located in Livonia, MI. The detector used in this series of measurements was a 90% efficient HPGe detector (ORTEC GEM90). Both customized and commercial electronics were tested in the experiments. The experimental setup and measurement system are shown below in Figure 2.12.
In these experiments, the LINAC was running at 50 Hz. The time duration between two adjacent pulses is thus 20 ms. The width of each pulse is 5 µs. The MCA used in this study (ORTEC 926) has a GATE input. Based on the polarity of the GATE signal, the input signals can be rejected (high) or allowed (low) into the MCA. A customized delay and gate circuit was built. It can generate pulses with variable lengths and delays that are synchronized to an input trigger signal. During the measurements, both the pile-up rejection (PUR) output from the amplifier and the output from the customized delay and gate circuit were used to generate the GATE input to the MCA through an ‘OR’ logic unit. By doing this, we can adjust the starting point and duration of the measurements while keeping the spectroscopy system constant. Further study showed that within 6 ms after the LINAC trigger signal, the PUR output of the amplifier was always active. This implies that the high count rate in this time period prevented the amplifier from functioning properly in our setup. Thus, all the measurements following
started 6 ms after the trigger signal and lasted 14 ms until the next pulse arrived. The timeline for these measurements is shown below in Figure 2.13.

![Timeline of the measurement](image)

Figure 2.13 Timeline of the measurement

Two spectra were taken with the same irradiation and geometry, one with a DU sample in the beam and one without. The active background acquired when the beam was on but no sample was present, is shown below in Figure 2.14. The spectrum is fairly rich, even when nothing is present in the beam. The resolution of the detector degrades because of the high count rate. It’s almost impossible to identify the lines solely based on the energy information.

![Active background measured with the HPGe detector (Energies are in keV)](image)
The DU sample used in this experiment was a 3 inch by 3 inch by 1 inch block. Using the same method described in section 2.3, the induced fission rate in this sample was estimated to be $1.3 \times 10^5$ reactions per second. The floor design of the experimental hall makes it impossible for us to put the detector and shielding closer than 114 inches to the LINAC head. This distance greatly decreased the photon flux at the sample position and hence greatly decreased the photofission reaction rate. Further, in order to keep the detector from getting saturated by the direct beam and the scattered radiation, a 1 inch thick Pb plate was placed in front of the detector. This lowered the detection efficiency of the delayed gamma rays. The spectrum taken with the DU sample in the beam is shown below in Figure 2.15. No major difference was observed except the expected 1.001 MeV peak from U-238 decay. However, a closer look in the energy range of 1.3 MeV to 1.6 MeV clearly shows the presence of fission products: Cs-138 and Sr-94, shown in Figure 2.16. Similar results have been reported by Hollas [39]. The two peaks are very close to each other. The total net count rate under the peaks is 0.33 cps. Comparing to Table 2.2, the less intense peaks are missing in the spectrum because of the low detection efficiency in this experimental setup. The I-136 peak at 1313 keV has similar intensity as the 1428 keV Sr-94, but it is buried by the nearby 1333 keV peak from the Co-60 calibration source.

The background counting rate produced by the tail of the pulse, when combined with the fast decay fission products and de-excitation radiation emitted by the excited nuclei, can easily saturate the electronics system even at several milliseconds after the irradiation pulse. This study showed that the closest we could get to the end of the pulse
and have the detector function normally was 6 ms. But in Chapter 3, we will present approaches that allow data acquisition to occur much closer to the end of the pulse.

Figure 2.15 A delayed gamma spectrum measured in between interrogation pulses

Figure 2.16 Comparison of spectrum taken with and without DU sample (Energies in keV)
2.8 Conclusions, Limitation and Further Work

In this work, detection techniques based on photofission were studied. Photofission in $^{238}\text{U}$ was observed. It was shown that delayed gamma rays from fission products can be observed well after the photon irradiation, thereby avoiding complications of trying to observe fission product emissions between beam pulses with a heavily shielded detector. Both the energy distribution and temporal behavior of the delayed gamma rays were proven to be appropriate signature signals for SNM detection.

Delayed gamma rays emitted by fission products were also measured using an HPGe detector between interrogation pulses. The tremendous count rate during the interrogation pulses could easily paralyze the detector even heavily shielded. Study showed that the detector couldn’t function properly until 6 ms after the pulse. Thus, a very low repetition rate (50 Hz) was chosen during the experiments. Further, the floor design of the experimental hall limited the minimum distance between the DU sample and the LINAC head to 114°. These two factors, being low repetition rate and long distance between LINAC head and DU sample, greatly decreased the photofission rate induced in the sample. As a result, not many delayed gamma peaks were observed from the measurement. However, fission products Cs-138 and Sr-94 were identified, which was confirmed by other researchers’ work. It is believed that a shorter source-to-sample distance will greatly increase the photofission rate and provide more information on the fast decay delayed gamma rays.

Table 2.9 summarizes the isotopes that were observed in all of our photofission experiments described in this Chapter. Compared to Table 2.2, isotopes with moderate to long half-lives were all observed in our measurements. The only exception is $^{90}\text{Y}$, which
has a fairly short half-life (3.75 s). The last experiment was designed to measure relatively short-lived photofission products, where data was taken between LINAC pulses. However, the detection efficiency was limited by the geometrical configuration of the room. Thus only the most intense fission products (e.g., $^{94}\text{Sr}$) were observed. Some of the intense fission products are missing due to the degraded energy resolution at high count rate (i.e. $^{136}\text{I}$).

Table 2.9 Observed U-238 Photofission Products by Delayed Gamma Rays

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Main Emission Energy (keV)</th>
<th>$T_{1/2}$ (min)</th>
<th>Experimental methods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Long Delay (Section 2.4)</td>
</tr>
<tr>
<td>$^{89}\text{Rb}$</td>
<td>1031.9</td>
<td>15.2</td>
<td>x</td>
</tr>
<tr>
<td>$^{89}\text{Rb}$</td>
<td>1248.2</td>
<td>15.2</td>
<td>x</td>
</tr>
<tr>
<td>$^{94}\text{Sr}$</td>
<td>1428.3</td>
<td>1.25</td>
<td>x</td>
</tr>
<tr>
<td>$^{94}\text{Y}$</td>
<td>918.4</td>
<td>18.7</td>
<td>x</td>
</tr>
<tr>
<td>$^{109}\text{Tc}$</td>
<td>358.0</td>
<td>18.3</td>
<td>x</td>
</tr>
<tr>
<td>$^{131}\text{Sb}$</td>
<td>933.1</td>
<td>23.03</td>
<td>x</td>
</tr>
<tr>
<td>$^{132}\text{Sb}$</td>
<td>973.9</td>
<td>2.8</td>
<td>x</td>
</tr>
<tr>
<td>$^{132m}\text{Sb}$</td>
<td>973.9</td>
<td>4.1</td>
<td>x</td>
</tr>
<tr>
<td>$^{132m}\text{Sb}$</td>
<td>696.8</td>
<td>4.1</td>
<td>x</td>
</tr>
<tr>
<td>$^{133}\text{Sb}$</td>
<td>1096.22</td>
<td>2.5</td>
<td>x</td>
</tr>
<tr>
<td>$^{134}\text{Tc}$</td>
<td>767.2</td>
<td>41.8</td>
<td>x</td>
</tr>
<tr>
<td>$^{135}\text{I}$</td>
<td>1260.4</td>
<td>394.2</td>
<td>x</td>
</tr>
<tr>
<td>$^{136}\text{I}$</td>
<td>1313.0</td>
<td>1.39</td>
<td>x</td>
</tr>
<tr>
<td>$^{138}\text{Xe}$</td>
<td>434.56</td>
<td>14.1</td>
<td>x</td>
</tr>
<tr>
<td>$^{138}\text{Cs}$</td>
<td>1436.0</td>
<td>2.9</td>
<td>x</td>
</tr>
<tr>
<td>$^{142}\text{Ba}$</td>
<td>1204.3</td>
<td>10.6</td>
<td>x</td>
</tr>
<tr>
<td>$^{145}\text{Ce}$</td>
<td>724.3</td>
<td>3.01</td>
<td>x</td>
</tr>
<tr>
<td>$^{90}\text{Kr}$</td>
<td>1118.7</td>
<td>0.54</td>
<td>x</td>
</tr>
<tr>
<td>$^{93}\text{Sr}$</td>
<td>590.2</td>
<td>7.42</td>
<td>x</td>
</tr>
<tr>
<td>$^{103}\text{Tc}$</td>
<td>358.0</td>
<td>18.3</td>
<td>x</td>
</tr>
<tr>
<td>$^{130}\text{I}$</td>
<td>1313.0</td>
<td>1.39</td>
<td>x</td>
</tr>
<tr>
<td>$^{137}\text{Xe}$</td>
<td>455.5</td>
<td>3.82</td>
<td>x</td>
</tr>
<tr>
<td>$^{139}\text{Xe}$</td>
<td>218.6</td>
<td>0.66</td>
<td>x</td>
</tr>
<tr>
<td>$^{140}\text{Cs}$</td>
<td>602.4</td>
<td>1.06</td>
<td>x</td>
</tr>
<tr>
<td>$^{144}\text{La}$</td>
<td>541.2</td>
<td>0.68</td>
<td>x</td>
</tr>
<tr>
<td>$^{94}\text{Sr}$</td>
<td>1428.3</td>
<td>1.25</td>
<td>x</td>
</tr>
</tbody>
</table>
No significant induced activity on Al, Pb, or Fe samples was observed. However, not all common materials that might be expected in practice have been thoroughly explored. Possible activation or fission from photoneutrons released from materials such as deuterium (2.22 MeV threshold) or carbon (4.95 MeV threshold for $^{13}\text{C}$) has not been considered. Since these accelerators are routinely being used in the field for inspection, it is assumed that these are not significant. Another area requiring further examination is whether the count rates are adequate for practical settings and whether it would be more advantageous to look for specific radioisotopes or specific energy windows. Manipulating the time evolution of the fission product activity using multiple exposures could be examined. Finally, in Chapter 3, we introduce a faster readout system that can handle the high count rates that are present between interrogating pulses, tested a system on the photofission problem (cf. Section 3.2.4), and further development is a logical next step to gain more fission product data. Of course, the extension of this work to fissile isotopes is of contemporary interest.
CHAPTER 3
Development of Digital Spectroscopic Measurement Systems

3.1 Introduction

Accelerators are widely used as photon and/or neutron sources in active interrogation applications. Most of these machines work in pulse mode, producing pulses that are microseconds long with repetition rates of several hundred Hz. On the other hand, conventional analog spectroscopic measurement systems usually have dead times of the order of microseconds following each detected event. If the interesting events happen shortly after the pulsed radiation, conventional detection systems will probably miss most of them, owing to the long dead time following each measured event, as shown in Figure 3.1. Because of this, current systems usually start measurements following a certain delay time. For example, French Atomic Energy Commission researchers used high-energy photon interrogation to stimulate photofission and measured the delayed neutron and gamma-ray events after 60 s waiting time [51-52]. Researchers at Idaho National Laboratory, LANL, and Applied Research and Applications Corporation (ARACOR) identified shielded SNM by studying delayed neutron emission from photofission after waiting 2 ms following each pulse [20-22]. This was also shown in Section 2.7 where 6 ms was the minimum delay that we could tolerate. Because the intensity of the signature signals falls rapidly after the interrogation pulse, it is beneficial
to start the measurement as soon as possible following an irradiation pulse. When measuring signature signals during an irradiation beam, a long dead time puts a limit on the maximum counting rate that can be processed by conventional systems. For example, NRF scattering experiments are restricted to low current mode accelerators because of the extremely high event rates [53].

Thus, spectroscopic measurement systems that can handle higher count rates without sacrificing energy resolution are highly desirable for active interrogation studies. In the present work, two digital spectroscopy systems are presented. Their ability to deal with high rate events is demonstrated with photofission and NRF experiments.

In the first system, the signal from a PMT is directly digitized and then processed on a PC, using a deconvolution method. By bypassing the preamplifier, this system can handle extremely high count rates with only a minor sacrifice in energy resolution (5%
energy resolution at 1.33 MeV for a LaCl$_3$ detector at a count rate of $10^6$ cps with no dead time, as compared with 10% energy resolution and 90% dead time achieved with an analog system under the same conditions). Using this system, delayed gamma rays from photofission products can be measured between interrogation pulses using a LaCl$_3$ detector for the first time. This dramatically increases the sensitivity of the photofission technique and decreases the required detection time. This could never be done with an analog spectroscopic system because of its long dead time (of the order of microseconds). A second system was developed which uses a fast ADC (125 MSPS) and an FPGA. In addition to the merits of the first system, real-time digital signal processing (DSP) is implemented on the FPGA chip. An energy spectrum is generated simultaneously during the measurement and stored in the memory available on the FPGA board. This reduces the amount of data which needs to be transferred to the PC, thus eliminating the requirement of a fast interface between the spectroscopic system and the PC.

3.2 Digitize and Transfer Approach

The ultimate goal is to record spectral measurements from a fast scintillator mounted on a PMT during the interrogation pulse from a pulse mode LINAC or shortly thereafter. The simplest approach is to digitize the signal at its source and transfer it to the PC for signal processing.

After being triggered by a signal from a LINAC X-ray pulse, a fast digitizer recorded the output signal from the PMT directly. The digitized waveform was transferred to a PC through the PCI interface, and signal processing was performed by the PC during the quiescent time between interrogation pulses.
3.2.1 Overview of the Hardware

The digitizer tested in this system is a commercially available product from National Instruments (NI). Hardware specifications are listed in Table 3.1, and the card is shown in Figure 3.2.

<table>
<thead>
<tr>
<th>Terms</th>
<th>Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Channels</td>
<td>2</td>
</tr>
<tr>
<td>Sampling rate</td>
<td>200 MHz</td>
</tr>
<tr>
<td>Resolution</td>
<td>12-bit</td>
</tr>
<tr>
<td>Onboard Memory</td>
<td>8 MB</td>
</tr>
<tr>
<td>Interface</td>
<td>PCI Bus</td>
</tr>
<tr>
<td>Triggering</td>
<td>Either input channel, external</td>
</tr>
</tbody>
</table>

Figure 3.2 National Instruments Digitizer PCI-5124
Most inorganic scintillation detectors have decay times ranging from several tens of nanoseconds to several hundred nanoseconds. In our case, a fast LaCl$_3$ detector (28 ns decay time) was used together with this spectroscopic system. The 200 MHz sampling rate is fast enough to capture the waveform, as shown in Figure 3.3. The input impedance of the digitizer is 50 $\Omega$. The LaCl$_3$ detector has an energy resolution of 2.9% at 1.33 MeV, as measured by an analog spectroscopic system at 1000 cps. A 12-bit resolution is enough to accurately reflect this kind of performance ($1/4069 = 0.02\%$). Owing to the lack of signal processing capability in the digitizer, the entire waveform needs to be transferred to a PC for subsequent processing.

![Figure 3.3 Digitized output signal from a PMT connected to a LaCl$_3$ scintillator.](image)

The interface between the digitizer and the PC is the PCI bus. With a maximum transfer rate of 33 MHz and a capacity of 32-bits, the PCI bus (132 MB/s) cannot keep up with the data flow at the input channels. In addition, the latency during the writing to the PC hard drive further decreases the data transfer rate. National Instruments provides a
fast onboard acquisition memory for temporary data storage, but the size of this memory limits the maximum continuous acquisition time.

A LabVIEW program was developed to operate the digitizer and control data transfer between the DAQ card and the PC. The user interface is shown below in Figure 3.4. Through this interface, various parameters can be set, including sampling rate, triggering source and mode, length of the data recorded, input impedance, input range, etc. The program is based on the set of commands from National Instruments Virtual Instruments called NI-SCOPE.

![Figure 3.4 User Interface of the LabVIEW program](image-url)
3.2.2 Deconvolution Shaping Method

In the absence of noise, the signal recorded by a system $s(t)$ is the convolution of the input signal $i(t)$ and the system response function $h(t)$, or

$$s(t) = i(t) * h(t).$$

In the frequency domain this is conventionally written as:

$$S(\omega) = I(\omega)H(\omega)$$

In a radiation detection system consisting of a scintillator detector and PMT, the input signal can be considered as a series of sharp spikes whose heights represent the energy deposited in the detector. The system response function is the impulse response of the combination of the detector and the PMT. By fitting the recorded signal $s(t)$, we can find the system response function $h(t)$. This system response function was used as the core function for the deconvolution shaping method, shown in Figure 3.5.
Figure 3.5 The Core Function Used in the Deconvolution Shaping Method.

\[ H(\omega) \] is a filter in the frequency domain for deconvolution, such that:

\[ i(t) = F^{-1}\{S(\omega)/H(\omega)\} . \]

After deconvolution, the duration of each pulse is much shorter, so that subsequent analysis can resolve individual pulses arriving at much higher count rates. Because this is a linear process, the energy information is preserved. Signals before and after deconvolution are shown in Figure 3.6. The spectrum was measured at an average counting rate of \(5 \times 10^6\) cps.
The analysis above assumes that noise is negligible; however, noise can be a limiting factor in practice. Since the deconvolution filter is a high-pass filter in the frequency domain, it can be sensitive to noise. By comparing the digital system to a conventional analog system, the impact of noise can be evaluated.

3.2.3 System Performance with noise

The system has been tested in our lab using a Co-60 source and a 1.5” by 1.5” LaCl$_3$ detector. For comparison, we also used an analog spectroscopic measurement system consisting of a pre-amplifier and shaping amplifier followed by an AMPTEK P180 pocket MCA (with a dead time of 2 µs after each event). By changing the distance between the source and the detector, varying event rates were input to the system.

Spectra generated by the digital and analog systems at both $10^3$ cps and $10^6$ cps are displayed in Figure 3.7. At the lower count rate (1 kHz), the energy resolution of the
digital system is comparable to the analog system. At the high count rate (1 MHz), the analog system has 90% dead time and only 10% energy resolution at 1.33 MeV due to the pile-up of adjacent pulses. (We did not have pile-up rejection with the conventional system). For comparison, the digital system had an energy resolution of 5% at 1.33 MeV with no loss of measured count rate.
Figure 3.7 Comparison between the Co-60 spectra from the digital system and a conventional analog system at both low and high count rate
By bypassing the pre-amplifier and amplifier, very short shaping times were achieved. Using a standard deconvolution method on the digitized waveforms, overlapping pulses were resolvable. Thus, this system handles high count rates, but with a slight loss of energy resolution. Bundled with a LaCl$_3$ detector (28 ns decay time), the system has virtually no dead time at $10^6$ cps. The energy resolution does degrade to 5% compared with 2.9% at 1000 cps for 1.33 MeV gamma rays, but as shown below, this tradeoff can be quite acceptable.

3.2.4 Implementation in Photofission Experiments

This system was used in photofission experiments using a medical 6 MeV radiation therapy machine. To our knowledge, this is the first fission product spectrum acquired between interrogation pulses using fast scintillation detectors. This greatly improves the sensitivity of the detection system.

This system was used together with a fast LaCl$_3$ scintillator detector (1.5” by 1.5” Saint-Gobain Brillance 350 detector). These experiments were conducted using the radiation oncology therapy LINAC in the hospital of the University of Michigan. The specifications of the LINAC are listed in Table 3.2. In these experiments, the LINAC was running at 6 MeV to minimize the production of photoneutrons. Also, 6 MeV LINAC’s are much more commonly used at seaports than 12 MeV machines. The same uranium sample used in previous photofission experiments as described in Chapter 2 was used in these experiments as well. It is a depleted uranium fuel rod, with a length of 9 cm and a diameter of 1 cm. The density was calculated to be 14.8 g/cm$^3$.  
Table 3.2 Specification of the Therapy LINAC

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Available End Point Energies</td>
<td>6 MeV and 12 MeV</td>
</tr>
<tr>
<td>Duration of Radiation Pulses</td>
<td>5 µs</td>
</tr>
<tr>
<td>Repetition Rate</td>
<td>60 Hz to 360 Hz</td>
</tr>
</tbody>
</table>

In Chapter 2, the experimental results showed that even minutes after the irradiation, high-energy gamma rays emitted by fission products can still be used as signature signals for identification of SNM. In contrast, in photofission reactions the intensity of the delayed radiation (gamma rays and neutrons) emitted by fission fragments drops quickly as time goes on. Thus, to achieve maximum sensitivity, measurements should be started as quickly as possible following the end of the irradiation.

In these photofission experiments, delayed gamma rays were measured between adjacent LINAC pulses for 5 µs immediately following the irradiation. A schematic of the experiments is shown in Figure 3.8. The X-ray beam was collimated down to the size of the sample using the built-in MLC (Multiple Leaves Collimator). The LaCl$_3$ detector was shielded in all directions using 4 inch thick lead bricks except the forward direction, where a window was opened and covered by a 1 inch thick lead plate. The detector was positioned outside of the X-ray beam and pointed at the DU sample. The measurement was synchronized to the LINAC pulses, where the DAQ card was triggered by the rising edge of the gate signal (negative pulses) generated by the electrons when they hit the bremsstrahlung target. Thanks to the short dead time of the digital spectroscopy system and the fast decay constant of the LaCl$_3$ scintillator detector, the whole DAQ system was fast enough to measure the energy spectrum of the delayed gamma rays at a very high event rate (~ 10$^7$ cps).
In spite of the fact that the DU sample is fairly small (~100 g) and the fact that the end-point energy of the LINAC (6 MeV) is barely above the photofission threshold of U-238 (5.08 MeV) [54], a huge difference was still observed when the DU sample was present. However, the energy resolution of the LaCl$_3$ detector (3.8% at 662 keV) was not good enough to separate the individual peaks that were observed previously using an HPGe detector. The spectra are shown below in Figure 3.9.
Figure 3.9 Delayed gamma-ray spectra measured between LINAC pulses immediately following the irradiation.

From these spectra, it can be seen that even with half-inch lead shielding around the DU sample, delayed gamma rays from the fission fragments were still observable and could be used as signature signals for detection of SNM. The capability of the combined digital spectroscopy system and fast scintillator to handle signals at high event rates allows measurements to start right after the irradiation pulses for maximization of system sensitivity.

This digital system worked well with a pulsed mode LINAC. However, the system throughput was limited by the data transfer rate to the PC and the modest onboard acquisition memory. The data transfer rate of a 32 bit 33 MHz PCI bus is 132 MB/s. The data input rate is 400 MB/s (2 Bytes per sample at 200 MSPS). Obviously, the PCI interface is not fast enough to achieve real-time data transferring. The fast onboard
memory operates synchronously with the digitizer. However, the memory size places a limit on the maximum length of each record. The maximum number of samples that an 8 MB onboard memory can hold is 4M, which then allows a maximum measurement time of 20 ms. If digital shaping and signal processing could be implemented at the front end, then only the essential information needs to be transferred, and a real-time energy spectrum could be produced from a larger set of data.

### 3.3 FPGA for Fast Pulse Processing

Not long ago, real-time digital signal processing could only be implemented on Digital Signal Processors (DSP). FPGA chips did not have the resources to implement complicated computation tasks like multiplication and division. In the middle 90’s, a digital spectroscopic measurement system usually consisted of several DSP chips and a flash ADC, working at around 20 MHz [55]. However, FPGA’s are well suited for this kind of application because of their distributed construction. Various tasks can be implemented on a single FPGA chip, running simultaneously without interfering with one another. Such a parallelism gives FPGA’s the ability to handle much higher computational workloads than serial microprocessors. The results presented in this section show that nowadays a single, low-cost FPGA is powerful enough to drive an entire digital spectroscopic system.

This digital system was designed based on a fast ADC and an FPGA. The fast ADC continuously digitizes the input signal, and real-time signal processing as described below is implemented on the FPGA chip. Energy spectra are generated and stored in the memory available on the FPGA board and later transferred to a PC for display and
analysis via the RS232 interface. Since signal processing is done in real time on the FPGA chip, the amount of data which need to be transferred between the DAQ system and the PC is much less than in the previous design, and a high-speed interface is not required.

A trapezoidal shaping method and a two-fold Moving Window Deconvolution (MWD) algorithm were implemented on the FPGA chip for real-time DSP. The parameters can be adjusted to achieve a balance between speed and energy resolution.

3.3.1 Digital Spectroscopic Measurement System Design

Based on the hardware components presented in the previous section, a digital spectroscopic measurement system was developed. The top-level system schematic is shown in Figure 3.10 below.
Incoming analog signals were fed into one of the two analog input channels provided on the P240 Analog Module. After digitization, signals were passed to the Virtex-4 LX60 FPGA chip through the P240 interface. The ADC sampling rate was determined by the output clock frequency from the ICS 8442 clock synthesizer on the Virtex-4 LX60 development board. A DSP module was developed in Matlab and Simulink using the Xilinx System Generator. The design was then converted to an FPGA implementation. Digitized signals were processed within this DSP module. On the
Virtex-4 LX60 FPGA, a MicroBlaze processor was implemented. This processor communicated with the DSP module through the FSL (Fast Simplex Link) bus. After digital shaping, energy information was extracted from the signals and stored in the DDR SDRAM. The MicroBlaze processor controlled the RS232 interface through the OPB (On-chip Peripheral Bus) bus. Energy spectra can be transferred to a PC through the RS232 interface, upon a user’s request.

In the next sections, two real-time shaping methods and their implementation on the FPGA chip will be described.

### 3.3.2 Trapezoidal Shaping Method and its Implementation

Four fundamental considerations affect the choice of a pulse-shaping network in a nuclear spectroscopic measurement system, as pointed out by Goulding [56]:

1. Signal to noise ratio.
3. Sensitivity to rise-time variance of the input signal.
4. Suitability of the output signal for feeding the MCA

The relative weights of these factors are determined by the needs of the application.

In his theory of optimal pulse shaping in high resolution spectroscopy, Goulding pointed out that noise occurring in a typical spectroscopy system utilizing a charge sensitive preamplifier can be attributed to two sources: the step noise and the delta noise.

Step noise refers to noise arising from the current flowing in the input circuit of the preamplifier. This includes gate-current of an FET, the leakage current in a detector, etc. The charge due to these noise sources is integrated by the input circuit capacitance
and appears as a voltage step at the input to the preamplifier. Delta noise is due to the current flow through the input and amplifying elements. It produces a short current “delta pulse” in the output circuit. For example, the major types of noise associated with a semiconductor detector are Johnson noise in the parallel resistor, Johnson noise in the series resistor and the shot noise in the sensitive region caused by the leakage current. The equivalent current sources of the shot noise induced by the detector leakage current and the Johnson noise in the parallel resistor are parallel to the detector capacitor. The charges generated by these two types of noise will produce a voltage step at the input to the preamplifier. They fall in the category of step noise. On the other hand, the Johnson noise in the series resistor is considered as delta noise.

Goulding proposed an index to measure the step noise [56]. Since the arriving rate of the step noise pulses $n_{\text{step}}$ is independent of the shaping system, it is not included in this index:

$$< N_s^2 > = \frac{1}{S^2} \int_0^\infty [R(t)]^2 dt ,$$

where $S$ is the amplitude of the response to a unit step noise input and $R(t)$ is defined as the system response at the measurement time $T_m$ due to the step noise occurring at time $t$ before the measurement time.

A similar index can be derived for delta noise. The duration of each delta noise pulse is $\Delta t$. $\Delta t$ is very short compared with the time constant of the shaping system. A delta function can be considered as a positive step function followed by a negative step function $\Delta t$ later. The amplitude of both step functions is $1/\Delta t$. From the definition above, the response of this delta function occurring $t$ prior to the measurement time $T_m$ is:
\[
\frac{1}{\Delta t} [R(t) - R(t - \Delta t)] = R'(t), \quad \text{when } \Delta t \to 0.
\]

Hence, an expression for the delta noise can be written as:

\[
< N_d^2 > = \frac{1}{S^2} \int_0^\infty [R'(t)]^2 \, dt
\]

In order to minimize the ballistic deficit, a time-invariant trapezoidal pulse shaper was chosen. For such a shaper, we have:

\[
< N_s^2 > = \frac{1}{S^2} \int_0^\infty [R(t)]^2 \, dt = \tau_2 + \frac{\tau_1 + \tau_3}{3}
\]

and

\[
< N_d^2 > = \frac{1}{S^2} \int_0^\infty [R'(t)]^2 \, dt = \frac{1}{\tau_1} + \frac{1}{\tau_3},
\]

where \(\tau_1\) is the rise time, \(\tau_2\) is the duration of the flat top and \(\tau_3\) is the fall time, as shown in Figure 3.11.

![Figure 3.11 Time-invariant Trapezoidal Shaper](image-url)
To minimize the sensitivity of the amplitude to detector signal rise time (ballistic deficit), a minimum flat top duration $T_f$ is required. To handle a certain counting rate, a maximum duration $T_s$ has to be set. Given these two requirements, it can be concluded that the best shaping performance is obtained when

$$\tau_1 = \tau_3 = \frac{1}{2}(T_s - T_f).$$

This is the reason why we usually use a symmetric trapezoidal shaper. Jordanov [57-58] described a way to develop a trapezoidal shaper that is suitable for real-time signal processing.

The convolution of an exponential input signal with a rectangular function is shown below in Figure 3.12. The resulting function can be written as:

$$p(t) = \int_0^t e^{(t-t')/\tau} dt' = \tau(1-e^{-t/\tau}), \quad 0 \leq t \leq T_2$$

$$p(t) = \int_0^{T_2} e^{(t-t')/\tau} dt' = e^{-t/\tau}(e^{T_2/\tau} - 1), \quad t > T_2$$

Similarly, the convolution of an exponential input signal with a truncated ramp function is shown in Figure 3.13. The result takes the form:

$$r(t) = \int_0^t t e^{(t-t')/\tau} dt' = \tau - \tau^2 (1-e^{-t/\tau}), \quad 0 \leq t \leq T_1$$

And

$$r(t) = \int_0^{T_1} t e^{(t-t')/\tau} dt' = e^{-t/\tau}(\tau + e^{T_1/\tau}(T_1-\tau)), \quad t > T_1$$
Figure 3.12 Convolution of an exponential signal $v(t)$ with a rectangular function $h_2(t)$ produces $p(t)$.
Figure 3.13 Convolution of an exponential signal $v(t)$ with a truncated ramp function $h_1(t)$ produces $r(t)$. 

$v(t) = \begin{cases} 0 & t < 0 \\ e^{-t} & t \geq 0 \end{cases}$

$h_1(t) = \begin{cases} 0 & t < 0 \\ t & 0 \leq t \leq T_i \\ 0 & t > T_i \end{cases}$
Under the condition $T_1 \leq T_2$, consider a function defined as:

$$f(t) = r(t) + \varphi(t) + a p(t - T_1) - r(t - T_2),$$

where $r(t)$ and $p(t)$ are as described above.

When $0 \leq t < T_1$

$$f(t) = r(t) + \varphi(t) + a p(t - T_1) - r(t - T_2)$$

$$= \tau$$

When $T_1 \leq t < T_2$

$$f(t) = r(t) + \varphi(t) + a p(t - T_1) - r(t - T_2)$$

$$= \tau^2 + a \tau + \tau e^{-(t-T_1)/\tau} (T_1 - \tau - a)$$

When $t \geq T_2$

$$f(t) = r(t) + \varphi(t) + a p(t - T_1) - r(t - T_2)$$

$$= \tau^2 e^{-t/\tau} (e^{T_2/\tau} - 1) + \tau e^{-t/\tau} (\tau + e^{T_1/\tau} (T_1 - \tau)) + a \tau (1 - e^{-(t-T_1)/\tau})$$

If the value of the parameter $a$ is set as $a = T_1 - \tau$,

$$f(t) = \begin{cases} \tau & 0 \leq t < T_1 \\ \tau T_1 & T_1 \leq t < T \\ T_1 \tau - \tau(t - T_2) & t \geq T_2 \end{cases}$$

Further, at time $T_3 = T_1 + T_2$, $f(t) = 0$. This is a symmetric trapezoidal function.

The impulse response of this shaper can be developed from $f(t)$ based on the distributive rule of convolutions:

$$f(t) = r(t) + \varphi(t) + a p(t - T_1) - r(t - T_2)$$

$$\Leftrightarrow h(t) = h_1(t) + \varphi_2(t) + (T_1 - \tau) h_2(t - T_1) - h_1(t - T_2)$$

where $h_1(t)$ and $h_2(t)$ are the truncated ramp function and rectangular function separately.

Convolution of an exponential input signal with such a shaper is shown in Figure 3.14.
In order to implement this shaper with hardware in real time, a discrete recursive algorithm is needed. Suppose the input signal is $v(n)$ and the decay time constant of the
digitized input exponential decay signal is $M$, the response of the system can be written in discrete time domain as:

$$s(n) = r(n) + Mp(n) + (k - M)p(n - k) - r(n - l)$$

where $l$ is the width of the rectangular function and $k$ is the length of the truncated ramp function. The duration of the flat top of the trapezoidal function after shaping is $l-k$.

Given the definition of $d^{k,l}(n)$ as

$$d^{k,l}(j) = v(j) - v(j - k) - v(j - l) + v(j - k - l),$$

the recursive form of the response function is given by

$$s(n) = s(n - 1) + p'(n) + d^{k,l}(n)M \quad n \geq 0,$$

where

$$p'(n) = p'(n - 1) + d^{k,l}(n) \quad n \geq 0.$$  

This is the shaping algorithm used in this section. A block diagram of this shaping system is shown below in Figure 3.15. Standard signal processing blocks were used in this design, including delay pipelines, accumulators, multipliers and adders.
Such a trapezoidal shaper was implemented on the Virtex-4 LX60 FPGA. The shaper was first designed and simulated in Matlab/Simulink using Xilinx Blockset. Xilinx Blockset is a set of common signal processing modules. It was developed by Xilinx Corporation in order to utilize Simulink as a complete FPGA design tool from modeling to final implementation on hardware. Using the Xilinx System Generator software, a design based on Xilinx Blockset can be transformed into synthesizable, area-efficient VHDL code. Using Xilinx Blockset, it is also possible to import Matlab functions to create control circuits and to import an existing design written in HDL. The System Generator also provides a shared memory interface, so that signal processing designs based on Xilinx Blockset can be automatically converted into DSP co-processors with appropriate bus interface logic and software drivers to be used together with the Xilinx MicroBlaze processor. This feature is utilized in our design of a spectroscopic measurement system.
Some components from the Xilinx Blockset that were employed in this design are listed in Table A2.1 in Appendix 2.

The schematic of the design in Matlab/Simulink is shown below in Figure 3.16.

Figure 3.16 Trapezoidal Shaper Design in Matlab/Simulink

The shaper has been simulated in Matlab/Simulink. The input signal for this simulation was the direct output signal from a PMT coupled to a 1.5” by 1.5” LaCl$_3$ crystal, captured by an oscilloscope. The decay constant of this signal was determined to be 28 ns. The simulation result is shown below in Figure 3.17. The signal is so fast that the sampling rate of the ADS5500 ADC chip (125 MHz maximum, or sampling time $\Delta t = 8$ ns) on the P240 Analog Module is not fast enough to accurately reconstruct it. Artifacts can be observed in the signal before and after shaping.
Another simulation of this trapezoidal shaper was conducted using the output signal from an HPGe detector as input. The HPGe detector is integrated with a pre-amplifier. The decay constant of the pre-amplifier output was measured to be 39.6 µs. Result of this simulation is shown below in Figure 3.18.
3.3.3 Moving Window Deconvolution Method and its Implementation.

A new signal processing method was introduced by A. Georgiev in 1993 [59] and discussed by M. Lauer [60]. The output function of this so called ‘Moving Window Deconvolution’ method contains at any time the total amount of charge induced in a defined window preceding that particular time point. This real-time signal shaping method was implemented on a Xilinx Virtex4 FPGA chip.
The output signal from a preamplifier connected to a radiation detector can be
considered as the convolution between the charge distribution function \( g(t) \) and the
impulse response function of the preamplifier \( f(t) \):

\[
x(t) = g(t) * f(t) = \int_{-\infty}^{\infty} g(\tau) f(t - \tau) d\tau.
\]

In a discrete system this can be written as:

\[
x[n] = \sum_{j=-\infty}^{\infty} g[j] f[n - j].
\]

The analog part of any system should be time-invariant and causal. Preamplifier
systems fall into this category. Given this, the formula above can be simplified as
following:

\[
x[n] = \sum_{j=-\infty}^{n} g[j] f[n - j].
\]

The number of items in this summation can be further reduced. A notable point
in radiation detectors is that the charge collection is time limited. Hence, the charge
distribution function should be time limited and must not extend the maximum charge
collection time. Assuming that the charge collection is completed inside a time window
with of length \( M \), the above summation can be reduced to \( M \) items:

\[
x[n] = \sum_{j=n-M}^{n} g[j] f[n - j].
\]

Consider a resistor feedback preamplifier where the ideal impulse response
function can be described as a single exponential decay function:

\[
f[n] = e^{-\alpha n},
\]

where \( \alpha \) is the exponential decay constant.
The total amount of charge inside a window of length $M$ preceding a time point $n$ can be written as:

$$G[n] = \sum_{j=n-M}^{n} g[j] = x[n] - x[n-M] + \alpha \sum_{j=n-M}^{n-1} x[j], \text{ if } 0 < \alpha \ll 1$$

This is the output function of the Moving Window Deconvolution shaping method. The response of a pure RC circuit when the input is a burst of charge ($g(t) = \delta(t)$) is an ideal exponential decay signal. The result of MWD imposed on such a signal is shown below in Figure 3.19.

Figure 3.19 Moving Window Deconvolution of an Exponential Decay Function

---

1 Refer to [60] for detailed derivation
For double-exponential decaying signals, where the two decay constants differ by a large factor, the MWD method also works. First, we choose a narrow window in which to do the deconvolution. The window is so narrow that the change of the component with the long decay constant can be neglected. In the next step, a similar deconvolution is conducted to compensate the slowly decaying component. The result of this process is shown in Figure 3.20 below.
Following a similar design workflow as described in the previous section for the trapezoidal shaper, a two-fold MWD shaper was designed and simulated in
Matlab/Simulink using Xilinx Blockset and Xilinx System Generator software. The schematic of one stage of the two-fold MWD design is shown below in Figure 3.21.

![Design of MWD shaper in Matlab/Simulink](image)

Figure 3.21  Design of MWD shaper in Matlab/Simulink

Simulation of this two-fold MWD shaper was conducted using the output signal from a PMT coupled with a LaCl$_3$ scintillator detector as input signal. The output signal from the PMT has two decaying components. The fast one is the main decaying component of the crystal, which has a decay constant of 28 ns. A much slower decaying component was also observed. The source of this slow component is not clear. Distortion caused by front end electronics is one possible origin. The simulation result is shown in Figure 3.22.
3.3.4 System Performance

The digital spectroscopy measurement system designed using the Xilinx Virtex4 FPGA chip was tested in the lab using a Co-60 source and a 1.5” by 1.5” LaCl$_3$ scintillator detector. The output from the PMT was directly fed into the P240 Analog Module. Both the trapezoidal shaping method and the moving window deconvolution method were implemented and tested on this system. They have been compared with an analog system consisting of ORTEC 113 Scintillation Preamplifier, ORTEC 472 Amplifier and AMPTEK MCA-8000A multi-channel analyzer. The system has a dead time of 2 $\mu$s after each event.
By changing the distance between the Co-60 source and the LaCl$_3$ detector, various count rates can be obtained. The system was tested under conditions where the analog system has virtually no dead time and when it has 50% dead time (equivalent to a count rate of $5 \times 10^6$ cps). The results of the comparison between the analog system and the system based on an FPGA utilizing the Trapezoidal and MWD shaping methods are shown below in Figure 3.23 and Figure 3.24, respectively. It can be observed that at low count rates the digital spectroscopy system based on an FPGA chip competes very well with the analog system in terms of energy resolution; at high count rates, the digital system experienced much less dead time and pile-up and very little degradation of the energy resolution. Since the primary goal for this system is to increase the throughput, this loss of resolution was deemed to be reasonable.
1) Comparison between the spectra taken by the analog system (blue) and the digital system utilizing trapezoidal shaping method at low count rate

![Graph showing comparison between analog and digital systems at low count rate]

**Trapezoidal Pulse Shaper. Energy Resolution @ 1.33 MeV = 5.4%**

**Pocket MCA. Energy Resolution @ 1.33 MeV = 4.7%**

2) Comparison between the spectra taken by the analog system (blue) and the digital system utilizing trapezoidal shaping method at high count rate

![Graph showing comparison between analog and digital systems at high count rate]

**Trapezoidal Pulse Shaper. Energy Resolution @ 1.33 MeV = 2.9%**

**Pocket MCA. Energy Resolution @ 1.33 MeV = 2.4%**

Figure 3.23 Comparison between the analog system and the digital system based on an FPGA utilizing the trapezoidal shaping method at both low count rate and high count rate
1) Comparison between the spectra taken by the analog system (blue) and the digital system utilizing MWD shaping method at low count rate

Figure 3.24 Comparison between the analog system and the digital system based on an FPGA utilizing the MWD shaping method at both low count rate and high count rate.

2) Comparison between the spectra taken by the analog system (blue) and the digital system utilizing MWD shaping method at high count rate

Figure 3.24 Comparison between the analog system and the digital system based on an FPGA utilizing the MWD shaping method at both low count rate and high count rate.
3.4 Conclusion and Future Work

In this chapter, the development of two digital spectroscopy systems was discussed. The first system is based on a National Instruments Data Acquisition card – PCI – 5124. It has very high sampling rate (200 MSPS) and excellent resolution (12-bit). The system was designed to work together with a pulse mode LINAC. Data acquisition is synchronized with the accelerator pulses by connecting the trigger input on the DAQ board and the output gate signal generated in the LINAC when electrons hit the target. Together with a fast scintillator detector, radiation energy applied with a high event rate ($\sim 10^6$) can be measured without experiencing significant dead time and degradation of energy resolution. The deconvolution method used during signal processing is not a causal process, thus it is not possible to implement this shaping method in real time. The deconvolution filter is a high-pass filter, which will make the system more sensitive to electronic noise. The raw waveform will be stored in the flash memory on the DAQ board and then processed by the host PC during the quiescent time period between LINAC pulses. Thus, the maximum duration of the measurement is limited by the size of the onboard flash memory. In our case, this number is 5 µs with a sampling rate of 200 MSPS and a resolution of 12 bits.

The second digital spectroscopy system was developed based on a fast ADC chip and an FPGA chip. The input signal was digitized and then processed by the FPGA using either the trapezoidal shaping method or the MWD shaping method. These two shaping methods were both implemented on the FPGA in such a way that the signal processing could be done in real time. The spectrum formed was stored in the local flash memory.
Thus the requirement of a fast data-transfer interface between the DAQ system and the host PC was eliminated.

System performance of these two digital spectroscopy measurement systems has been evaluated and compared with that of a traditional analog spectroscopy system. At low count rate, the digital systems yield energy resolution almost as good as that from the analog system; at high count rates, the digital systems have much less dead time without degradation in energy resolution.

The first system, based on a NI DAQ board, was used in a series of photofission experiments. Bundled with a fast scintillator detector, the spectroscopy system was fast enough to handle input signals with an event rate of roughly $10^7$ cps. The spectrum measurement was synchronized with the end of the LINAC pulses. Energy spectra of delayed gamma rays emitted by fission fragments were measured between adjacent LINAC pulses right after the irradiation pulses for maximum system sensitivity. Data from this system were presented in Section 3.2.4.

The second system based on FPGA and ADC chips was implemented in NRF experiments, where a DC mode Van de Graaff accelerator was used as the interrogation source. Performance and measurement results are shown in Chapter 4.

For comparison, the performance of the two digital systems and the analog system is listed here in Table 3.3.
By eliminating the pre-amplifier and digitizing the output from the PMT directly, these digital spectroscopy measurement systems can achieve a much smaller dead time when used together with scintillator detectors, compared with traditional analog systems. The flexibility to set shaping parameters by software provides a fast and cost-friendly way to obtain optimal balance between throughput rate and energy resolution. The improved signal processing capability of the FPGA chips makes it possible to build a very compact self-contained spectroscopy measurement system.

Subsequent to our published work on this topic, the advantage of acquiring data between pulses was recognized by Reddy et al. [61]. They modified the preamplifier on their HPGe detector and acquired spectra between pulses. In the spectra they show, the $^{238}$U target was photoactivated using the beam generated by a 16 MeV pulse mode LINAC. The accelerator was operated at 30 Hz with 85 nC of electron charge per pulse and the total irradiation time was about 60 minutes. Spectrum of delayed gamma rays was acquired between LINAC pulses. The data recorded within 13 ms after
bremsstrahlung pulses was removed. They have also measured the delay gamma spectrum for another 60 minutes starting 1 second after the last bremsstrahlung pulse. Because of the much higher beam energy, they were able to induce much higher fission reaction rate in their sample than we were able to in our work shown in Chapter 2. However, they didn’t show the spectra in the energy range we worked in (below 2 MeV). The spectra they presented are shown in Figure 3.25 below:

![Figure 3.25 Delayed gamma ray spectra measured between bremsstrahlung pulses (upper spectrum) and after the irradiation (lower spectrum)](image_url)
CHAPTER 4

Nuclear Resonance Fluorescence Technology in Homeland Security Applications

4.1 Introduction

In homeland security applications, detection systems should be able to not only detect the presence of SNM but also identify the specific materials. This can be done with the photofission technique based on differences in fission product yields [44-45, 62], or possibly on differences in the time dependence of delayed neutrons and gamma-rays [39, 51-52, 63]. However, these approaches either require complicated spectrum analysis, or dual or multiple beam energies, and the accuracy can easily be affected by attenuation due to surrounding materials.

Conventional atomic X-ray imaging systems provide gross sensitivity to atomic number. These systems are based on the principle that materials preferentially attenuate or scatter photons with specific energies determined by atomic composition. The binding energy of the most tightly-bound K shell electrons is on the order of 100 keV. The energies of the X-rays have to be small enough to investigate the atomic structure. However, X-rays with such low energies suffer high attenuation and cannot penetrate objects with high density. This limits the X-ray fluorescence technique to surface surveys [64]. Increasing the energy of the interrogation X-rays will make them more
penetrating, but the attenuation coefficients are simply a function of electron density at these energies, and the gross sensitivity to atomic number is lost.

Nuclear Resonance Fluorescence (NRF) can be considered to be the nuclear analog of the atomic X-ray fluorescence process [36]. NRF is the process of resonance excitation of certain nuclear levels by absorption of photons and subsequent decay of these levels by re-emission of equivalent radiation. Because the energy level structure is unique for each isotope, the resonant energies can be used as fingerprints for isotope identification. Thus, the energy spectrum of the resonantly scattered photons can be used to identify the detailed isotope content of materials of interest. Since every nuclear isotope with an atomic number bigger than two has energy levels that can be excited by photon absorption, detection systems based on NRF interaction are not limited to SNM, finding wide application in material characterization, waste management, and other areas in addition to homeland security. Compared with atomic fluorescence, NRF photons have much higher energies. These multi-MeV photons are highly penetrating and easy to detect.

In a detection system based on NRF, interrogation photons are used to induce resonance excitations in nuclei, and the de-excitation photons are measured to generate an energy spectrum. The two most commonly used detection schemes are the scattering method and the self-absorption method. In the scattering method, materials of interest are placed in an X-ray beam, and detectors are located out of the beam using a backscattering geometry as shown in Figure 4.1. All but the resonantly scattered photons at this angle are expected to have low energies, owing to the nature of Compton scattering. Thus, resonant photons can be discriminated on the basis of energy. In the
self-absorption method, the X-ray beam goes through the object, after which it strikes a
sample containing isotopes of interest. A transmission detector is located downstream in
the beam line to monitor the flux of the off-resonance photons. A radiation detector,
called the “notch detector” is located out of the beam and is pointed at a sample of the
isotope of interest in a backscattering geometry, measuring the resonant photons scattered
by this sample. The system setup is shown in Figure 4.2 below. The count rate under the
resonant peaks registered in the notch detector is proportional to the flux of the resonant
photons hitting the sample. Whenever a preferential attenuation of resonant photons is
observed, the conclusion can be drawn that isotopes of interest are present in the object.
This is registered as a disparity between the flux of off-resonant photons and that of
resonant photons registered in the transmission detector and the notch detector separately.

**Figure 4.1 Scattering detection method using NRF**
Figure 4.2 Self-absorption detection method using NRF

One feature of NRF that makes it a powerful tool for isotope identification is the sharp profile of the NRF cross section. The width of the cross section is typically of the order of 100 meV, while the peak value is 100’s of barns for strongly resonant levels. The resonance will spread over an energy range of several eV owing to Doppler shifts caused by thermal motion of the nuclei, as shown later in section 4.2.3. Thus, the peak value of the cross section will be reduced to a few barns. This is usually comparable to or larger than the cross section for photo-atomic reactions. Such a distinctive resonance makes it easy to detect even a small quantity of material of interest. On the other hand, this feature also puts constraints on the implementation of the NRF technique. First, in most nuclear transitions the gamma-ray lines are very narrow (meV), and the recoil energy loss effectively separates the absorption and emission lines. Thus, the resonance condition, i.e. the required overlap between the emission and absorption lines, is hard to fulfill when the isotope used as the source of the radiation is the same as that in the scattering or absorbing materials. Since the failure to observe resonance in the first NRF experiment by Kuhn in 1929 [65], many unsuccessful attempts to find wide gamma ray lines occurred during a time period of twenty years [66-69]. Another approach, fulfilling the
resonance condition by creation of a special source (compensating recoil energy loss using a centrifuge method) was taken by Moon. He successfully observed the resonance level at 411 keV in $^{198}$Hg using a $^{198}$Ag source [70].

Bremsstrahlung x-rays have become a widely used excitation photon source since their discovery. Schiff first proposed using electron bremsstrahlung to detect NRF in 1946 [71], 5 years before Moon’s NRF experiment. The continuous energy distribution of bremsstrahlung sources overcomes all problems caused by recoil energy loss. However, the resonance spread (on order of eV) is about one millionth of the energy spread of a bremsstrahlung source. This means that less than one-millionth of the total photon flux contributes during the excitation process when a bremsstrahlung source is used. The rest generates unwanted background and noise. The source has to be strong enough to provide significant flux in a very narrow energy range. Detectors used to measure the resonant photons have to have high energy resolution. The resonant photons are almost mono-energetic, with an energy spread (eV) thousands of times smaller than the best energy resolution that modern radiation detectors can provide (keV). These resonant photons sit on a continuous background, so the better the energy resolution of the detector, the better the signal-to-noise ratio. HPGe detectors provide the best energy resolution among commonly available radiation detectors. HPGe detectors with high detection efficiency are currently the best detectors for NRF experiments. In contrast, recently developed lanthanum halide scintillation detectors offer good energy resolution and a fast decay constant. The fast primary decay allows the application of these detectors at an event rate much higher than HPGe detectors can handle. And the energy resolution is sufficient to detect strong resonances from certain isotopes.
NRF has become a popular technique to investigate composite nuclei, because both the excitation and de-excitation processes in this method only involve the electromagnetic interaction, which is the best understood interaction in nuclear physics [71-72]. This method is capable of extracting information about excited states in nuclei, including their energies, lifetimes, and also angular momenta [73-77]. Hence, the technique has found favor among physicists studying nuclear excited states.

Excited nuclear energy levels are unique to each isotope. Energies of gamma rays emitted from these levels are often used for isotope identification. NRF seems to be an ideal tool for this with the ability to distinguish the isotope content of materials. However, despite the obvious advantage, no one has applied it in homeland security applications until recently, because of the difficulty of fulfilling the resonance condition and of obtaining reasonable signal to noise ratio in the field. Bertozzi [37-38] proposed a novel approach for applying NRF to the detection of concealed or illicit materials. His method involves exposing materials to a bremsstrahlung x-ray beam and detecting the resonantly-scattered photons, which have an energy spectrum unique to each isotope. The LINAC used in this method can produce bremsstrahlung x-rays with energies ranging from 2 MeV to 8 MeV. These interrogating photons are highly penetrating and have the potential to investigate the whole body of a cargo container. In Bertozzi’s proposed design, scattered photons are measured using a segmented and collimated HPGe detector array. The intersection of the field of view of each detector with the beam forms one voxel of the total image. A complete scan could produce a map of isotope content in the entire cargo. Following this, Warren at PNNL measured NRF from $^{235}\text{U}$ sample [78].

Researchers at LLNL studied the performance of detection systems based on NRF to
detect specific isotopes [79]. They presented false positive/negative error rates, dose delivered to the cargo, and also the detection sensitivity of these systems. The results show a strong relationship between system performance and the properties of the interrogation photon sources. Photon sources with high intensity and a narrow energy spread show a clear advantage over traditional bremsstrahlung sources. Laser sources based on Thomson-upscattering (Inverse Compton scattering) were the most promising candidates. This class of source is available, but usually on a scale so large that they are impractical to deploy at ports [80-81]. As a result, a group at LLNL is proposing an implementation of this source type on a smaller scale [82], so that it can be deployed at seaports for homeland security purposes. Detection systems for this kind of source based on NRF techniques are also under development at LLNL [83-85].

In the present work, we have investigated detection methods based on NRF techniques. We used the 3 MeV Van de Graaff electron accelerator at the Radiation Laboratory of the University of Notre Dame as the photon source. This work showed that a newly-available fast lanthanum halide scintillation detector has an energy resolution sufficient to observe strong resonances in light materials. Their fast decay constant makes it possible to perform NRF experiments at a higher beam current, which reduces the detection time. HPGe detectors provide much better energy resolution, thus NRF spectra with good SNR (Signal to Noise Ratio). Resonance peaks were observed from various samples, including depleted uranium. These experiments and results are described later in this chapter after a discussion of the NRF physics.
4.2 Nuclear Resonance Fluorescence Cross Section

In this section, general considerations related to NRF cross sections are discussed. The formulas derived here help to understand the nature of the interaction and can be used in the estimation of interaction rates as performed in later sections. The resonance cross section is related to the width of the excited energy levels, the spin of the initial and final levels, and the excitation energy. A very narrow cross section will be broadened owing to the Doppler Effect caused by thermal motion. However, the integrated cross section remains intact. Angular distribution of the resonant photons is determined by the spin of the initial and final states.

4.2.1 Breit-Wigner Formula

The shape of the NRF cross section can be best described using the Breit-Wigner Formula [86]. For a photon of energy $E$, the NRF cross section, i.e. the probability to excite a nucleus from a ground state with total angular momentum $J_0$ to an excited state with energy $E_r$ and total angular momentum $J_1$, and then de-excite to a final state with total angular momentum $J_f$ can be written as:

$$
\sigma_r^0(E) = \frac{\pi \hbar^2}{2(2J_0 + 1)} \frac{\Gamma_0 \Gamma_1}{(E - E_r)^2 + \frac{1}{4} \Gamma^2}
$$

where $\Gamma$ is the total width of the excited state, i.e. the sum of partial widths for all possible transitions to lower states, $\Gamma_0$ is the partial width for transition from the excited state directly to the ground state, and $\Gamma_1$ is the partial width for transition to the final state. $\lambda$ is the wavelength of the resonant photon divided by $2\pi$. The levels are shown in Figure 4.3.
Summing over all the possible transitions down from the excited level, we obtain the NRF absorption cross section for a photon with energy of \( E \) to excite level \( E_r \)

\[
\sigma_{ab}^{0} = \sum_{i} \sigma_{i}^{0}(E) = \frac{2J_{1}+1}{2(2J_{0}+1)} \frac{\Gamma_{1}\Gamma}{(E-E_{r})^{2} + \frac{1}{4}\Gamma^{2}}.
\]

In cases of pure resonance, where the only possible transition for the excited level is de-excitation to the ground level, \( r_{0} \) equals to \( r \), and the formula above can be re-written as

\[
\sigma_{ab}^{0} = \frac{2J_{1}+1}{2(2J_{0}+1)} \frac{\Gamma^{2}}{(E-E_{r})^{2} + \frac{1}{4}\Gamma^{2}}.
\]
4.2.2 Angular Distribution

The angular distribution of the resonant photons depends on the spin of the initial and final levels of the transition. The distribution can be described using the angular correlation function $W(\Theta)$ of the scattered photons with respect to the incident photon beam.

The angular distribution of photons scattered off an even-even nucleus through pure dipole transitions ($0 \rightarrow 1 \rightarrow 0$) is given as [87-88]

$$W(\Theta) = \frac{3}{4} (1 + \cos^2 \Theta)$$

For a purely quadrupole transition ($0 \rightarrow 2 \rightarrow 0$), the angular distribution can be written as

$$W(\Theta) = \frac{5}{4} (1 - 3 \cos^2 \Theta + 4 \cos^4 \Theta)$$

These distributions are shown in Figure 4.4. As shown in the figure, the optimal angles to measure resonantly scattered photons are different for purely dipolar (90 degrees relative to the beam axis) and quadrupolar transitions (127 degrees relative to the beam axis). Although the distribution reaches maximum on the beam axis, the resonance photons would be buried by the much stronger interrogating beam.
For nuclei with odd atomic mass numbers, the resonant scattering is almost isotropic [87-88].

In homeland security applications, which is primarily concerned with finding odd A nuclei, the angular distribution of resonant photons won’t play a role as important as in physics experiments. But if it comes to an accurate assay, of, say, $^{238}\text{U}/^{235}\text{U}$ ratio, this distribution will have to be taken into account.

4.2.3 Doppler Effect\(^2\)

The energy of an incident photon interacting with a nucleus varies according to the relative movement of the two. If the energy of the photon is $E$ for a nucleus at rest,

\(^2\) The derivation in this section follows work presented in [71] and [89]
the apparent energy to a nucleus moving towards the photon source with a velocity \( v \) is larger than \( E \) and can be written as

\[
E' = E(1 + v/c) / \sqrt{1 - (v/c)^2} = E(1 + v/c),
\]

where \( c \) is the speed of light.

If the velocities of the nuclei in the material follow the Maxwell distribution function, the probability for a nucleus to have a velocity component \( v \) in the direction of the source is

\[
w(v)dv = (M / 2\pi kT)^{1/2} \exp(-Mv^2 / 2kT)dv,\]

where \( M \) is the mass of the nucleus, \( k \) is Boltzmann’s constant, and \( T \) is the absolute temperature of the material.

Since the photon energy seen by a nucleus and the velocity of the nucleus have a one-to-one relationship, we can put

\[
w(v)dv = w(E')dE'
\]

and

\[
dv = \frac{c}{E}dE'.
\]

Combining these, the distribution of energies seen by the nuclei in a material for a photon with energy of \( E \) is

\[
w(E')dE' = w(v)dv = (M / 2\pi kT)^{1/2} \exp(-M (E' - E)^2 c^2 / (2kT)) \frac{c}{E}dE'.
\]

The Doppler width is defined as

\[
\Delta = (E/c)(2kT/M)^{1/2}.
\]

The above formula can then be re-written as
In the previous section, the pure resonance NRF absorption cross section for a
photon with energy \( E \) was derived as

\[
\sigma_{\text{abs}}^0 (E) = \sum \sigma_i^0 (E) = \pi \hbar^2 \frac{2J_i + 1}{2(2J_0 + 1)} \frac{\Gamma^2}{(E - E_i)^2 + \frac{1}{4} \Gamma^2}.
\]

The maximum of this cross section is reached when \( E \) equals \( E_r \), giving a value

\[
\sigma_{\text{max}}^0 = \pi \hbar^2 \frac{2(2J_0 + 1)}{2J_0 + 1}.
\]

Thus, the absorption cross section can be rewritten as

\[
\sigma_{\text{abs}}^0 (E) = \sigma_{\text{max}}^0 \left[ \frac{(2(2E - E_r) / \Gamma)^2 + 1}{2} \right].
\]

When the Doppler effect is taken into account, this cross section has to be averaged over all effective energies that the nuclei see with an incident photon of energy \( E \). We define three variables \( x, y, \) and \( t \) as follows:

\[
x = 2(E - E_r) / \Gamma; \quad y = 2(E' - E_r) / \Gamma; \quad t = (\Delta / \Gamma)^2
\]

Then the average of the NRF absorption cross section is

\[
\sigma_D (E) = \int \sigma_{\text{abs}}^0 (E') w(E') dE' = \sigma_{\text{max}}^0 \left[ \frac{1}{2(\pi)^{1/2}} \right] \int_{-\infty}^{\infty} \exp\left\{ -\frac{(x - y)^2}{4t} \right\} dy.
\]

For large values of \( t \), the above integral can be approximated by

\[
\sigma_D (E) = \int \sigma^0 (E') w(E') dE' = \sigma_{\text{max}}^0 \left( \frac{\pi}{2t} \right)^{1/2} \exp\left( -x^2 / 4t \right)
\]

\[
= \sigma_{\text{max}}^0 (\Gamma \pi^{1/2} / 2\Delta) \exp\left\{ -((E - E_r) / \Delta)^2 \right\}
\]

This is the effective NRF cross section for a photon of energy \( E \), with the Doppler broadening taken into consideration.
The assumption of $t$ being large is usually met in reality. The typical value of $\Delta$ is on order of eV while the typical value of $\Gamma$ is on order of meV. Assuming $\Delta = 1$ eV and $\Gamma = 1$ meV, we can get the plot of $\sigma_{\text{abs}}^0$ and $\sigma_D$ as a function of energy. Notice the different scales in both energy and amplitude.

Figure 4.5 Absorption cross section before and after Doppler broadening
The integrated cross-section is defined as the integral of the cross section over the whole energy range. It can be written as

\[
\int \sigma_{\nu}(E)dE = \int \int \sigma^0(E')w(E')dE'\;dE = \sigma_{\max}^0 \int \left[ \frac{1}{2(\pi)^{1/2}} \right] \int_{-\infty}^{\infty} \frac{1}{1 + y^2} \exp\left[-\frac{(x - y)^2}{4t}\right]dy\;dx \; \frac{dE}{dx}
\]

From the definition of the variable \(x\),

\[x = 2(E - E_r)/\Gamma; \quad dx = \frac{2}{\Gamma}dE\,;
\]

\[
\int \sigma(E)dE = \frac{\sigma_{\max}^0}{2} \int \left[ \frac{1}{2(\pi)^{1/2}} \right] \int_{-\infty}^{\infty} \frac{1}{1 + y^2} \exp\left[-\frac{(x - y)^2}{4t}\right]dy\;dx
\]

The integral on the right in the above equation has the value \(\pi\) regardless of the value of \(t\).

\[
\int \left[ \frac{1}{2(\pi)^{1/2}} \right] \int_{-\infty}^{\infty} \frac{1}{1 + y^2} \exp\left[-\frac{(x - y)^2}{4t}\right]dy\;dx = \pi.
\]

So the integrated NRF cross-section is

\[
\int \sigma_{\nu}(E)dE = \frac{\sigma_{\max}^0}{2} \Gamma \pi.
\]

As can be seen here, the integrated NRF cross-section is not affected by Doppler broadening. This result is very useful in the estimation of interaction rates, because the width of the NRF effective cross-section is so narrow that in most cases the flux of the incident photon can be approximated by a constant independent of the energy in the calculation. For a thin scatter, the NRF interaction rate can be derived as

\[
r = \int N\sigma_\nu(E)\phi(E)dE = N\phi(E_r)\int \sigma_{\nu}(E)dE = N\frac{\sigma_{\max}^0}{2} \Gamma \pi \phi(E_r)
\]

where \(N\) is the number of nuclei exposed to the photon beam.

In the derivation of the effective Doppler-broadened NRF cross-section, it was assumed that the velocity of the nuclei in the absorption material follows the Maxwell distribution. This is a good assumption in gaseous materials. However, usually materials
involved in NRF experiments are solids. In his study of neutron resonance, Lamb
pointed out that the effective cross-section in a solid has the same form as that in a
gaseous material at a higher temperature, as long as the solid may be treated as a Debye
continuum and that lattice binding is weak [90]. The ratio of the effective temperature to
the actual temperature is

$$\frac{T_{\text{eff}}}{T} = 3(T/\Theta)^3 \int_0^{\Theta/T} t^3 \left( \frac{1}{e^t - 1} + \frac{1}{2} \right) dt,$$

where $\Theta$ is the Debye temperature of the solid.

4.3 Sources in Nuclear Resonance Fluorescence Experiments

The natural width of an excited nuclear level is of the order of meV. Even after
Doppler broadening, the equivalent width of such a level is only several eV. Thus, only
photons with energies in the local vicinity of the resonant energy contribute to the
resonant excitation. One troublesome aspect of NRF is that the resonance emission
occurs at sufficiently lower energy than required for absorption. This means that one
cannot merely excite a sample of a material of interest and use its emissions as an
interrogating source. This will be discussed below.

4.3.1 Recoil Energy Loss

When the source nuclei can be considered to be free, the recoil energy of a mass
M after absorption or emission of a resonant photon of energy $E_r$ is:

$$\Delta E = \frac{E_r^2}{2Mc^2}$$
Thus the absorption line and the emission line are split by an energy of

\[ 2\Delta E = \frac{E_r^2}{Mc^2}, \]

shown in Figure 4.6. In the figure, \( \frac{E_r^2}{Mc^2} \) is the energy loss due to recoil. \( \Delta_r \) and \( \Delta_e \) are Doppler widths for the scattering photons and the incident photons, respectively. Different symbols were used in case the source and scatterer are at different temperatures.

For energy levels of \(^{238}\text{U}\) near 2.2 MeV, this splitting is 21.7 eV, which is much larger than the natural width of the levels (~ meV) and also larger than the Doppler width at room temperature (1.06 eV). Because of the recoil energy loss, the absorbing material is transparent to its own resonant photons. However, this also prevents a given isotope from being used as both excitation source and absorber.

![Figure 4.6 Relationship between absorption and emission lines when nuclei are free and at rest before absorption and emission.](image)
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The discussion above is based on the free recoil assumption. In order for this assumption to stand true, the binding between the nuclei has to be weak. The problem of free recoil in solid materials has been discussed by Lamb [90]. Experiments showed that this assumption is valid in most cases and it will be assumed to be true in the following.

For convenience, we separate radioactive isotope sources into two kinds. In the first kind, the mean lifetime of excited levels of the source nuclei is much longer than the time between consecutive collisions of nuclei with their surroundings. Thus, the source nuclei will be at thermal equilibrium with the surrounding particles before the emission of gamma rays. Because of energy losses due to recoil, this kind of isotope cannot serve as both source and target material in NRF experiments. The energy loss can be compensated by the centrifuge method or the thermal method discussed earlier. In the other kind of source, where the mean life of the excited level is not significantly longer than the time between consecutive collisions, emission of gamma rays happens before the nuclei reach thermal equilibrium. Some remaining momentum from previous processes leading to excited levels for the source nuclei (for example, beta decay) is left and can be helpful to compensate the energy loss due to recoil. This led to the Gordzins’ successful observation of NRF using Eu$_2$O$_3$ as both source and target [91], and Burgov and Terekhov’s success with $^{24}$Mg [92].

Radioactive isotope sources that can excite the resonance are rare because of the recoil energy loss. Their relevance to homeland security applications is very limited.
4.3.2 Nuclear Reactions as a Source

Nuclear reactions, such as neutron capture, can serve as a source of NRF photons. In solids and liquids, the average time between consecutive collisions of atoms is on the order of ps (10^{-12} s), although this time is much longer in gaseous materials. In nuclear reactions, because of the higher excitation energies of nuclear levels, the majority of gamma transitions have half lives shorter than 10^{-14} seconds. Thus, emission of gamma rays following these reactions will happen well before the recoiling nuclei reach thermal equilibrium with the surrounding particles, and the emission line will be broadened due to the Doppler effect. The line broadening following nuclear reactions is usually orders of magnitude larger than the value of energy loss due to recoil. Thus, NRF should be easily observable using these gamma rays as an excitation photon source. In fact, the Doppler broadening is so large that the excitation of levels in other nuclei becomes possible, as some fall in the energy range covered by the emission spectrum. For example, Rasmussen used the Doppler-broadened 4.43 MeV gamma radiation from the reaction $^{15}\text{N}(p,\alpha)^{12}\text{C}$ to measure the lifetimes of the 4.43 MeV level of C^{12} and the 4.46 MeV level of B^{11}[93].

4.3.3 Bremsstrahlung Sources

Nowadays, the most chosen excitation sources are electron bremsstrahlung x-ray sources. Bremsstrahlung x-rays have wide energy spectra, ranging from zero to the endpoint energy of the incident electrons. Thus, a single irradiation is capable of exciting multiple levels in the scatterer, as shown in Figure 4.7.
In his work, Schiff confirmed the possibility of observing NRF using bremsstrahlung sources with continuous energy distributions [71]. He also pointed out the severe background problem using this kind of source. The first successful NRF experiment using bremsstrahlung x-rays was performed by Hayward and Fuller in 1957. They successfully observed the resonant photons from the 15.1 MeV level in $^{12}$C using a 19 MeV electron bremsstrahlung source.

Bremsstrahlung x-ray sources are widely available these days. However, most of the electron accelerators can only work in pulse mode. A typical pulse mode LINAC can produce microsecond-wide electron pulses with a repetition rate of several hundred Hz. This equals to a duty cycle of 0.001%. Since nuclei return to ground state or lower excited states with very short half life ($\sim 10^{-14}$ second), resonance photons are emitted.
almost immediately after the excitation. Measurement of these photons is limited to the
time when the beam is active. The response time for regular spectroscopic systems is of
the order of a microsecond. Thus, the maximum count rate people can get using pulse
mode LINAC and traditional spectroscopic systems is usually the repetition rate of the
beam [55]. Considering the huge background caused by the off-resonant photons, this
counting rate is too low for time-constrained portal security applications. For this reason,
bremsstrahlung sources with much higher duty cycles are desired in NRF experiments.
Van de Graaff electron accelerators can work in DC mode, with a duty cycle of 100%.
This helps to get a reasonable counting rate with appropriate settings. Plus, the endpoint
ergy of these machines can be easily adjusted. Thus, it’s possible to set the endpoint
ergy close to the energy levels of interest. This will greatly lower the background in
NRF measurements generated by the down-scattering of the high-energy photons.
Recent successes in implementation of NRF techniques in homeland security applications
[37-38] all chose to use Van de Graaff electron accelerators working in DC mode.

Another feature of bremsstrahlung x-ray sources worth mentioning besides duty
cycle is the endpoint energy. As described earlier in this chapter, the width of the NRF
cross section is of the order of eV after Doppler broadening. On the other hand, the
energies of typical bremsstrahlung x-rays range from zero to several MeV. Thus, only a
tiny portion of the spectrum contributes to the excitation process. Off-resonant photons
bring nothing but background and unnecessary dosage. When measuring resonant
photons at a backscattering angle, the main sources of the background are: 1) multiple
scattered photons with higher initial energies; 2) bremsstrahlung x-rays generated by high
energy electrons produced in the scattering material by incident photons; 3) elastically
scattered photons. Keeping the endpoint energy of the beam within 1 MeV of the energy levels of interest can greatly reduce the background in NRF measurements.

4.4 Detection Schemes

As mentioned in section 4.1, there are two detection schemes commonly used in NRF experiments: the scattering method and the self-absorption method. In this section, these two methods are discussed.

4.4.1 The Scattering Method

A typical experimental scattering setup is shown in Figure 4.1: the incident irradiation is tightly collimated so that nothing else but the sample is irradiated by the beam. A detector with adequate energy resolution is placed at a backscattering angle, also narrowly collimated so that it only sees the sample. When using bremsstrahlung sources, collimation and shielding are extremely important in this kind of experiment, because scattering from surrounding objects could significantly degrade the signal to noise ratio, where the enormous counting rate of off-resonant photons can saturate the detector even at a very low resonant photon flux.

As derived in section 4.2.3, the pure resonance (ground -> excited level -> ground) NRF reaction rate for a thin scatterer can be written as

$$r = \int N\sigma_D(E)\phi(E)dE = N\phi(E_r)\int\sigma_{rr}(E)dE = N\frac{\sigma_{\text{max}}^0\Gamma}{2}\phi(E_r),$$
where $N$ is the number of nuclei exposed to the beam, and $\phi(E_r)$ is the flux of photons at resonant energy $E_r$. This reaction rate is independent of the Doppler width of the absorption line.

In cases where the excited levels de-excite to an interim level instead of the ground level, the reaction rate can be re-written as

$$r = \int N\sigma_D(E)\phi(E)dE = N\phi(E_r)\int \sigma_D(E)dE = N\sigma_{\text{max}}^0\frac{\pi}{2} \left(\frac{\Gamma_0\Gamma_j}{\Gamma}\right)\phi(E_r),$$

where $\Gamma_0$ is the partial width for the gamma transition to the ground state and $\Gamma_j$ is the partial width for the gamma transition to the interim final level.

In homeland security applications, the parameters for the gamma transition and the nuclear levels are usually well known. What the detector system ideally measures is the count rate of the emitted resonant photons. Thus, if the shape and intensity of the incident beam is known beforehand, the number of nuclei of interest exposed to the beam can be determined using the equations given above. However, there is no easy way to directly measure the energy distribution of the incident x-rays. This limits the scattering method to just detection and isotope identification, which is sufficient for this application.

The situation gets complicated when the sample can no longer be considered as a thin scatterer. This happens when $nD\sigma_D(E_r)$ is not much smaller than unity. Here, $n$ is the particle density in the sample, $D$ is the thickness of the sample along the beam direction, and $\sigma_D(E_r)$ is the peak value of the NRF cross section. Under these conditions, the resonant photon flux at a certain depth in the sample will differ from that at the surface, plus the shape of the beam will vary at different thicknesses as well. In order to calculate the number of nuclei of interest exposed to the beam, the isotope
content of the sample would be required. This, however, is unknown and is exactly what people are trying to measure in homeland security applications. Also, since the NRF cross section is large, resonant photons will be depleted beyond a small thickness. Material beyond this thickness makes no contribution to the resonance process, but will produce background in the measurement results.

4.4.2 Self-absorption Method

A typical self-absorption experiment is shown in Figure 4.2. A notch detector is located out of the beam and is pointed at a sample of the isotope of interest at a backscattering angle, measuring the resonant photons scattered by this sample.

In the simplest case, both the absorber and the scatterer can be considered as thin.

The count rate with and without the absorber in the beam can be written as follows:

With thin absorber:

\[
 r(d_A) = \int (1 - n_A d_A \sigma_{\text{abs}}(E)) \phi(E) n_S d_S \sigma_D(E) dE \\
= \phi(E_0) \int (1 - n_A d_A \sigma_{\text{abs}}(E)) n_S d_S \sigma_D(E) dE
\]

Without thin absorber:

\[
 r(0) = \int \phi(E) n_S d_S \sigma_D(E) dE = \phi(E_0) \int n_S d_S \sigma_D(E) dE,
\]

where \( n_S \) and \( n_A \) are the particle density in the scatterer and absorber; \( d_S \) and \( d_A \) are the thickness of the scatterer and absorber in the beam direction, \( \sigma_D(E) \) is the NRF cross section with Doppler broadening, and \( \sigma_{\text{abs}}(E) \) is the total absorption cross section for the absorber.

The fraction change in the count rate \( R \) is defined as
\[ R = \frac{r(0) - r(d_A)}{r(0)} = \frac{\int n_A d_A \sigma_{abs}(E)n_S d_S \sigma_{D}(E)dE}{\int n_S d_S \sigma_{D}(E)dE} = \frac{n_A d_A \int \sigma_{abs}(E)\sigma_{D}(E)dE}{\int \sigma_{D}(E)dE} \]

This value is independent of the resonant photon flux intensity and is proportional to the number of nuclei of interest present in the absorber.

For thick samples, the situation is much more complicated. Most systems under development for homeland security applications target mainly the detection and identification of SNM, instead of quantification [37-38, 79].

4.5 Modification of MCNP5 to Include NRF Interaction

Nuclear Resonance Fluorescence is not included in any standard Monte Carlo code up to now. To better understand the feasibility of utilizing this technique in detection of SNM for homeland security applications, an effort has been made to include this reaction in MCNP5 simulations.

There are two subroutines in the source code of MCNP5 which need to be modified to include NRF interactions in the simulation, ‘photot.F90’ and ‘colidp.F90’. In subroutine ‘photot.F90’, the code reads cross section data files and gives out photon-atomic reaction cross sections (photoelectric, coherent and incoherent scattering, pair production, and total cross section) at current photon energy for each nuclide in the current cell by interpolation of values on a coarse energy grid provided by the database.

There is no complete cross section database available for NRF interactions. The NRF interaction cross section can be described very well using the Breit-Wigner formula as described in previous sections. In this modification the cross section was approximated
using a Gaussian function or a hat-top function for simplicity and reduced computational load. The calculation results were recorded and added to the value of the total cross section, shown in Figure 4.8.

![Figure 4.8 Modification of subroutine photot.F90](image)

In subroutine 'colidp.F90', the code samples nuclides (based on total cross section) and type of interaction (based on partial cross sections). If the nuclide of interest is chosen, and the NRF reaction is sampled, the photon is re-emitted in all directions with an energy that equals the incident energy minus recoil energy loss. A few assumptions have been made here. First, the resonant photon is assumed to be emitted isotropically. This is true for odd-A nuclei, but not an accurate approximation for even-A nuclei. Second, the excited nuclei are assumed to de-excite only to the ground state. Third, the excited nuclei are assumed to reach thermal equilibrium before emission of resonant photons. In solids, this is a reasonable assumption for levels with lifetime significantly longer than $10^{-14}$ second. Otherwise, the emission photons will carry some memory of the preceding process leading to the excited state, i.e., absorption of incident photons in this case. To get better counting statistics, the width of the cross section peak was broadened to 1 keV from its real value around 1 eV. This would greatly decrease the computation
time without affecting the shape of the resulting spectrum, because the cross section of
the photon-atomic interaction is essentially flat over this small energy range.

Simulations have been run and an obvious difference can be observed with or
without the isotope of interest present in the beam. The setup of the simulation is shown
in Figure 4.9 below for a self-absorption experiment.

![Figure 4.9 Setup of the MCNP5 simulation](image)

Without the NRF feature enabled, we expected the transmission detector to give
out a fairly flat spectrum in the energy range of interest, because in such a narrow range
(around 2 MeV, several keV wide), the cross section for atomic reaction doesn’t change
much at all. However, with the NRF feature enabled, a notch in the transmission
spectrum is expected, simply because the cross section of NRF changes abruptly within a
narrow energy region. The spectra recorded by the transmission detector with or without
the NRF feature enabled are shown in Figure 4.10 below.
Figure 4.10 Spectra recorded by the transmission detector

If the NRF feature is enabled in the first step, a notch will be created by the 2 cm $^{238}$U sample in the beam, as shown in Figure 4.10. Thus, a decrease in the count of resonant photons is expected in the notch detector. On the other hand, if no SNM was excited in the beam, the transmission spectrum would be flat, and a resonant peak should be present at the resonant energy above a very low background in the spectrum measured by the notch detector. The results of the simulation were shown below, in Figure 4.11.
A more accurate treatment of the cross section can be implemented in further development. Further, a more realistic angular distribution of the scattered photons after NRF will be essential for applications relying upon the angular discrimination.

### 4.6 NRF Experiments

A series of NRF experiments were performed at the Radiation Laboratory of the University of Notre Dame. The lab is equipped with a Van de Graaff electron accelerator, with 100% duty cycle (DC beam) and an endpoint energy adjustable up to 3 MeV. The beam current in the DC mode can be set to as high as 200 $\mu$A. Bremsstrahlung x-rays generated by energetic electrons being stopped by a 1 mm thick tungsten converter were
used as the interrogation source in these NRF experiments. Resonant peaks from various samples were sought using both a LaCl$_3$ detector and an HPGe detector.

4.6.1 Photon Source

As discussed in section 4.3.3, in NRF experiments, high intensity, large duty cycle and adjustable endpoint energy are preferred when bremsstrahlung sources are used. Van de Graaff electron accelerators fall in this category. The machine available at the Radiation Laboratory of the University of Notre Dame is shown in Figure 4.12. The NRF experiments were set up to use the 90 degree port, marked in the picture.

Figure 4.12 3 MeV Van de Graaff electron accelerator at the Radiation Laboratory of the University of Notre Dame

This accelerator can produce an electron beam with 100% duty cycle. The energy of this beam is adjustable up to 3 MeV. The beam current in DC mode can be set as high
as 200 µA. However, it is usually set to around 100 µA in order to keep the temperature of the electron radiator low.

Unfortunately, there was a problem with the electron beam alignment (most likely caused by malfunctioning focusing magnets) when the first set of NRF experiments was performed. Instead of evenly distributing electrons over the beam cross section, the energetic electrons concentrated on two bright points, as shown in Figure 4.13. The points are so separated that the tungsten bremsstrahlung converter (1 inch by 1 inch) was not big enough to cover both of them. This caused a loss of half of the beam current. When one point was directed to hit the center of the converter, the other one hit the wall of the beam pipe and produced background. This irregular distribution of electrons across the beam cross section likely caused the MCNP simulation results to deviate from the measurement results, as shown below.

![Bright points of electrons](image)

Figure 4.13 The uneven distribution of electrons across the beam cross section

A new target stage was needed to convert the energetic electrons to bremsstrahlung x-rays. In order to maximize the production of bremsstrahlung x-rays, materials with high density and high atomic number were considered for the converter.
Also, the converter needed to withstand the heat generated during the process, so the ideal material should have a high melting point as well. For machines operating with high power such as this, an additional cooling system was deemed necessary. Tungsten is a widely used material for a bremsstrahlung converter. It has a density of 19.25 g/cm³ and a high atomic number of 74. The melting point of tungsten is 3695 K.

The bremsstrahlung converter needed to be thick enough to stop virtually all the 3 MeV electrons. Otherwise, ozone will be produced in the test hall. The simulation result of electron tracks in tungsten using CASINO code [95] is shown in Figure 4.14. Based on the simulation results, a 1 mm thick tungsten slab is sufficient to stop the 3 MeV electrons.
The target stage needed to be able to dissipate the heat generated during the bremsstrahlung process. Assuming the beam current is set to 100 µA and the beam size is 1 cm by 1 cm, the power delivered onto the converter by the beam is 300 W/cm², if all the energy is deposited in form of heat. Since bremsstrahlung x-rays will carry some energy out, this is a conservative estimate. In order to dissipate this heat, a water cooling system was implemented in the target stage design. The design is shown below in Figure 4.15. Cooling water was passed through the u-shaped cooling pipe during the
experiments to keep the base cool. Nitrogen was used to sweep oxygen out of the gap between the tungsten target and the beam window, in order to reduce ozone production.

Figure 4.15 Target stage and the design drawing (unit: inch)

The cooling capability of this design was calculated using COMSOL [96]. The results are shown below in Figure 4.16. Assuming the temperature of the cooling water is 300 K and the rate of flow is 5 m/s in the pipe, the calculation predicted a maximum temperature of 380 K at the center of the converter. The calculation also showed no sign of deformation damage.
A MCNP5 simulation was performed to estimate the flux of resonant photons produced by this target stage. The setup of the simulation is shown below in Figure 4.17.

Figure 4.16 Temperature distribution calculated using COMSOL

Figure 4.17 MCNP5 simulation of the target stage
The size of the electron beam was assumed to be 1 cm$^2$. Simulation results predicted that the flux on the beam axis at a distance of 22 inches from the converter is $3.2 \times 10^7/(eV \cdot cm^2 \cdot s)$ at 2.1-2.2 MeV.

### 4.6.2 Detectors

In the experiments performed at the Radiation Laboratory of the University of Notre Dame, two detectors were used to measure resonant photon spectra: a 1.5 inch by 1.5 inch LaCl$_3$ scintillation detector and an HPGe detector with 90% relative detection efficiency compared to a 3 inch by 3 inch NaI detector.

The LaCl$_3$ scintillation detector has a very fast decay constant of 28 ns. Together with the digital spectroscopic systems described in Chapter 3, it can measure energy spectra at a counting rate as high as $10^6$ cps with no dead time and little degradation of energy resolution, as shown in section 3.2.3. However, because of its small size, this LaCl$_3$ scintillation detector has fairly low detection efficiency. Its volume is only 1/8 of that of a 3 inch by 3 inch NaI detector. Thus, the solid angle it occupies is ¼ of what a 3 inch by 3 inch NaI would have at the same distance. An MCNP5 simulation showed that the intrinsic total efficiency falls to about 60 % of what it is for a 3 inch by 3 inch NaI detector for photons with energy around 2 MeV. The energy resolution of the LaCl$_3$ detector (4% at 662 keV) is high compared with other scintillation detectors, e.g. NaI detectors (6% at 662 keV). However, this resolution is a significantly worse than the ~0.2% HPGe detectors can provide. In NRF experiments, since the resonant photons have a very narrow energy spread while the background noise is continuous, signal to noise ratio (SNR) is inversely proportional to the energy resolution of the detector. Thus,
the spectra measured by the LaCl$_3$ detector will have a SNR which is worse than that measured by HPGe detectors. In homeland security applications, the SNR is directly related to the measurement time required to achieve a certain false positive/negative error rate [79]. Thus, a degraded SNR means that a longer measurement time is required if a certain error rate is to be achieved.

On the other hand, HPGe detectors offer the best energy resolution among commonly available photon detectors. The one used in our NRF experiments is the ORTEC GEM90. It offers a relative detection efficiency of 90% when compared to a 3 inch by 3 inch NaI detector. The energy resolution is claimed to be 2 keV at 1.33 MeV. However, the best resolution that was obtained with our unit is 3.2 keV at 1.33 MeV, shown in Figure 4.18 below.

![Figure 4.18 Co-60 gamma ray spectrum measured with an ORTEC GEM90 detector. The energy resolution at 1.33 MeV is 3.2 keV](image-url)
The disadvantage of using HPGe detectors in NRF experiments is the slow processing time for each event. Since the shape of the output signal from the HPGe detectors varies according to the interaction position, the time constant of the shaping amplifiers used with HPGe detectors is usually set to a value close to the maximum of the charge collection time, which is of the order of a microsecond for a crystal as big as the GEM90. Plus, conventional spectroscopic systems usually have a processing time of several microseconds following each event. With the pile-up rejection feature enabled, this limits the maximum throughput rate to less than $10^5$ cps. In addition, the energy resolution (FWHM) of HPGe detectors rises roughly linearly with the count rate up to around $10^5$ Hz [97]. As discussed above, good energy resolution is essential in NRF experiments. In order to get an adequate SNR, a common rule is to keep the dead time below 10% in each measurement. This results in a maximum counting rate of $10^4$ cps for our system (ORTEC GEM90 detector and ORTEC 926 MCA).

4.6.3 Scattering Experiments

A series of scattering experiments was performed at the Radiation Laboratory of the University of Notre Dame, using both the LaCl$_3$ detector and the HPGe detector described in the previous section. Resonant peaks from various samples were sought.

4.6.3.1 Scattering Experiments using a LaCl$_3$ detector

The schematic of the experimental setup is shown below in Figure 4.19.
In these experiments, the bremsstrahlung x-rays generated by the 3 MeV Van de Graaff accelerator were collimated down to a 2 by 2 inch beam. The scatterer is located in the beam, 22 inches away from the bremsstrahlung converter. The LaCl$_3$ detector is shielded by 8 inches lead on each side, and 6 inches on top and bottom. A 1 inch thick lead sheet was put in front of the detector to block low-energy photons. Power supply and signal wires ran through the back of the detector shielding. The shield in the backward direction was 4 inches of lead. The detector was located 8 inches from the scatterer, at a backscattering angle of 120 degree, as shown in Figure 4.17. Pictures of the actual setup are shown in Figure 4.20.
The spectroscopic system used in these experiments includes a pre-amplifier (ORTEC 113), a shaping amplifier (ORTEC 571), and a Multi-Channel Analyzer (AMPTEK MCA-8000A). The input capacitance of the pre-amplifier was set to 0 pF. The shaping time of the shaping amplifier was set to 1 µs. The coarse gain was set to 100 and the fine gain was set to 0.7.

The beam current was chosen to be 120 µA in these experiments. With the shielding configuration described above, dead time in the spectroscopic system was less than 10% even for a dense scatterer like our 109 g depleted uranium rod.
A. NRF experiments with BN sample using the LaCl$_3$ detector.

The first set of experiments was performed to investigate the 2.12 MeV level in $^{11}$B. The 2.12 MeV level in $^{11}$B has a half life of 3.8 fs (i.e., a width of 173.2 meV) and a total angular momentum of -1/2. The peak NRF absorption cross section for the magnetic dipole transition between the ground level (angular momentum = -3/2) and the 2.12 MeV level can be calculated using the Breit-Wigner formula, as discussed in previous sections.

$$\sigma_{\text{max}}^0 = 2\pi \hbar^2 \frac{2J_1 + 1}{(2J_0 + 1)} = 2\pi \left( \frac{0.0058 A}{2\pi} \right)^2 \frac{2 \times 1/2 + 1}{2 \times 3/2 + 1} = 267.7 \text{ barn}$$

The integral cross section is

$$\int \sigma_{\nu}(E)dE = \frac{\sigma_{\text{max}}^0 \Gamma \pi}{2} = 72.83 \text{ barn} \cdot \text{eV}$$

The Doppler width at room temperature for the $^{11}$B sample can be calculated as follows:

$$\Delta = \frac{E}{c} \sqrt{\frac{2kT}{M}} = \frac{2.12 \text{ MeV}}{c} \sqrt{\frac{2 \times 26 \text{ meV}}{11 \times 1.67 \times 10^{-27} \text{ kg}}} = 4.96 \text{ eV}.$$ 

Thus the shape of the cross section can be approximated using a top hat function with an amplitude $\sigma_{D} = 7.34 \text{ barn} (= 72.83 \text{ barn} \cdot \text{eV} / (2\Delta))$ and a width of 9.92 eV (= 2\Delta), shown below in Figure 4.21.
The total photon-atomic cross section in BN was estimated to be 1.78 barn at 2.12 MeV [98]. Thus, the NRF interaction dominates in the vicinity of the resonant energy, as we show next.

The scatterer used in this experiment was a 2×2×3 inch BN sample. The density of the BN sample is 1.9 g/cm$^3$, and the natural abundance of $^{11}$B is 80%. Thus, the number of $^{11}$B nuclei contained in this sample is $1.0 \times 10^{25}$. The attenuation coefficient for NRF interactions can be calculated as

$$\tau_{\text{res}} = \rho_{^{11}\text{B}} \sigma_D = 0.27 \text{cm}^{-1},$$
where $\rho_{11B}$ is the particle density for $^{11}$B in the sample, and $\sigma_D$ is the amplitude of the Doppler broadened NRF cross section. In comparison, the attenuation coefficient for atomic interactions can be calculated as

$$\tau_i = \rho_{\text{at}} \sigma_i = 0.08 \text{ cm}^{-1},$$

about a factor of 3 smaller than NRF.

For a 2 inch thick sample, the probability for a resonant photon to escape without NRF interactions or atomic interactions is

$$p_e = \exp(- (\tau_{\text{res}} + \tau_i) d) = 0.17.$$  

Since the beam size was collimated down to 2x2 inches, the interaction rate in the sample is estimated to be

$$\dot{R} = \phi \cdot 2 \Delta \cdot S (1 - p_e) \frac{\tau_{\text{res}}}{\tau_{\text{res}} + \tau_i}$$

$$= 3.2 \times 10^3 \text{/(eV cm}^2\cdot\text{s)} \times 2 \times 4.96 \text{ eV} \times 4 \text{ inch}^2 (1 - 0.17) \frac{0.27}{0.27 + 0.08}$$

$$= 5.2 \times 10^4 / \text{s}$$

If some degree of beam divergence at the tangent existed, the actual beam current $\phi$ would be lower than the value used in the above equation. This makes the reaction rate given here an overestimation.

Here, absorption by photon-atomic interactions was ignored, since the NRF interaction dominates for resonant photons, as discussed above. The resonant photon flux is taken from the simulation mentioned in section 4.5.1.

The solid angle occupied by the LaCl$_3$ detector is:

$$\Omega = \frac{S}{d^2} = 0.0088\pi.$$  

The attenuation of resonant photons by the 1 inch lead window is:
\[
\exp(-\mu t) = \exp(-11.3 \text{ g/cm}^3 \times 4.6 \times 10^{-2} \text{ cm}^2 / \text{ g} \times 2.54 \text{ cm}) = 0.27,
\]
where the value for the attenuation coefficient is taken from reference [98].

The intrinsic peak efficiency for a 1.5×1.5 inch LaCl\textsubscript{3} detector was estimated to be \( \varepsilon_{ip} = 0.05 \) near 2 MeV, based on an MCNP5 simulation.

Thus, the predicted counting rate under the resonant peak is

\[
r' = R \frac{\Omega}{4\pi} \varepsilon_{ip} \exp(-\mu t) = 5.2 \times 10^4 \times \frac{0.0088\pi}{4\pi} \times 0.05 \times 0.27 = 1.5 \text{ cps}.
\]

Some assumptions made in the foregoing derivation are:

1) The resonant photons are emitted isotropically. This is a reasonable assumption for nuclei with odd atomic number.

2) No attenuation of resonant photons in the sample was considered.

A Monte Carlo simulation was performed using our modified version of MCNP5 to predict counting rate in the detector as well. The incident photons were assumed to be evenly distributed in an energy range from \( E_r - 10 \text{ eV} \) to \( E_r + 10 \text{ eV} \), where \( E_r \) is the resonant energy. Further, the photons are assumed to be distributed evenly over a 2×2 inch beam cross section. The NRF cross section was approximated using the top hat shape shown in Figure 4.21. Simulation showed that the probability for these photons to be recorded in the detector is \( 8.6 \times 10^{-6} \). The resonant photon flux was estimated to be \( 3.2 \times 10^2 \, \text{(eV} \cdot \text{cm}^2 \cdot \text{s}) \) from the simulation described in section 4.5. Thus, the interaction rate can be calculated as

\[
r' = 8.6 \times 10^{-6} \times 3.2 \times 10^2 \, \text{(eV} \cdot \text{cm}^2 \cdot \text{s}) \times 20 \text{ eV} \times 4 \text{ inch}^2 = 1.4 \text{ cps}
\]
This value is very close to the estimation given by the analytical method above.
Two 40-minute measurements were performed. One measurement was made with the BN sample in the beam and the other without. The results are shown below in Figure 4.22.

Figure 4.22 Measurement results from NRF experiments using a BN sample.

The 2.12 MeV resonant peak from NRF of the $^{11}$B nuclei stands out clearly from the background. The total count rate was about 5000 cps for both measurements. The dead time for these measurements was less than 3%. The net rate under the photopeak was measured to be $0.19 \pm 0.01$ cps. The signal to noise ratio was 2.27.

As observed here, the measured counting rate is significantly smaller than the prediction given by either the analytical method or the Monte Carlo method. The primary reason is likely the inaccurate modeling of the electron beam in both methods, as described earlier in section 4.6.1 and which accounts for a factor of $\sim 2$. Another possible
reason is the beam depletion inside the BN sample. The flux of the resonance photon decreases rapidly along the beam path inside the sample. The MCNP simulation gave the average flux on the front side of the sample. And the equation used above assumes a thin sample geometry. These could have overestimated the reaction rate and account for a factor of ~4. More accurate estimation can be achieved by simulating resonant photon flux as a function of depth inside the sample and using a thick sample model to calculate the reaction rate. The hump around 1.5 MeV and the structure above 2 MeV are produced by the inherent radioactivity of the LaCl$_3$ crystal. High energy radiations (gamma rays, alpha particles) emitted by impurities in the LaCl$_3$ crystal [99] add background counts to those from multiple scattering, coherent scattering, and bremsstrahlung of high energy electrons generated in the sample by the incident x-rays.

In summary, the results given by the analytical method and the Monte Carlo method are close. This confirms that absorption of the resonant photons after de-excitation, which is not included in the analytical method, is not significant in our relatively small samples. Although the predicted count rate was substantially below what was expected, the NRF peak could be clearly seen using the LaCl$_3$ detector and conventional pulse processing equipment.

**B. NRF experiments with Al sample using the LaCl$_3$ detector**

This set of experiments was performed to investigate the 2.21 MeV level in $^{27}$Al. The 2.21 MeV level in $^{27}$Al has a half-life of 26.4 fs (i.e. a width of 24.9 meV) and a total angular momentum of +7/2. The transition between this level and the ground level (angular momentum = +5/2) is a blend of magnetic dipole and electric quadrupole
processes. The peak NRF absorption cross section can be calculated using the Breit-Wigner formula as discussed in previous sections.

$$\sigma_{\text{max}}^0 = 2\pi \frac{J_f + 1}{(2J_0 + 1)} = 2\pi \left( \frac{0.0056 A}{2\pi} \right)^2 \frac{2 \times 7/2 + 1}{2 \times 5/2 + 1} = 665.5 \text{ barn},$$

and the integral cross section is

$$\int \sigma_\nu(E)dE = \frac{\sigma_{\text{max}}^0 \Gamma \pi}{2} = \frac{665.5 \text{ barn} \times 24.9 \text{ meV} \times \pi}{2} = 26.03 \text{ barn} \cdot \text{ eV}.$$

The Doppler width at room temperature for the $^{27}$Al sample can be calculated as follows:

$$\Delta = \frac{E}{c} \sqrt{\frac{2kT}{M}} = \frac{2.21 \text{ MeV}}{c} \sqrt{\frac{2 \times 26 \text{ meV}}{27 \times 1.67 \times 10^{-27} \text{ kg}}} = 3.3 \text{ eV}.$$

Thus, the shape of the cross-section can be approximated using a top hat function with an amplitude of $3.94 \text{ barn} = \frac{26.03 \text{ barn} \cdot \text{ eV}}{(2\Delta)}$ and a width of 6.6 eV, shown as follows in Figure 4.23.
The total photon-atomic cross section in a natural aluminum sample was estimated to be 1.95 barn at 2.21 MeV [98]. The NRF interaction cross section is comparable to that of the photon-atomic interaction, but does not dominate as in the BN sample, shown in Table 4.1.

Table 4.1 Comparison of photon atomic interaction vs. NRF interaction near the resonant energies in BN and Al samples.

<table>
<thead>
<tr>
<th></th>
<th>Photon atomic cross section at resonant energy (barn)</th>
<th>NRF cross section after Doppler broadening (top hat approximation) (barn)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BN</td>
<td>1.78</td>
<td>7.34</td>
</tr>
<tr>
<td>Al</td>
<td>1.95</td>
<td>3.94</td>
</tr>
</tbody>
</table>
The scatterer used in this experiment was a 3×3 inch Al cylinder. The density of the Al sample is 2.7 g/cm^3, and the natural abundance of $^{27}$Al is 100%. Thus, the number of $^{27}$Al nuclei contained in this sample is $2.1 \times 10^{25}$.

The attenuation coefficient for NRF interactions can be calculated as

$$\tau_{\text{res}} = \rho \sigma = 2.1 \times 10^{25} \cdot \frac{1}{(\pi \times (1.5'')^2 \times 3'')} \times 3.94 \text{ barn} = 0.24 \text{ cm}^{-1}.$$  

The attenuation coefficient for photo-atomic interactions can be calculated as

$$\tau_{\text{atom}} = \rho \sigma_{\text{atom}} = 2.1 \times 10^{25} \cdot \frac{1}{(\pi \times (1.5'')^2 \times 3'')} \times 1.95 \text{ barn} = 0.118 \text{ cm}^{-1}.$$  

For a 3 inch thick sample, the probability for a resonant photon to escape without an NRF interaction or a photo-atomic interaction with $^{27}$Al nuclei is

$$p_e = \exp\left(-\left(\tau_{\text{res}} + \tau_{\text{atom}}\right)d\right) = 0.065.$$  

The net interaction rate of resonant photons for the 2×2 inch beam is

$$R = \phi \cdot 2 \Delta S (1 - p_e) \frac{\tau_{\text{res}}}{\tau_{\text{atom}} + \tau_{\text{res}}} \times \frac{0.24}{0.24 + 0.118} = 3.4 \times 10^4 \text{ cm}^{-2} \cdot \text{sr}.$$  

Following the same route as for the BN sample, the predicted counting rate under the resonant peak is

$$\dot{r} = \frac{R \cdot \Omega}{4\pi} \cdot \epsilon_{\text{ip}} \cdot \exp(-\sigma) = 1.01 \text{ cps}.$$  

A similar Monte Carlo simulation was performed to predict the counting rate in the detector as well. Simulation showed that the probability for these photons to be recorded in the detector is $7.2 \times 10^{-6}$. The resonant photon flux was estimated to be
$3.2 \times 10^2 / (eV \cdot cm^2 \cdot s)$ from our earlier simulation. Thus, the detector photopeak count rate can be calculated as

$$r' = 7.2 \times 10^{-6} \times 3.2 \times 10^2 / (eV \cdot cm^2 \cdot s) \times 20 eV \times 4\text{inch}^2 = 1.17 \text{ cps}.$$  

Two 40-minute measurements were performed. One measurement was with the Al sample in the beam and the other without. The results are shown below in Figure 4.24.

![Figure 4.24 Measurement results from NRF experiments with Al sample.](image)

The 2.21 MeV resonant NRF peak of the $^{27}$Al nuclei can be distinguished from the background. The total count rate was about $10^4$ cps and the dead time was 4.5% for the measurement with Al sample in the beam. The net rate under the photopeak was 0.1 ± 0.06 cps. The signal to noise was 0.62. Possible reasons for the inferior SNR are: 1) more scattering of off-resonant photons into the photopeak because of the higher electron density in the Al sample; 2) slightly worse energy resolution at the higher energy; 3)
more fluctuation in counts from impurities in the LaCl$_3$ detector [98] because the $^{27}$Al resonant peak is located right on top of the high energy structure in the spectrum. Ideally, the third reason can be overcome by taking a longer measurement.

Again, the counting rate given by the analytical method and the Monte Carlo method are close, but both of them over-predicted the counting rate by a factor of $\sim 10$ due to problems with the focus of the electron beam.

**C. NRF experiments with DU sample using the LaCl$_3$ detector**

Another set of experiments was performed to investigate the excited levels in $^{238}$U between 2.1 MeV and 2.5 MeV. These known levels are listed below, in Table 4.2. Data was taken from NNDC (National Nuclear Data Center) for ($\gamma$, $\gamma'$) reactions.

Table 4.2 Excited levels of interest in $^{238}$U

<table>
<thead>
<tr>
<th>$E_{level}$ (keV)</th>
<th>J</th>
<th>Width (eV)</th>
<th>$E_\gamma$ (keV)</th>
<th>$I_\gamma$</th>
<th>Transition</th>
<th>Final Level (keV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2468</td>
<td>1+</td>
<td>0.032</td>
<td>2423</td>
<td>50</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2468</td>
<td>100</td>
<td>M1</td>
<td>0</td>
</tr>
<tr>
<td>2410</td>
<td>1+</td>
<td>0.028</td>
<td>2365</td>
<td>54</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2410</td>
<td>100</td>
<td>M1</td>
<td>0</td>
</tr>
<tr>
<td>2295</td>
<td>1+</td>
<td>0.014</td>
<td>2250</td>
<td>59</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2295</td>
<td>100</td>
<td>M1</td>
<td>0</td>
</tr>
<tr>
<td>2245</td>
<td>1+</td>
<td>0.031</td>
<td>2200</td>
<td>47</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2245</td>
<td>100</td>
<td>M1</td>
<td>0</td>
</tr>
<tr>
<td>2209</td>
<td>1+</td>
<td>0.058</td>
<td>2164</td>
<td>55</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2209</td>
<td>100</td>
<td>M1</td>
<td>0</td>
</tr>
<tr>
<td>2176</td>
<td>1+</td>
<td>0.058</td>
<td>2131</td>
<td>52</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2176</td>
<td>100</td>
<td>M1</td>
<td>0</td>
</tr>
</tbody>
</table>

Here, we choose the level at 2.176 MeV as an example to illustrate how the counting rate was estimated.

The 2.176 MeV level in $^{238}$U has width of 58 meV and a total angular momentum of +1. The transition between this level and the ground level (total angular momentum =
0) is an M1 transition. It can also decay to the 45 keV level with a branching ratio of 1/3. Thus, the peak NRF absorption cross section can be calculated using the Breit-Wigner formula (section 4.2.1) as:

$$\sigma_{ab0}^0 = \frac{2\pi A}{2J_o + 1} \frac{\Gamma_o}{\Gamma} = 2\pi \left( \frac{0.0057 A}{2\pi} \right)^2 \frac{2 \times 1 + 1}{2 \times 0 + 1} \times \frac{2}{3} = 1034.2 \text{ barn},$$

and the integral cross section is

$$\int \sigma_{D}(E) dE = \frac{\sigma_{max}^0 \Gamma \pi}{2} = \frac{1034.2 \text{ barn} \times 58 \text{ meV} \times \pi}{2} = 94.2 \text{ barn} \cdot \text{ eV}.$$ 

The Doppler width at room temperature for the $^{238}\text{U}$ sample can be calculated as follows:

$$\Delta = \frac{E}{c} \sqrt{\frac{2kT}{M}} = \frac{2.176 \text{ MeV}}{c} \sqrt{\frac{2 \times 26 \text{ meV}}{238 \times 1.67 \times 10^{-27} \text{ kg}}} = 1.09 \text{ eV}.$$ 

Thus, the shape of the cross-section can be approximated using a top hat function with an amplitude of 43.2 barn ( = 94.2 barn·eV/(2×1.09 eV)) and a width of 2.18 eV, shown as follows in Figure 4.25.
Figure 4.25 $^{238}$U NRF cross section before (blue), after (green) Doppler broadening and the top hat approximation (red).

The total photon-atomic cross-section in the DU sample was estimated to be 19.4 barn at 2.176 MeV [98]. Comparison between BN, Al and DU samples is shown in Table 4.3.

Table 4.3 Comparison of photon atomic interactions vs. NRF interactions near the resonant energies in BN, Al and DU samples

<table>
<thead>
<tr>
<th></th>
<th>Photon atomic cross section at resonant energy (barn)</th>
<th>NRF cross section after Doppler broadening (top hat approximation) (barn)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BN</td>
<td>1.78</td>
<td>7.34</td>
</tr>
<tr>
<td>Al</td>
<td>1.95</td>
<td>3.94</td>
</tr>
<tr>
<td>DU</td>
<td>19.4</td>
<td>43.2</td>
</tr>
</tbody>
</table>
The scatterer used in this experiment was a 10 cm long DU rod with a diameter of 1 cm. The density of the DU sample is 19.1 g/cm$^3$. Assume it is UO$_2$ with 100% $^{238}$U. Thus, the number of $^{238}$U nuclei contained in this sample is $3.3 \times 10^{23}$.

The attenuation coefficient for NRF interaction can be calculated as

$$\tau_{\text{res}} = \rho \sigma = 1.82 \text{ cm}^{-1},$$

where $\rho$ is the particle density for $^{238}$U nuclei as well as UO$_2$ atoms.

The attenuation coefficient for the photo-atomic interaction can be calculated as

$$\tau_{\text{atom}} = \rho \sigma = 19 \text{ g/cm}^3 / (238 + 32) / (1.67 \times 10^{-24} \text{ g}) \times 19.4 \text{ barn} = 0.82 \text{ cm}^{-1}.$$

If the DU rod sample is oriented perpendicular to the beam, the probability for a resonant photon to escape without an NRF or photo-atomic interaction with $^{238}$U nuclei is

$$p_e = \exp(- (\tau_{\text{res}} + \tau_{\text{atom}}) d) = 0.07.$$

The flux of resonant photons at the sample surface is

$$\dot{R} = \phi \cdot 2 \Delta S (1 - p_e) \frac{\tau_{\text{res}}}{\tau_{\text{atom}} + \tau_{\text{res}}} = \frac{3.2 \times 10^2 / (eV \cdot \text{cm}^2 \cdot s) \times 2.18 \text{ eV} \times 5.08 \text{ cm}^2 \times (1 - 0.07) \times 1.82}{1.82 + 0.82} = 2.25 \times 10^3 / s.$$

Following the same route as for the Al sample, the predicted counting rate under the resonant peak is

$$r = \frac{\dot{R} \cdot \Omega \cdot \varepsilon_{\text{res}} \cdot \exp(-\tau)}{4\pi} \text{ cps} = 0.06 \text{ cps}.$$

The same MCNP5 simulation as performed earlier for BN and Al samples predicted a counting rate of 0.1 cps. In a similar 40-minute measurement, no resonant peaks were observed from the DU sample.
If the relationship between predicted and measured results observed in previous sections stands true here, the measured counting rate would be less than 0.01 cps. In a 40-minute measurement with the LaCl$_3$ detector used here, this equals 24 counts spread over 50 channels. This could easily be buried in the statistical variance in these channels. Thus, to increase the SNR, a detector with better energy resolution was needed.

4.6.3.2 Scattering Experiments Using a LaCl$_3$ detector and FPGA Based DAQ System

Similar experiments as described above were performed using the FPGA based DAQ system described in Chapter 3. In this digital DAQ system, the input signal was digitized and processed in real time. This can greatly decrease the processing time and increased the throughput rate of the spectroscopic system. Theoretically, this can either give better energy resolution (thus better SNR) than the analog system at the same input rate; or enable the spectroscopic system to operate at a higher input rate while maintaining the same energy resolution.

In this experiment, by carefully adjusting the detector to sample distance and the beam current, we were able to achieve roughly the same net count rate under resonant peaks, while getting slightly better SNR than the results from the analog system. The following spectra were taken with a beam current of 30 µA. The detector to sample distance was measured to be roughly 5 inches.

The result from the same BN sample used before is shown below in Figure 4.26.
The net count rate under the Boron resonance peak was 0.2 cps. The signal to noise ratio was calculated to be 3. The result with the Al sample and the Si sample is shown in Figure 4.27.
The SNR was calculated to be 3.2 for Si peak at 1.8 MeV and 0.68 for Al peak at 2.21 MeV. However, we were still not able to observe the NRF peak from our DU sample with this improved SNR. The measurement result with the thinned DU sample is shown in Figure 4.28.

![NRF measurement results with DU sample](image)

Figure 4.28 NRF measurement results with DU sample

4.6.3.3 Scattering Experiments using an HPGe detector

Similar experiments were also performed using an HPGe detector. The HPGe detector used in these experiments has some advantages over the LaCl$_3$ detector used in the previous experiments:

1) It has a much bigger volume (3×3 inch vs. 1.5×1.5 inch). This leads to a higher detection efficiency and higher peak-to-total ratio in the spectra measured. The intrinsic peak efficiency at 2 MeV is 16% [100], which is 3.2 times the value for the LaCl$_3$ detector used in previous experiments.
2) The energy resolution is 10 times better than the LaCl$_3$ detector (3 keV vs. 31.2 keV at 1.33 MeV). Better energy resolution gives better signal-to-noise ratio, as discussed in previous sections.

The setup of these experiments is similar to what was shown in Figure 4.19. However, the distance between the scatterer and the detector was increased to 10 inches. The HPGe detector (ORTEC GEM90) has an integrated preamp with a shaping time measured to be 40 µs. The first spectroscopic system used with the detector was the same as that used with the LaCl$_3$ detector. With a beam current at 120 µA, the system couldn’t function because of severe pile-up. We were also forced to lower the beam current to accommodate the long shaping time and processing time following each detected event in the spectroscopic system used with the HPGe detector. The spectrum shown below in Figure 4.29 was measured with a beam current of 30 µA for 13 minutes, using the same BN sample as in the previous section.
The count rate was $2.2 \times 10^2$ cps and the dead time was 11%. The resolution at 1.33 MeV was measured to be 15 keV, which is far worse than the best resolution we have observed (3 keV). This degradation was caused by the slow processing time of the analog system. At such a high count rate, there wasn’t enough time for the signal to fully return to the baseline before the next pulse came in.

Even with a much lower beam current, the count rate under the photo-peak was still measured to be higher than what was observed in previous experiments using the LaCl$_3$ detector (0.48 cps vs. 0.19 cps). This was attributed to a higher detection efficiency and peak-to-total ratio. The SNR improved to 4.65, compared with 2.27 using the LaCl$_3$ detector.

A 5-minute spectrum was measured with the Al sample. The result is shown below in Figure 4.30.
Although the spectrum was measured under the same conditions (geometry and beam current were kept the same) as the BN, the count rate was higher ($5.8 \times 10^8$ cps) and the dead time was longer (24%), because the Al sample has a greater electron density, thus more scattering. The resolution at 1.33 MeV was measured to be 20 keV. The count rate under the photo-peak was 0.32 cps and the SNR was measured to be 2.09.

As can be observed, utilizing the HPGe detector greatly improved the performance of the detection system. Both detection efficiency and SNR were significantly improved. However, we still failed to observe NRF peaks from $^{238}$U using this much-improved system, even with a bigger sample (3 inch by 3 inch by 1 inch DU block). The primary reasons for this are that the DU sample is so dense that background in the high energy range is significant (caused by multiple scatterings in the sample), bremsstrahlung x-rays produced by high energy electrons knocked off DU atoms by high
energy incident photons, and coherent scattering. If these kinds of background can be somehow decreased, this will improve SNR.

Compared to the shape of the NRF cross section, the background spectrum varies much more slowly as a function of energy. Thus, by improving the energy resolution, we can improve the SNR. One source of background at higher energies is the pile-up of low-energy pulses, which are so close to each other that the spectroscopic system cannot resolve them, taking them as a single pulse with much higher amplitude. The background caused by pile-up can be significantly decreased by utilizing the pileup rejection (PUR) function included in the shaping amplifier. The PUR output from the shaping amplifier prevents the MCB from processing pulses when pile-up occurs. So to reduce the effects of pileup, we lowered the beam current and employed pileup rejection to see if this was significant.

The following spectrum shown in Figure 4.31 for the BN sample was measured with a beam current of 20 $\mu$A, with the PUR function enabled. The measurement time was 10 minutes and the counting rate was only 854 cps. The energy resolution at 1.33 MeV was 3 keV. The net count rate under the photo-peak was measured to be 0.13 cps.
Figure 4.31 Spectrum from the BN sample measured by the HPGe detector at 20 µA with the PUR enabled.

This measurement showed that the spectroscopic system can give excellent performance at low count rates with the PUR enabled. Under the same conditions, a measurement was performed with a thinner DU sample (3 inch by 3 inch by 0.1 inch slab) and PUR enabled. The result is shown below in Figure 4.32. The count rate was $2.3 \times 10^3$ and the resolution at 1.33 MeV was measured to be 3 keV. The measurement time was 5.8 hours. Figure 4.33 shows the details of the region of interest (2.1 – 2.5 MeV).
Figure 4.32 Spectrum from the DU sample measured by the HPGe detector (region of interest is marked)

Figure 4.33 Details of the ROI in the DU spectrum [see Table 4.2]
The NRF peaks from transitions of the $^{238}$U nuclei can be clearly observed in the spectrum with good SNR (for the strong resonance at 2176 keV, the SNR was 49.6±7%). However, the count rate for the resonant photons was only 0.01 cps at 2176 keV. For each transition, there is a pair of peaks separated by 45 keV, representing the possibility for each excited level to decay to either the ground level or the 45 keV excited level, as shown in Table 4.2.

4.7 Conclusions and Discussion

In this chapter, NRF experiments performed at the Radiation Laboratory of the University of Notre Dame using a 3 MeV Van de Graaff electron accelerator were described.

The samples used in these experiments include a $2 \times 2 \times 3$ inch BN solid, a $3 \times 3$ inch Al cylinder, a 10 cm long DU rod with a diameter of 1 cm, and a $3 \times 3 \times 0.1$ inch DU slab. Initially, a $3 \times 3 \times 1$ inch DU bulk was ordered for the NRF experiment. Later, it was realized that majority of the incident photons at resonant energies were scattered by the nuclei within a few millimeter of the incident surface, because of the high density of DU. The rest of the sample made no contribution to the NRF photon measurements. Photon-atomic scattering of incident photons in this part of the sample produced background and increased pileup in the spectroscopy system. Thus, it was necessary to make the sample much thinner than what we ordered. The depth of the sample was reduced to roughly 0.1 inch in the successful measurements shown in Figures 4.32 and 4.33.

A newly-developed lanthanum halide scintillation detector was used in the NRF experiments. Because of the cost issue, the size of the detector was limited to $1.5 \times 1.5$
This greatly reduced the detection efficiency and the peak-to-total ratio. The low detection efficiency leading to long detection times and a low peak-to-total ratio affected the SNR of the resonance spectra. The low SNR again led to long detection times if a certain error rate was to be achieved. All of these can be improved by increasing the size of the detector.

Another limiting factor for the scintillation detector used in these experiments is the energy resolution. The best energy resolution observed from our detector was 3% at 1.33 MeV (40 keV), but worsens at higher counting rates. In NRF technique, the SNR is closely related to energy resolution. Unfortunately, the width of the emission line of the NRF interaction is much narrower than the smallest energy difference that can be resolved by commercially available radiation detectors. As the energy resolution degrades, more background is registered under the photopeak, and the worse the SNR is. The measurement results showed that the energy resolution of the lanthanum halide detectors was good enough for detection of strong resonances in light nuclei, for example, B, Al and Si. However, in the case of detection with dense materials (for example, SNM), the much higher background at high energies limited us to detectors with better energy resolution, namely HPGe detectors. The FPGA based DAQ system described in Chapter 3 was used together with the LaCl₃ detector in NRF experiments. Although we were able to achieve better SNR while maintaining roughly the same net count rate under the resonant peak, we failed to observe NRF from DU using this setup as well.

HPGe detectors provide the best energy resolution among all commonly available radiation detectors. The detector used in our experiments has an energy resolution of 3 keV at 1.33 MeV, 13 times better than what the LaCl₃ detector offers. The greater energy
The resonance brought a much higher SNR, as shown by the measurements. Also, the PUR feature built into the spectroscopy system further reduced the background at high energy. The resonance from the DU sample was successfully observed in the measurements with a good SNR (49.6% for the resonance at 2176 keV). However, the counting rate of the resonance photons was low (0.01 cps at 2176 keV). The beam current was limited to 20 µA, otherwise the energy resolution would start to degrade due to pileup. Because the HPGe detector was on loan from Argonne National Laboratory, we were not at liberty to modify the integral pre-amp nor made use of our pulse processing electronics discussed in Chapter 3. Using multiple detectors could compensate for the loss of counts caused by the low beam current while keeping a good SNR.

Experimental results are summarized in Table 4.4.

Table 4.4 Summary Table of Observed NRF Lines

<table>
<thead>
<tr>
<th>Sample</th>
<th>Isotope</th>
<th>Size</th>
<th>LaCl₃ + Analog DAQ</th>
<th>LaCl₃ + FPGA DAQ</th>
<th>HPGe</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Observed?</td>
<td>SNR</td>
<td>Observed?</td>
</tr>
<tr>
<td>BN</td>
<td>B-11</td>
<td>2&quot; x 2&quot; x 3&quot;</td>
<td>Yes</td>
<td>2.27</td>
<td>Yes</td>
</tr>
<tr>
<td>Al</td>
<td>Al-27</td>
<td>3&quot; x 3&quot; Cylinder</td>
<td>Yes</td>
<td>0.62</td>
<td>Yes</td>
</tr>
<tr>
<td>Si</td>
<td>Si-28</td>
<td>3&quot; x 3&quot; Cylinder</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>DU</td>
<td>U-238</td>
<td>10 cm x 1 cm rod</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3&quot; x 3&quot; x 1&quot;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3&quot; x 3&quot; x 0.1&quot;</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

The bremsstrahlung x-ray source used in this work is the most common source of producing the resonance photons. A very high photon flux can be generated using this type of source, but because of the broad energy spectrum of the bremsstrahlung source, their efficiency in NRF experiments is very low. The typical energy spread of photons from a bremsstrahlung source is on the order of 1 MeV, while the width of the absorption
line in the NRF interaction is only several eV after Doppler broadening. This can be seen in the measured spectra where only a negligibly small percentage of the detected photons contain information of interest. Furthermore, high energy off-resonant photons generate background in the NRF measurements by down-scattering and also producing problematic secondary electrons in the sample. Low energy off-resonant photons contribute to the pile-up that degrades the energy resolution of the detector. Obviously, bremsstrahlung x-ray sources are not ideal for NRF technique. The development of sources with tunable energy and narrow energy span would make the NRF technique a more feasible tool for security applications.
CHAPTER 5

Summary and Conclusions

To identify U-235 for homeland security applications, it is likely that active interrogation techniques will be needed. Because of the likely reticence to use fast neutrons, this leaves x-rays as the only current practical option. As a result, this work looked at two detection methods. The first method is the detection of SNM based on delayed gamma rays emitted by fission products after photon induced fission reaction. After irradiation by a 9 MeV interrogating X-ray beam, fission products were observed from depleted Uranium, used throughout this work as our target material. After waiting for several minutes we saw gamma rays emitted by fission products with medium to long half lives [cf. Table 2.5]. The time decay of the delayed gamma ray emission was also studied, by integrating the delayed gamma ray spectrum every 3 seconds starting at 37 seconds after a 24 seconds irradiation [cf. Fig. 2.8]. Using the time information, additional fission products were identified [cf. Table 2.7]. In the absence of spectroscopy, just using high energy (> 3 MeV) delayed gamma ray count rate as a function of time was also established [cf. Fig. 2.9 and Fig. 2.10] as a means to identify sensitive materials. This result agreed with data reported by other researchers [31]. In order to measure delayed gamma ray spectrum shortly after the irradiation, we then modified the DAQ electronics to synchronize with the LINAC pulses. We also moved the detector into the irradiation hall and shielded/collimated it to ensure normal operation when the beam was
turned on. The measurement started at 6 ms after each LINAC pulse until the next pulse arrived. At shorter times after the irradiation, we saw short lived fission products like Cs-138 and Sr-94 [cf. Fig. 2.15 and Fig. 2.16]. The key result from our work was to show that while fission products are easily observable up to several minutes after the interrogation, an advantage of measuring sooner after the irradiation is greater sensitivity and the ability to observe the more intense and shorter-lived fission products.

In Chapter 3, two digital spectroscopy systems developed to handle high count rate events in active interrogation were discussed. The first system is based on a National Instruments DAQ card [cf. Table 3.1 and Fig. 3.2]. It has high sampling rate and excellent resolution. They system is synchronized with the accelerator pulses. Waveform of the input signal is acquired and processed using a deconvolution method [cf. Fig. 3.5]. Together with a fast scintillator detector, spectra were measured without experiencing significant dead time and degradation in energy resolution at a high event rate (~10^6 cps) [cf. Fig. 3.7]. The system was implemented together with a fast lanthanum halide detector in a series of photofission experiments to measured delayed gamma rays emitted by fission products. We weren’t able to see individual gamma lines using this electronics together with the LaCl₃ detector because the energy resolution of the LaCl₃ detector was not sufficient. But we were able to see a more than 60% count rate difference with would be enough to identify photofission was occurring [cf. Fig. 3.9].

Another system was developed based on a fast ADC chip and an FPGA chip [cf. Fig. 3.10]. The 14-bit ADC worked at a sampling rate of 125 MSPS. The input signal is digitized and processed in real-time on the FPGA chip, using either trapezoidal shaping method [cf. Fig. 3.14] or MWD shaping method [cf. Fig. 3.19]. The spectrum was created
and stored on the FPGA board. This eliminated the system dead time caused by the slow communication between the DAQ system and PC. The performance of the system was tested up to a count rate of $10^6$ cps using a fast LaCl$_3$ detector. We observed good energy resolution at low count rate and good throughput rate at high count rate with little degradation in energy resolution [cf. Fig. 3.23 and Fig. 3.24].

The second detection method was based on nuclear resonance fluorescence technique. Resonance photons carry unique information of energy levels inside nuclei and can be used as signature signals for isotope identification. Scattering experiments were set up at the Radiation Laboratory of the University of Notre Dame. We used a 3 MeV Van de Graaff accelerator as our photon source [cf. Fig. 4.12]. Using an HPGe detector, we were able to measure NRF peaks from various isotopes. For light materials, like B, Si and Al, the peaks are easily observable and the SNR was greatly improved when we implemented the PUR technique [cf. Fig 4.29 – Fig. 4.31]. NRF peaks from $^{238}$U samples were successfully observed using the 90\% efficient HPGe detector but required PUR, long acquisition times, and a thinned sample. The net count rate under the 2176 keV peak was measured to be 0.01 cps and the SNR was $49.6 \pm 7\%$ [cf. Fig. 4.32 and Fig. 4.33].

We also tried to measure NRF using a LaCl$_3$ detector with the FPGA based DAQ system described in Chapter 3. NRF peaks were observed from light materials like BN, Si and Al. However, we weren’t able to observe NRF from DU using the LaCl$_3$ detector. Because of its energy resolution, the LaCl$_3$ detector could not provide a sufficient SNR to separate the DU resonance peaks from the background.
The results from this work show both methods could be effective in identifying sensitive material. Photofission may be a more realistic option in the short-term since the plan is to scan all cargo using 6-9 MeV transmission x-ray radiography. By adding spectroscopic detectors to these systems, photofission may be an observable that would lead to a more careful inspection of the cargo. We did not look at common materials in cargo that may confound this approach (e.g., uranium and thorium are common materials) nor examine whether there exists sufficient sensitivity to differentiate materials from their fission product distributions.

Nuclear resonance fluorescence seems like an ideal method to identify U-235. However, while we were able to (finally) observe U-238 NRF emissions, it was not easy even under ideal measurement conditions. The narrow resonance lines superimposed on a large background made this detection problem quite challenging even using highly-shielded HPGe detectors. Monoenergetic and continuous beam x-ray sources, coupled with high-Z, high volume detectors having eV resolution at MeV energies, might make this option more practical.
APPENDICES

Appendix 1. Hardware Specifications of the Xilinx Virtex-4 FPGA Development Board and the AVNET P240 Analog Module

The digital spectroscopic system developed is shown in Figure A1.1. The ADC module is a P240 Analog Module developed by AVNET. Through the P240 bus, this module is mounted on an FPGA evaluation board, the Xilinx Virtex-4 LX/SX MB Development Board, equipped with a single Xilinx Virtex-4 LX60 FPGA. The input signal is digitized by the ADC module and then transferred to the FPGA development board. A single FPGA chip is responsible for both data buffering and processing. Signal processing, spectroscopic measurement, data storage, and data transfer are handled by this FPGA simultaneously.
A1.1 The ADC Module

In this system, an AVNET P240 Analog Module was used as the ADC module, shown in Figure A1.2 [101]. It provides an analog interface to the Virtex-4 development boards residing on the Virtex-4 FPGA. This module supplies dual-channel analog input and output. It is suitable for FPGA-based DSP applications in audio, video, and general mixed-signal applications.
The ADC module has four independent analog channels, two input channels and two output channels. The two analog input channels are identical in design. Each of them is equipped with a Texas Instruments ADS5500 14-bit, 125 MSPS A/D converter. The ADS5500 chip converts the input signal into 14-bit data for the FPGA processor implemented on the base Virtex-4 development board. The analog output channels feature a Texas Instruments 16-bit, 500 MSPS, 2X-16X interpolating dual-channel DAC converter. The DAC5687 features optional signal processing blocks, including digital interpolation filters, all programmable via an SPI port. The outputs are 50-ohm transformer coupled, equipped with analog reconstruction filter stages.

This analog module fully supports the Xilinx System Generator for DSP and the MathWork’s Simulink to simplify application development. Key features are shown in Table A1.1. Figure A1.3 shows a block diagram of the P240 Analog Module.
Figure A1.2 AVNET P240 Analog Module

Table A1.1 Key Features of the AVNET P240 Analog Module

<table>
<thead>
<tr>
<th>Analog Input</th>
<th>Dual 14-bit, 125 MSPS ADC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single-ended 50 ohm inputs</td>
</tr>
<tr>
<td></td>
<td>Low-pass 7\textsuperscript{th} order RLC anti-alias filter</td>
</tr>
<tr>
<td>Analog Output</td>
<td>16-bit, 500 MSPS, 2X-16X interpolating dual-channel DAC</td>
</tr>
<tr>
<td></td>
<td>Internal and external reference</td>
</tr>
<tr>
<td></td>
<td>Transformer coupled 50 ohm outputs</td>
</tr>
<tr>
<td></td>
<td>Low-pass 5\textsuperscript{th} order RLC reconstruction filter</td>
</tr>
<tr>
<td>Clocking</td>
<td>External LVDS clock input</td>
</tr>
<tr>
<td></td>
<td>Transformer coupled clock input</td>
</tr>
</tbody>
</table>
In the digital spectroscopic measurement system described in this chapter, only the analog input section of this module was used. The details of the analog input section are shown in Figure A1.4.
Each analog input channel accepts a single-ended source with a 50-ohm output impedance. The incoming signal is AC coupled with the input end through a 0.22 µF capacitor. The THS 4509 wideband differential amplifier converts the single-ended input signal into a differential signal and provides a gain of 10 dB. This default gain can be changed by adjusting the values of the feedback resistors. This input stage is shown below in Figure A1.5.
Following the input stage is the 7\textsuperscript{th} order RLC anti-alias filter. The -3 dB cut-off frequency of this circuit is 45 MHz and it provides 60 dB attenuation at 100 MHz. These default values can be changed by modifying the values of the components. The DC attenuation through this low-pass filter is 6 dB. Hence, the total gain from the analog input end to the ADC input is 4 dB: 10 dB gain by the input stage and 6 dB attenuation by the low-pass filter.

Figure A1.6 shows the PSpice[103] simulation result of the system response to the pre-amp output signal from an HPGe detector. The polarity of the incoming signal is inverted and some overshoot is produced.
Figure A1.6 PSpice Simulation of the System Response
The analog to digital conversion in each analog input channel is done by a TI ADS5500 14-bit, 125 MSPS A/D converter. The ADC output format D13 (MSB) …… D0 (LSB) is two’s complement data. The conversion result is valid on the rising edge of the clock pulse. The ADS5500 outputs its own clock to the FPGA through the P240 interface. This output clock is synchronized to the output data and has the same frequency as the input clock.

The P240 analog module features a CDCP 1803 clock buffer. It supplies a 4X divided clock signal to each of the two ADS5500 ADC’s. In this design, the input to the CDCP 1803 clock buffer comes from the ICS8442 programmable LVDS Clock Synthesizer on the Virtex-4 base board via two coaxial cables, as shown before in Figure A1.1. The settings on the ICS8442 Synthesizer will be described in the next section.

A1.2 The Virtex-4 Development Board

The Virtex-4 development board provides a development platform for the Xilinx Virtex-4 FPGA’s [102]. The board used in this design is equipped with a Xilinx Virtex-4 LX60 in the -10FF668 package, shown in Figure A1.7. In addition to the FPGA chip, this board also offers a group of prototyping peripherals and functions, including 10/100 MB Ethernet PHY, USB-to-UART bridge, RS232 interface, DDR memory, flash memory, user switches, LEDs, programmable clock synthesizer, LCD, and a high speed P240 expansion slot for addition of application modules and custom circuits. Configuration of the FPGA chip can be done through either the JTAG interfaces or the custom serial data
Flash storage memory mounted on the System ACE interface. Key features of this development board are shown below in Table A1.2. The block diagram is shown in Figure A1.8.

Figure A1.7 The Virtex-4 LX Development Board
## Table A1.2 Key Features of the Virtex-4 LX Development Board

<table>
<thead>
<tr>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xilinx Virtex-4 LX60 -10FF668 FPGA</td>
</tr>
<tr>
<td>64 MB of DDR SDRAM</td>
</tr>
<tr>
<td>4 MB of Flash</td>
</tr>
<tr>
<td>16-Bit LVDS Transmit and Receive Interface</td>
</tr>
<tr>
<td>10/100 Ethernet PHY</td>
</tr>
<tr>
<td>Programmable LVDS Clock Source (25-700 MHz)</td>
</tr>
<tr>
<td>User LVDS Clock Outputs via Differential SMA Connectors</td>
</tr>
<tr>
<td>On-board 100 MHz LVTTL Oscillator</td>
</tr>
<tr>
<td>On-board LVTTL Oscillator Socket (4/8-Pin Oscillators)</td>
</tr>
<tr>
<td>P240 Connectors</td>
</tr>
<tr>
<td>LCD Panel</td>
</tr>
<tr>
<td>32Mb Serial Flash for FPGA configuration</td>
</tr>
<tr>
<td>PC4 JTAG Programming/Configuration Port</td>
</tr>
<tr>
<td>SystemACE Module Connector</td>
</tr>
<tr>
<td>RS232 Port</td>
</tr>
<tr>
<td>Four User LEDs</td>
</tr>
<tr>
<td>Four User Push Button Switches</td>
</tr>
<tr>
<td>An 8-position DIP Switch</td>
</tr>
<tr>
<td>USB-RS232 Bridge</td>
</tr>
</tbody>
</table>
The centerpiece of this system is the Xilinx Virtex-4 LX60 FPGA. The Virtex-4 LX60 FPGA consists of a 128 x 52 array of Configurable Logic Blocks (CLB). Each of these CLBs contains four identical slices. Each slice consists of 4 input look-up tables (LUT), flip-flops, multiplexors, arithmetic logic, carry logic, and dedicated internal routing. The chip also includes 2880 kbits Block RAM memory consisting of 160 blocks of 18 kbits RAM. Eight Digital Clock Managers (DCM) provide zero clock delay.
Further, the DCMs can also provide various phases of the source clock, e.g. 90°, 180°, 270°. The DCMs can also act as clock multipliers or dividers. Although the Virtex-4 LX60 FPGA is not optimized for signal processing applications, its resources are more than adequate for the implementation of a simple digital spectroscopic measurement system. The main resources of the Virtex-4 LX60 FPGA are listed in Table A1.3.

<table>
<thead>
<tr>
<th>Table A1.3 Resource of the Xilinx Virtex-4 LX60 FPGA</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLB Resources</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Memory Resources</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Clock Resource</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>I/O Resource</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>DSP Resource</td>
</tr>
<tr>
<td>Speed Grades</td>
</tr>
</tbody>
</table>

The Virtex-4 Development Board provides 64MB of DDR SDRAM memory. The width of the memory is 16-bit. The data pins, address pins, and control pins are directly connected to the Virtex-4 LX60 FPGA. A high-level block diagram of the DDR SDRAM interface is shown below in Figure A1.9. In this design, the γ-ray spectra are stored on this DDR SDRAM before they are transferred to the PC through the RS232 interface.
The clock resources on the Virtex-4 LX development board can be grouped into two categories: differential clocks and single-ended clocks. The clock generation section provides all the clocks required for a MicroBlaze processor, the I/O devices on the board (serial port, USB-UART bridge, 10/100 MB Ethernet, LCD and etc.), as well as the DDR SDRAM, Flesh RAM. The differential clocks are mainly used by the LVDS interface, which was not implemented in this design.

An on-board 100 MHz oscillator supplies the system clock to the processor section. This 100 MHz clock will be fed into the Digital Clock Manager units to generate clock sources with various phases and frequencies. In addition to this 100 MHz oscillator, there is a socket provided on the development board. An 8-pin or 4-pin oscillator can be used to provide single ended LVTTL clock input with other frequencies. Figure A1.10 shows the clock resources available on the Virtex-4 LX development board.

Figure A1.9 DDR SDRAM Block Diagram
A programmable LVDS clock synthesizer is offered on the Virtex-4 LX development board to generate a reference clock for the LVDS interface. The differential output is also suitable in DSP designs to drive external DAC and ADC modules. In this design, the differential output from this clock synthesizer is fed to the P240 Analog...
Module through the SMA connectors. The key features of the ICS8442 LVDS clock synthesizer are listed below in Table A1.4.

Table A1.4 Key Features of the ICS8442 LVDS Clock Synthesizer

<table>
<thead>
<tr>
<th>Feature</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output Frequency Range</td>
<td>25 MHz to 700 MHz</td>
</tr>
<tr>
<td>RMS Period Jitter</td>
<td>2.7 ps (typical)</td>
</tr>
<tr>
<td>Cycle-to-cycle Jitter</td>
<td>27 ps (typical)</td>
</tr>
<tr>
<td>Output rise and fall time</td>
<td>650 ps (maximum)</td>
</tr>
<tr>
<td>Output Duty Cycle</td>
<td>48/52</td>
</tr>
</tbody>
</table>

Figure A1.11 shows a block diagram of the ICS8442 programmable LVDS clock synthesizer. The description of each pin is presented in Table A1.5.
Figure A1.11 ISC8442 Clock Synthesizer Block Diagram
### Table A1.5 ICS 8442 Clock Synthesizer Pin Description

<table>
<thead>
<tr>
<th>Signal Name</th>
<th>Direction</th>
<th>Pull up/down</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>M[0:4], M[6:8]</td>
<td>Input</td>
<td>Pull down</td>
<td>The M divider inputs, latched on the rising edge of the nP-LOAD signal</td>
</tr>
<tr>
<td>M[5]</td>
<td>Input</td>
<td>Pull up</td>
<td></td>
</tr>
<tr>
<td>N[0:1]</td>
<td>Input</td>
<td>Pull down</td>
<td>The N divider inputs, latched on the rising edge of the nP-LOAD signal</td>
</tr>
<tr>
<td>TEST</td>
<td>Output</td>
<td></td>
<td>The TEST output is active during the serial mode of operations</td>
</tr>
<tr>
<td>MR</td>
<td>Input</td>
<td>Pull down</td>
<td>Active high reset signal</td>
</tr>
<tr>
<td>S_CLOCK</td>
<td>Input</td>
<td>Pull down</td>
<td>Serial interface clock input</td>
</tr>
<tr>
<td>S_DATA</td>
<td>Input</td>
<td>Pull down</td>
<td>Serial interface data input</td>
</tr>
<tr>
<td>S_LOAD</td>
<td>Input</td>
<td>Pull down</td>
<td>Serial interface load signal. The contents of the serial data shift register is loaded into the internal dividers on the rising edge of this signal</td>
</tr>
<tr>
<td>TEST_CLK</td>
<td>Input</td>
<td>Pull down</td>
<td>Test clock input</td>
</tr>
<tr>
<td>nP_LOAD</td>
<td>Input</td>
<td>Pull down</td>
<td>The rising edge of this signal is used to load the M and N divider into the device</td>
</tr>
<tr>
<td>XTAL1, XTAL2</td>
<td>Input</td>
<td>Pull down</td>
<td>Crystal clock input/output</td>
</tr>
<tr>
<td>XTAL_SEL</td>
<td>Input</td>
<td>Pull up</td>
<td>This signal is used to select between the crystal and the TEST_CLK input to the device. When this is high, crystal is selected.</td>
</tr>
<tr>
<td>VCO_SEL</td>
<td>Input</td>
<td>Pull up</td>
<td>This signal is used to place the internal Phase Lock Loop (PLL) in the bypass mode</td>
</tr>
<tr>
<td>FOUT0, FOUT1</td>
<td>Output</td>
<td></td>
<td>Positive LVDS clock outputs</td>
</tr>
<tr>
<td>nFOUT0, nFOUT1</td>
<td>Output</td>
<td></td>
<td>Negative LVDS clock outputs</td>
</tr>
</tbody>
</table>

In this design, a 25 MHz crystal was chosen as the input clock and the internal PLL was enabled for normal operation. The output ICS8442 output clock frequency can be calculated using the following formula (when a 25 MHz crystal is used as input clock source):
The value of $M$ and $N$ can be set using the DIP Switches shown in Figure A1.12 below.

The valid values are between 8 and 28. $N$ is set according to the rules shown in Table A1.6 below.
Table A1.6 Settings and Associated Values of N

<table>
<thead>
<tr>
<th>N[1:0]</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>1</td>
</tr>
<tr>
<td>01</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>8</td>
</tr>
</tbody>
</table>

In this design, the value of N is set to be 1 (00) and the value of M is set to be 16 (000010000). Hence, the frequency of the output clock source is:

$$FOUT[0:1] = 25 \times M / N = 25 \times 16 / 1 = 400 \text{MHz}$$

As shown in Figure A1.13 below, FOUT0 is fed to the Virtex-4 FPGA chip for LVDS applications. FOUT1 is available through the SMA connectors for external add-on modules, for example the P240 Analog Module.
Another feature of the development board that has been implemented in this digital spectroscopic measurement system design is the RS232 interface. The RS232 interface provided on the development board is equipped with available RX and TX.
signals. Jumpers are used to connect the RTS and CTS signals. The connection is shown in Figure A1.14 below.

![Figure A1.14 Connection of the RS232 Interface](image)

The mode of operation can be set for the RS232 interface through two jumpers provided on the board, JP 19 and JP 21, shown in Table A1.7. In this design, the RS232 interface is set to Data Communication Equipment mode.

<table>
<thead>
<tr>
<th>Mode of Operation</th>
<th>JP 19</th>
<th>JP 21</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Communication Equipment (DCE)</td>
<td>2-3</td>
<td>1-2</td>
</tr>
<tr>
<td>Data Terminal Equipment (DTE)</td>
<td>1-2</td>
<td>2-3</td>
</tr>
</tbody>
</table>
## Appendix 2. Xilinx Blockset Components Utilized in the DAQ System Design

### Table A2.1 Xilinx Blockset Components Utilized in this Design

<table>
<thead>
<tr>
<th>Components</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Accumulator" /></td>
<td>Implements an adder or subtractor based scaling accumulator. The current input is accumulated with a scaled current stored value. The scaling factor can be adjusted.</td>
</tr>
<tr>
<td><img src="image2.png" alt="Delay" /></td>
<td>A delay line (shift register) of configurable length. The input will appear at the output after a specified number of sample periods.</td>
</tr>
<tr>
<td><img src="image3.png" alt="Adder" /></td>
<td>Implements an adder or subtractor. The operation can be fixed or switched dynamically.</td>
</tr>
<tr>
<td><img src="image4.png" alt="Multiplier" /></td>
<td>Implements a multiplier with the option to use the embedded multipliers available on Virtex-5, Virtex-4, Virtex-II and Spartan-3.</td>
</tr>
<tr>
<td>Diagram</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td><img src="image1.png" alt="Diagram" /></td>
<td>Implements a D flip-flop register and can be shared among multiple designs or sections of a design.</td>
</tr>
<tr>
<td><img src="image2.png" alt="Diagram" /></td>
<td>Convert the input to a desired arithmetic type.</td>
</tr>
<tr>
<td><img src="image3.png" alt="Diagram" /></td>
<td>Import Matlab function and execute it within Simulink.</td>
</tr>
<tr>
<td><img src="image4.png" alt="Diagram" /></td>
<td>Allows design in Simulink be attached to embedded processor systems created using the Xilinx Embedded Development Kit (EDK). In this design, models are exported as a pcore, which can be imported by EDK projects and attached to the MicroBlaze processor through a Fast Simplex Link (FSL) bus.</td>
</tr>
<tr>
<td><img src="image5.png" alt="Diagram" /></td>
<td>Provides control of system and simulation parameters. Used to invoke code generator. The compilation types include exporting the design to a Xilinx Embedded Development Kit (EDK) project.</td>
</tr>
</tbody>
</table>
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