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ABSTRACT

EFFICIENT AND SECURE NETWORK SERVICES IN WIRELESS SENSOR NETWORKS

by

Min-gyu Cho

Chair: Kang G. Shin

Wireless sensor networks (WSNs) have been deployed for environment monitoring and surveillance. A message delivery service is one of the most fundamental services for WSNs, thus making its efficiency and effectiveness important. A widely-adopted protocol for message delivery in WSNs is a geographic forward routing (GFR), in which messages are greedily forwarded to their destinations. In this thesis, we develop network services complementary to the existing GFR for efficient and secure message delivery in WSNs.

We first develop a distributed location service protocol (DLSP) for message delivery to mobile nodes. Since GFR represents destinations of messages with destinations’ geographic locations, the knowledge of location of mobile nodes is necessary to ensure correct message delivery. In DLSP, mobile nodes select some sensor nodes as their location servers, and publish the mobiles’ location information to the location servers. Sensor nodes contact those location servers to retrieve the current location of mobile nodes when needed.
DLSP provides systematic methods for mobile nodes to select location servers and publish their location to those servers, and for sensor nodes to query mobiles’ location.

We then design an algorithm called Traverse for hole boundary detection and geographic forward routing with hole avoidance (GFRHA) for efficient message routing. Traverse identifies boundaries of holes, i.e., areas without any functioning sensor node. GFRHA then utilizes the identified hole information to route messages around holes while being forwarded before they encounter holes. This way, the message path lengths, and subsequently the message delay and energy consumption, can be significantly reduced, depending on hole shapes and source and destination locations.

We also develop attack-resilient collaborative message authentication (ARCMA) for message delivery. ARCMA is designed to tolerate node-capture attacks, in which attackers obtain valid keys by compromising physically-exposed sensor nodes, and use the keys to generate forged messages. To defend against such attacks, in ARCMA, messages are collaboratively authenticated by a set of sensor nodes rather than by one node. The security of ARCMA does not degrade unless attackers simultaneously compromise more than a certain number of sensor nodes.
CHAPTER I

INTRODUCTION

1.1 Overview of Wireless Sensor Networks

Wireless sensor networks (WSNs) have gained popularity since they are suitable for numerous new applications. They are being adopted by various commercial, academic, and military applications, such as healthcare systems, smart buildings, habitat monitoring, fire detection and military surveillance.

WSNs are composed of a large number of sensor nodes and a relatively small number of mobile nodes. Sensor nodes are used to monitor surrounding physical environments. They are equipped with various sensors depending on the underlying application, such as photometer, temperature sensor, and magnetometer. They also have a radio communication module so that they can communicate with each other. However, to reduce the deployment cost, they are typically stationary and resource-limited; they have limited memory and processor capability, and they are battery-powered.

On the other hand, mobile nodes are carried by humans, or attached to manual or automated vehicles. They are used by human or automated users to interact with sensor nodes. They usually have relatively abundant resources; they have more memory, more CPU power, and faster and more stable wireless communication hardware. Also, they are usually equipped with GPS-like devices to obtain their own geographic location.

In the typical application scenarios, sensor nodes are used to detect events of interest,
and mobile nodes are used to interact with sensor nodes to retrieve the information acquired by sensor nodes. To detect the events of interest, sensor nodes are equipped with adequate sensors. For example, temperature sensors and magnetometers are equipped for fire detection and military surveillance applications, respectively. Sensor nodes often collaborate with other sensor nodes to improve the accuracy of detection. Mobile users such as humans or automated vehicles use mobile nodes to query the events detected by sensor nodes. These queries should be properly handled by sensor nodes.

To support these application scenarios, we need several network services. When an event is identified by sensor nodes, we typically need to know the location and time of the event. Thus, we need localization and synchronization services, which provide the location estimation of sensor nodes and time synchronization among sensor nodes, respectively. As in other networks, we also need a service to route messages to their destinations. We also need a mechanism to process queries issued by mobile nodes.

In the rest of this chapter, we first describe existing network services in Section 1.2. Then, we summarize our contributions with their motivations in Section 1.3, followed by the overall architecture of sensor network applications with our contributions in Section 1.4. Finally, this thesis is outlined in Section 1.5.

1.2 Existing Network Services

1.2.1 Localization

Although the knowledge of a geographic location, i.e., a coordinate in 2-D space, is required for various sensor network applications, sensor nodes cannot determine their geographic location before their deployment. Adopting GPS-like devices to provide their geographic location is often too expensive due to their manufacturing cost, and, more importantly, their energy consumption. Therefore, localization services [47, 48, 59] are provided for sensor nodes to estimate their geographic location.
Most localization services estimate the geographic location of sensor nodes using two phases: distance (or angle) estimation, and distance (or angle) combination. In the estimation phase, sensor nodes estimate the distance to (or angle with) other nodes in the neighborhood, and in the combination phase, local estimations are combined to give the global geographic location for every node in the WSN.

For the estimation phase, several techniques can be used to estimate the distance (or angle) between a pair of nodes. The most popular techniques are received signal strength indicator (RSSI), time of arrival (ToA), time difference of arrival (TDoA), and angle of arrival (AoA). RSSI is measured by the communication circuit, and the measurement of received signal strength is transformed into the distance between a pair of nodes. ToA and TDoA are time-based measurement techniques, and they use the propagation delay as an estimation of the distance between two nodes. TDoA uses two signals with different propagation delays such as ultrasound or RF signals. AoA is measured by the directional antennas, and such a measurement gives the relative direction (or angle) between two nodes.

In the combination phase, the global location of each sensor node is estimated by triangulating the local estimations based on the aforementioned techniques. Several techniques, such as convex optimization, multidimensional scaling (MDS), and quadrilaterals [48] have been proposed to improve the efficiency or the accuracy of estimation.

Anchor nodes (or beacon nodes), which have exact geographic locations, are often used for the combination phase to reduce the overhead or increase the accuracy of estimation. A small portion of sensor nodes can be used as anchor nodes; they obtain their geographic locations through GPS-like devices or by manual measurement of their locations.

Even though some localization services [47, 48] do not require anchor nodes, the anchor nodes may be necessary to transform the coordinates used by localization services to common reference coordinates. When no anchor node is used, the estimation results of localization services can be realized in a Euclidean space only up to isometry (in the case of distance estimation) or conformal transformation (in the case of angle estimation). Thus, a
small number of anchor nodes are necessary if we want to transform the coordinate system used by the localization service to the reference coordinate system.

After completing the two processes of localization services, each sensor node knows its geographic location. We can also broadcast the coordinates of nodes that have the minimum and the maximum value for x- or y-coordinates to inform sensor nodes the deployment area boundary.

In this thesis, we adopt localization services [47, 48] which do not require any special hardware such as GPS-like devices or directional antennas. Without any GPS-like devices, sensor nodes can use any of the aforementioned localization services to estimate their geographic location. We may need to load geographic location information to a small number of sensor nodes that are used as anchor nodes. Alternatively, we may use a small number of mobile nodes equipped with GPS-like devices to emulate anchor nodes. Throughout this thesis, we assume that sensor nodes know their geographic location and the size of deployment area from a localization service.

1.2.2 Geographic forward routing

Geographic forward routing (GFR) protocols [7, 33, 39] have been widely adopted by various sensor network applications because of their low resource requirements. In GFR, sensor nodes are assumed to know their geographic location, and the destination of a message is specified with a geographic “location” instead of another network identifier such as an IP address or a node ID. As most sensor network applications require sensor nodes to know their geographic location through a localization service, GFR adds little communication and memory overhead to maintain routing information; GFR only requires sensor nodes to have their own and their immediate neighbors’ geographic location.

GFR greedily forwards messages using only locations of immediate neighbors. In GFR, a forwarding node selects the next hop closer to the destination than itself. Typically, the node closest to the destination would be selected as the next hop. Then, the message will
be forwarded towards the destination at each hop, and eventually it will be delivered to the destination location. When the message is delivered to the destination location, a node closest to the destination location will process it.

However, a forwarding node may not have any neighbor node closer to the destination than itself if there is a hole (or a void area) on the network. A hole can be viewed as an area without any functioning sensor node. When a hole is encountered, GFR should invoke a mechanism to route the message around the hole. For example, GPSR [33], a well-known GFR protocol, starts perimeter forwarding, in which a message is forwarded around the perimeter of the hole using the right-hand rule. This forwarding mode is expensive because a path taken by this mode can be much longer than the shortest path to the destination.

1.2.3 Data-Centric Storage

Data-centric storage (DCS) [24,27,42,56] provides in-network storage and query mechanisms for sensor networks. In DCS, events identified by sensor nodes are stored at the sensor nodes, called storage nodes, at the predestined locations by their event types. The information about identified events is forwarded to the storage nodes, and queries issued by (typically, mobile) users are forwarded to, and processed at, the storage nodes. Different types of events will be stored at different storage nodes for load-balancing and reliability.

DCS was initially proposed in [56], where a geographic hash table (GHT) is used to determine the location of storage nodes. In a GHT, sensor nodes are required to know their geographic locations and route messages using GFR. In a GHT, the locations of storage nodes are determined by common hash functions shared by all nodes. The hash function takes the event type as an input, and generates geographic locations to determine location of storage nodes for the given type of events. Several improvements for DCS have been proposed to enhance the performance of GHT [24,27,42].
1.2.4 Time Synchronization

Time synchronization among sensor nodes is required for numerous sensor network applications and security protocols. Sensor network applications require knowledge of the time of the event identification. Also, many security protocols require (loose) time synchronization to prevent replay, or other attacks.

Synchronization services continuously adjust the clocks of sensor nodes to achieve global synchronization by compensating for the time differences caused by different clock drift rates of sensor nodes. Synchronization services typically adjust the clocks of nodes in the neighborhood and propagate the adjustment as necessary to achieve global synchronization.

Several time-synchronization protocols [16, 22, 63, 64] have been proposed for WSNs. These services can be categorized by the type of messages exchanged for local clock adjustments, and the existence/absence of master nodes whose clocks are used as reference clocks [77].

1.3 Motivation and Contributions

1.3.1 Distributed Location Service Protocol

Geographic forward routing (GFR) protocols are widely used for WSNs since they are well-suited for the requirements of WSN applications. Since a geographic location is specified as a destination in GFR, delivering messages to mobile nodes is difficult since their locations are not fixed. When sensor nodes need to send messages to a certain mobile node, they may not have the mobile’s current location. Therefore, we need a network service to provide the geographic location of mobile nodes to enable message delivery using GFR.

In this thesis, we develop a distributed location service protocol (DLSP) to provide the current location of the mobile users. Using DLSP, sensor nodes can retrieve the current
location of mobile nodes, so as to send messages to mobile nodes using GFRs. We assume that mobile nodes obtain their geographic location by GPS-like devices, while sensor nodes do so by a localization service.

In DLSP, each mobile node publishes its location information to some sensor nodes, called location servers, and sensor nodes access those location servers to retrieve the mobiles’ location information when necessary. DLSP provides systematic methods to select location servers, publish mobile nodes’ location, and query location information based on a hierarchical grid structure. Specifically, we design DLSP and propose the optimizations of DLSP, and evaluate them with mathematical analysis and extensive simulation.

1.3.2 Distributed Hole Detection

The deployment areas of WSNs may contain holes, which are the areas without any functioning sensor node. Holes are formed by obstacles in the battery-deployment areas, the depleted or faulty nodes, or active attacks of malicious users.

Detecting holes in WSNs is important for network management. With the hole information, one can determine the terrain of the deployment area or the active events, such as an attack. We can also use the hole information to improve the performance of network protocols on WSNs. For example, we can use the information to route messages around holes to avoid the use of expensive detouring mechanisms in GFR.

We develop an algorithm, called TRAVERSE, to detect hole boundaries. After deploying a sensor network, TRAVERSE is invoked to locate holes on the WSN. TRAVERSE is a distributed algorithm, and has only nodes around the possible holes participate in the hole detection process. The algorithm is also invoked upon detection of a topology change.

We also propose geographic forward routing with hole avoidance (GFRHA) to route messages around the detected holes. In GFRHA, the identified hole information is disseminated to sensor nodes near the detected holes. GFRHA utilizes this information to route messages around the holes without invoking any expensive detouring mechanism. By de-
touring messages around holes, the path length is shortened, reducing the delay and the energy consumption for message delivery.

1.3.3 Attack-Resilient Collaborative Message Authentication

Sensor networks are often used for collecting critical information. However, securing sensor networks is very difficult, especially because sensor nodes are often physically exposed to attackers. In WSNs, attackers can launch node-capture attacks in which the attackers physically access and compromise sensor nodes. After compromising sensor nodes, the attackers may retrieve all the information stored in the sensor nodes including keying materials. We cannot afford expensive hardware-based solutions for sensor nodes since we usually need to deploy a large number of sensor nodes.

We design a security mechanism by focusing on authenticated message delivery for DCS under node-capture attacks. In DCS, as in other sensor network applications, authenticated message delivery is very important to prevent attackers from inserting, modifying, and accessing information. We achieve authenticated message delivery by proposing attack-resilient collaborative message authentication (ARCMA).

In ARCMA, a message is collaboratively authenticated by a set of sensor nodes. More specifically, a message is authenticated by $k$ nodes instead of a single sensor node, where $k$ is a user-defined parameter. For this, we require dense deployment of sensor nodes such that any event can be detected by $k$ or more nodes. With ARCMA, we can prevent the insertion or modification of fakes messages. Thus, we can prevent attackers from reporting false data to storage nodes, issuing queries, and responding to queries with false data. The security of ARCMA is not degraded if less than $k$ nodes are compromised.

1.4 Architecture of Sensor Network Applications

Figure 1.1 shows the overall sensor network application architecture with our contributions. In this thesis, we develop three protocols for better message delivery. DLSP
Figure 1.1: The architecture of sensor network applications with our contributions enables message delivery to mobile nodes using GFR, DHD provides the hole information and improves the performance of GFR in the presence of holes, and ARCMA provides the authenticated message delivery in WSN.

1.5 Outline

The rest of this thesis is organized as follows. Chapter II presents the distributed location service protocol (DLSP) to provide the location of mobile nodes for message delivery to mobile nodes with geographic forward routing. Chapter III presents a distributed hole detection algorithm, called TRAVERSE, which identifies the boundaries of holes in a WSN, and geographic forward routing with hole avoidance (GFRHA), which uses the identified hole information to route messages around holes. Chapter IV describes attack-resilient collaborative message authentication (ACRMA), which supports authenticated message delivery in WSNs. ARCMA can tolerate node-capture attacks. Chapter V concludes this
thesis.
CHAPTER II

DISTRIBUTED LOCATION SERVICE PROTOCOL

2.1 Introduction

Many sensor network applications, such as habitat monitoring [45], emergency rescue, battlefield surveillance, and border monitoring [51, 77] require interaction between stationary sensor nodes and mobile nodes. That is, a large number of resource-limited sensor nodes are deployed in a certain geographical area for physical-environment monitoring, and some mobile nodes may move around the area and receive event notifications from the stationary sensors. For example, in the emergency-rescue or military applications, emergency rescuers/vehicles or soldiers/military vehicles, as mobile nodes, need to rescue missing people or track enemies. In these applications, mobile nodes interact with sensor nodes to retrieve mission-related information such as the location of missing people or enemies.

To support the aforementioned applications, we need to provide a routing mechanism to forward information about the events detected by sensor nodes to mobile nodes. This information routing/forwarding should be done by sensor nodes since mobiles may not always form a connected network depending on their density and movement, although mobiles often have a longer radio communication range than sensor nodes. To meet the application requirements, the routing mechanism should perform well for a wide range of the mobiles’ speed and movement pattern. Depending on their mission and resources,
mobile nodes may travel with varying speeds to arbitrary locations in the network. For example, foot soldiers or emergency-rescuers may move at a low speed while ambulances, fire trucks, or military vehicles may move at a high speed to reach the missing people, or detect enemies.

2.1.1 Background

There are two types of approaches to routing sensed data to a mobile node: (1) TTDD [72], Bread Crumb Routing [69], and Last Encounter Routing (LER) [28] that do not require knowledge of the mobile’s whereabouts, and (2) Geographic Forward Routing (GFR) [33, 39], Landmark Routing [65], and Beacon Vector Routing (BVR) [20] that require knowledge of the mobile’s location.

In (1), TTDD allows data sources (i.e., sensors) to proactively build grid structures over the entire network to disseminate the sensed data, so the overhead of publishing data may be amortized when there are many mobile nodes. Bread Crumb Routing assumes a mobility model under the constraint that the sensors marked by the mobile node must form a connected path. However, in the above-mentioned scenarios, this path may be disconnected because (i) the mobile fails to leave marks on sensors as a result of message loss; (ii) the path may run through a deployment hole, and thus, the sensor marked by the mobile cannot communicate directly with any of previously-marked sensors; (iii) a sensor node on the path may fail or be destroyed. In LER, each node keeps the database of the location and time of other nodes it has directly communicated with, and uses the database to route packets using the updated location information as packets are being routed to the destination. This routing scheme becomes very similar to Bread Crumb Routing in our application scenario, where sensor nodes are stationary. Thus, LER shares the same problems with Bread Crumb Routing.

In (2), the mobile needs to periodically report its geographic location or virtual address to selected nodes, called location servers, in order to use GFR, Landmark Routing, or
BVR. Other nodes can acquire the mobile’s location from one of its location servers and then deliver data to the mobile node using one of these routing protocols.

A number of location-service protocols have been proposed for mobile ad hoc networks (MANETs) to be used with GFR. GHLS [12], Twins [66], and Home-Zone-Based Location Service all use hash functions to select a centralized location server. That is, they select only one location server for a given mobile node. Particularly, GHLS hashes the mobile node’s ID into a geographic location, and the node closest to that location serves as the central location server for the mobile. In these protocols, location queries are forwarded to and processed by the centralized location server.

XYLS [62] lets the mobile node select a thick column of nodes as its location servers. In XYLS, a mobile node updates nodes in the same column, i.e., nodes whose x-coordinate is within a certain range of the mobile node. Queries are forwarded in the same row, i.e., in the parallel direction of the x-axis until they reach location servers.

GLS [40], DLM [70], HLS [34], and MLS [19] are hierarchical location service protocols, i.e., the mobile node constructs a hierarchy of location servers over a grid structure. In these protocols, mobile nodes send their location to location servers, and location queries are forwarded to and processed by those location servers. Beacon Location Service (BLS) [52] is developed for the location service for BVR, in which routing is based on a beacon-vector, i.e., a vector of hop-distance to beacon nodes, instead of geographic location as in GFR. Also, Landmark Routing [65] provides a hierarchical lookup service to provide a mapping between the node ID and the landmark address. The hierarchical lookup mechanisms provided by these protocols are similar, but they are tailored differently by different designs of location update and query mechanisms. Note that BVR and landmark routing need a separate service to map a specific location to beacon-vector or landmark address if we want to send a packet to the location, which is often required in a WSN. Also, landmark routing is not scalable since the discovery of landmarks are based on the distance-vector routing; additional route-discovery packets should be exchanged. In GFR-based location
services, such landmark discovery is not necessary since location servers are selected at the pre-defined geographic locations.

These location service protocols, however, are not applicable to sensor networks due to the usually high per-hop latency in a sensor network which ranges from a few hundred milliseconds to a few seconds [43, 75], while that of a MANET is an order-of-magnitude lower (tens of ms) [26, 35]. The high per-hop latency in a sensor network can be attributed to scheduling delay and transmission time. First, wireless communication consumes much more energy than other operations for (severely energy-constrained) sensor nodes. Hence, energy-efficient MAC protocols avoid idle listening and overhearing by scheduling transmission and listening periods (e.g., S-MAC [76] and T-MAC [11]), or low-power channel polling (e.g., WiseMAC [15] and BMAC [54]), or both (e.g., SCP [75]). As a result, the radio’s duty cycle can be limited to a few percentages. Thus, a packet has to be held for a certain period of time before taking its next hop. Second, a sensor node’s radio usually has a lower bandwidth, incurring a longer transmission time. For example, Mica2 (MicaZ) has a bandwidth of 19.5 kbps (250 kbps), while MANETs typically use wireless LAN cards of 11 Mbps or 54 Mbps.

This high per-hop latency makes packet transmission in a sensor network much slower than in a MANET. Moreover, a sensor network is usually of much larger scale than a MANET. Therefore, the location-service protocols intended for MANETs are unlikely to perform well in sensor networks, because, while a message is being delivered from its source to a location server, then to the mobile receiver’s location obtained from the location server, the mobile could have moved too far away to receive the message directly as in GHLS or even by using forward pointers as in GLS. This problem becomes more evident as the mobile moves faster.
2.1.2 Proposed Approach

In this chapter we present a distributed location service protocol (DLSP) for a hybrid wireless network of stationary sensors and mobile nodes. DLSP is built on a hierarchical grid structure. A mobile selects multiple location servers at each level of the hierarchy, and sends location updates more frequently to the lower-level location servers than to the higher-level ones. A location query (that also contains a data packet to be delivered) may take multiple rounds of “lookup-and-chase” to reach the mobile receiver.

Through a rigorous analysis, we derive the condition under which a high query-delivery ratio (i.e., the data-delivery success rate in DLSP) is achieved, and show how to configure the protocol parameters to ensure the scalability of the location service. Here ‘scalability’ means that, as the network size increases, the location service protocol preserves the high query-delivery ratio and the protocol overhead is proportional to $O(\log(N))$, where $N$ is the network size. We find that, in order to preserve a high query-delivery ratio, the mobile’s speed should be below a certain fraction of the packet-transmission speed, which depends on the underlying movement threshold. For example, if the movement threshold for the lowest-level location servers is the same as the node’s radio range, the mobile’s speed limit is one-tenth of the packet-transmission speed. The theoretical speed limit is a one-fifth of the packet-transmission speed beyond which DLSP does not scale regardless of the movement threshold.

DLSP incurs a high location-update overhead because a mobile needs to update multiple location servers at each level with its location information. To alleviate this problem, we propose an optimization, called DLSP with a Selected Neighbor (DLSP-SN), in which the mobile updates the location server in at most one neighbor square at each level. A neighbor square is selected based on the mobile’s trajectory. DLSP-SN achieves a significant reduction of update overhead. However, due to the gridding effect,¹ DLSP-SN may

¹"Gridding effect” means that the source and destination nodes across but close to the boundary of a high-level square may require the query to travel many hops upward (in the hierarchy) to the common (parent) square containing both nodes. Both GLS and DLSP-SN suffer from the gridding effect, but DLSP does not.
incur more rounds of lookup-and-chase than DLSP, thus making the average path length of location queries greater than that of DLSP and increasing data-delivery cost. In order to make a tradeoff between location-update and data-delivery costs, we present a greedy adaptation mechanism, called DLSP-ASN, to improve the overall energy-efficiency.

The contributions of this work are summarized as follows.

- **Design of DLSP**: We design a novel hierarchical location service. In DLSP, location-updates are published to hierarchical location servers, and location-queries are processed recursively using these hierarchical location servers. DLSP can efficiently provide mobiles’ location information with a wide range of mobiles’ speeds even in the presence of sensor node failures.

- **Optimization of DLSP**: We provide two optimized algorithms for DLSP, DLSP-SN and DLSP-ASN. The former focuses on reducing the location-update overhead, while the latter makes a good balance between the location-update overhead and the data-delivery ratio.

- **Evaluation of DLSP**: We rigorously and throughly evaluate DLSP and its optimizations. First, we derive the condition under which DLSP guarantees a high data-delivery ratio using a mathematical analysis. Second, we extensively simulate DLSP with various scenarios and parameters to show its performance in diverse environments.

The rest of this chapter is organized as follows. Section 2.2 describes the details of DLSP. Section 2.3 derives the condition for DLSP to achieve a high packet-delivery ratio, while Section 2.4 analyzes the overhead of DLSP, and presents an enhanced version of DLSP, called DLSP-SN. Section 2.5 proposes a greedy adaptation mechanism, DLSP-ASN. In Section 2.6 we use simulation to evaluate the performance of location services. We conclude the chapter and discuss future directions in Section 2.7.
Table 2.1: List of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P(S), \ P(R, T) )</td>
<td>Location of a stationary sensor node ( S ), or of a mobile node ( R ) at time ( T )</td>
</tr>
<tr>
<td>( S_{k,j}(S) ), ( S_{k,j}(R, T) )</td>
<td>( S_{k,0}(S) ) is the level-( k ) square the sensor ( S ) resides, and ( S_{k,j}(S) ) ( (j = 1, \cdots, 8) ) are the eight level-( k ) neighbor squares adjacent to ( S_{k,0}(S) ). ( S_{k,j}(R, T) ) is the level-( k ) square the mobile ( R ) resides at time ( T ), and ( S_{k,j}(R, T) ) ( (j = 1, \cdots, 8) ) are the level-( k ) neighbor squares</td>
</tr>
<tr>
<td>( LS_{k,j}^R(S) ), ( LS_{k,j}^R(R, T) )</td>
<td>( R )'s level-( k ) location server in the square ( S_{k,j}(S) ), or ( S_{k,j}(R, T) )</td>
</tr>
<tr>
<td>( ALS_k^R(S) )</td>
<td>( R )'s adaptive location server for a data source ( S ) in the square ( S_{k,0}(S) )</td>
</tr>
<tr>
<td>( L )</td>
<td>Edge length of the square field of interest</td>
</tr>
<tr>
<td>( h )</td>
<td>Level of the largest square, i.e., the entire deployment field</td>
</tr>
<tr>
<td>( \ell )</td>
<td>Edge length of a level-0 square</td>
</tr>
<tr>
<td>( m )</td>
<td>Movement threshold for level-0 location servers ( 2^{-m} \ell )</td>
</tr>
<tr>
<td>( \tau )</td>
<td>Time threshold for location updates at level-0 location servers</td>
</tr>
<tr>
<td>( t_h )</td>
<td>Average per-hop latency, including transmission/retransmission time, and scheduling delay</td>
</tr>
<tr>
<td>( p )</td>
<td>Average per-hop progress, or decrease of Euclidean distance to the destination for each hop taken</td>
</tr>
<tr>
<td>( r )</td>
<td>Radio range</td>
</tr>
<tr>
<td>( \bar{v} )</td>
<td>Mobiles’ average speed</td>
</tr>
<tr>
<td>( dist(P_1, P_2) )</td>
<td>Distance between two locations, ( P_1 ) and ( P_2 )</td>
</tr>
</tbody>
</table>

2.2 Distributed Location Service Protocol

We now present the details of DLSP. We assume that a large number of stationary sensors have been placed randomly and uniformly in a field of interest and a relatively smaller number of mobile nodes move around within the field. Geographic routing (e.g., GPSR [33]) is used for multi-hop routing. Each sensor node can determine its location by using a localization service [31, 59]. Likewise, each mobile either is equipped with a GPS receiver or can estimate its location using the neighbor sensors’ location information.

Table 2.1 lists the notation used in this chapter.

2.2.1 Selection and Update of Location Servers

A sensor network is assumed to have been deployed in a square field as in GHT [56]. Similar to GLS [40], the entire square field is partitioned into a grid as shown in Figure 2.1.
Figure 2.1: The location servers selected at three levels of the grid

Four level-0 squares make up one level-1 square, four level-1 squares make up one level-2 square, and so on. To avoid overlap between two squares of the same size, a particular level-\(k\) square is part of one and only one level-\((k + 1)\) square. For simplicity, we assume that the field is perfectly gridded, i.e., the field is a square of edge length \(L = 2^h \ell\). We will discuss how this restriction can be relaxed in Section 2.6. Each node is pre-loaded with \(h\), \(\ell\), and the location of the lower-left corner of the field, and it can calculate the entire grid structure using this information.

Suppose a mobile \(R\) needs to send its location updates at time \(T\) (we will later elaborate on when to send location updates). It selects a location server in its level-0 square and also the neighbor squares, denoted as \(LS_{0,j}^R(R, T)\) \((j = 0, \ldots, 8)\). To randomize the selection, \(R\) uses a common hash function\(^2\) to compute a location in a square, and the sensor node closest to that location is chosen as the \(R\)’s location server. A neighbor square is omitted if it is outside of the field boundary. At level-1, \(R\) picks a location server from each of the neighbor squares, \(S_{1,j}(R, T)\). There is no location server in \(S_{1,0}(R, T)\), as it is fully covered by the level-0 location servers, and so on.

Location servers at different levels are updated at different rates. Suppose at time \(T, R\)

\(^2\)The hash function can be defined in many different forms. For example, \(H(R, Sq) = (f_x(R) \cdot 2^k \ell, f_y(R) \cdot 2^k \ell)\), where \(f_x\) and \(f_y\) are uniform distribution functions within the interval \((0, 1)\), and \(Sq\) is a level-\(k\) square. Note that the hash function computes a relative location inside \(Sq\).
has sent a location update (i.e., $P(R, T)$) to level-$k$ location servers. It will then send the next update to the level-$k$ servers at $T + \Delta T$ if and only if $\text{dist}(P(R, T), P(R, T + \Delta T)) \geq 2^{k-m} \ell$ (i.e., the movement threshold) or $\Delta T \geq 2^k \tau$ (i.e., the timeout). $R$ sets the lifetime of its location servers to be slightly larger than $2 \cdot \Delta T$, where $\Delta T = \min(2^k \tau, \frac{2^k - m \ell}{\ell})$, to tolerate a loss of location update or jitter. If a location server does not receive a new update from the mobile $R$ before this lifetime expires, it is no longer a location server for $R$.

Selection of location servers in all neighbor squares ensures the availability of a level-$k$ location server if the distance to the mobile node is within $2^k \ell$, and thus, prevents a gridding effect. Also, the hash function lets different mobile actors choose different sensor nodes as their location servers. As a result, the protocol evenly distributes the workload and energy consumption among the sensor nodes.

### 2.2.2 Processing of Location Queries

When a sensor node $S$ sends a data message to $R$, it only knows $R$’s ID. First, it tries to find $R$’s location from its neighbor’s table and local location cache (i.e., it is a location server for $R$). If $R$’s location is not found, $S$ encapsulates the data into a location query, and sends it to a location server. Once $R$’s location is found, the data message is sent to
that location using geographic-location-based-routing. This *lookup-and-chase* process is illustrated by an example in Figures 2.2 and 2.3.

In Figure 2.2, S first assumes that R has visited somewhere nearby — R and S are in the same level-0 square or two adjacent level-0 squares. Formally, S assumes $LS^R_{0,0}(R, T)$ to be $LS^R_{0,0}(S)$. So, the location query is sent to $LS^R_{0,0}(S)$. However, $LS^R_{0,0}(S)$ does not have R’s location information, so it tries to find R’s location in a larger square by sending the query to $LS^R_{1,0}(S)$, and so on. Eventually, $LS^R_{2,0}(S)$ has R’s location information at time $T_1$ (i.e. $LS^R_{2,0}(S)$ is also $LS^R_{2,1}(R, T_1)$), denoted as $P(R, T_1)$, so it sends the query to $P(R, T_1)$. This process of looking for the location of, and chasing, the mobile is called a *round*.

If R moves fast and if S and R are far apart, by the time the location query reaches the location $P(R, T_1)$, R could have moved too far away from $P(R, T_1)$ to receive the location query. In such a case, the query will be received by the node A closest to $P(R, T_1)$. Unlike GLS, A does not maintain any forwarding pointer$^3$ under DLSP. Instead, it starts a new *round*. As shown in Figure 2.3, the query first goes to $LS^R_{0,0}(R, A)$, then to $LS^R_{1,0}(R, A)$ (i.e., $LS^R_{1,6}(R, T_2)$), which has more recent R’s location information, $P(R, T_2)$. Finally, the query catches up with R near $P(R, T_2)$.

After receiving the query, R may decide whether or not to send its location information to S, which caches the location for later queries. Such a decision should depend on the sender’s transmission rate, as discussed in Section 2.5.

### 2.3 Conditions for High Packet-Delivery Ratio

In this section, we first derive the condition for achieving a high packet-delivery ratio under DLSP. Then, we discuss how to configure the parameters of DLSP to make it scalable. DLSP is found to be scalable if the mobile’s speed is lower than a certain fraction of

$^3$In GLS, a mobile leaves a *forwarding pointer* in the lowest-level grid from which it moves out, so that a query may follow the mobile using the forwarding pointers.
the packet-transmission speed, which depends on the movement threshold used. Finally, we present the condition for achieving a high packet-delivery ratio in GHLS, and also show that GHLS is not scalable.

2.3.1 Conditions for High Packet-Delivery Ratio under DLSP

Our analysis of DLSP consists of the base case and the inductive step. The base case analyzes how a location query can catch up with the mobile receiver after obtaining its location information from a level-0 location server. The inductive step analyzes how the location query can get closer to the mobile by completing each round.4

2.3.1.1 The Base Case

Suppose, at time $T_1$, $R$ sends its location, $P(R, T_1)$, to a level-0 location server, $LS_{0,j}(R, T_1)$, $j \in \{0, 1, \ldots, 8\}$. The location server receives the location update at time $T_3$. At time $T_4$, it receives a location query and forwards the query to $P(R, T_1)$. The location query reaches location $P(R, T_1)$ at time $T_2$. The timeline of these events are shown in Figure 2.4.

In order to have $R$ receive the query at $T_2$, the following condition must be satisfied:

$$\text{dist}(P(R, T_1), P(R, T_2)) \leq r.$$ (2.1)

Suppose $\Delta T = T_2 - T_1$, then $\text{dist}(P(R, T_1), P(R, T_2))$ is bounded by $\Delta T\bar{v}$, because

---

4The analysis of DLSP was coworked with Zhigang Chen and published in [10]. For the completeness of the thesis, the analysis is presented here.
the distance is maximized when $R$ moves on a straight line between $T_1$ and $T_2$. The average speed is computed as the length of the trajectory curve between $T_1$ and $T_2$ over $\Delta T$. $\Delta T$ can be broken into three components, $T_3 - T_1$, $T_4 - T_3$, and $T_2 - T_4$. $T_3 - T_1$ denotes the average latency of the location update from $P(R, T_1)$ to $LS^R_{0,j}(R, T_1)$; $T_4 - T_3$ represents the average obsoleteness of the location information at the location server; $T_2 - T_4$ denotes the average latency of the location query from $LS^R_{0,j}(R, T_1)$ to $P(R, T_1)$.

Let $d_0$ be $dist(P(R, T_1), L_{0,j}(R, T_1))$, the average distance between $R$ and a level-0 location. Then, considering $R$ as a random point in an $\ell \times \ell$ square, and the location server as a random point in the same square or one of the eight adjacent squares, we get $d_0 \approx 1.27\ell$ according to a numerical analysis. Also, we let $t_0$ be the update interval for level-0 location servers. We have $T_3 - T_1 = T_2 - T_4 = \frac{d_0}{p} t_h$, and $T_4 - T_3 = \frac{1}{2} t_0$ because $T_4$ ranges from $T_3$ to $T_3 + t_0$. So,

$$\Delta T = \frac{1}{2} t_0 + 2 \frac{d_0}{p} t_h.$$  \hspace{1cm} (2.2)

Also, from Section 2.2, we have

$$t_0 = \begin{cases} 
\frac{\tau}{\bar{v}} & \text{if } \bar{v} < \frac{2^{-m}\ell}{\tau} \\
\frac{2^{-m}\ell}{\bar{v}} & \text{if } \bar{v} \geq \frac{2^{-m}\ell}{\tau}.
\end{cases}$$ \hspace{1cm} (2.3)

From Eq. (2.3), we have

$$\bar{v} t_0 \leq 2^{-m}\ell.$$ \hspace{1cm} (2.4)

Therefore,

$$dist(P(R, T_1), P(R, T_2)) \leq \frac{1}{2} t_0 \bar{v} + 2 \frac{d_0}{p} t_h \bar{v}$$ \hspace{1cm} (2.5)
In order to satisfy Eq. (2.1), we simply let \( \frac{1}{2} t_0 \bar{v} + 2 \frac{d_0}{p} t_h \bar{v} \leq r \). That is,

\[
\begin{align*}
\tau \bar{v} + \frac{5.08 \ell t_h \bar{v}}{p} & \leq 2r & \text{if } \bar{v} < \frac{2^{-m} \tau}{\ell} \\
2^{-m} \ell + \frac{5.08 \ell t_h \bar{v}}{p} & \leq 2r & \text{if } \bar{v} \geq \frac{2^{-m} \tau}{\ell}.
\end{align*}
\tag{2.6}
\]

Approximately, Eq. (2.6) can be satisfied if

\[
2^{-m} \ell + \frac{5 \ell}{p} t_h \bar{v} \leq 2r.
\tag{2.7}
\]

### 2.3.1.2 Analysis of the Inductive Step

Consider the case of requiring multiple rounds of lookup-and-chase. Suppose the query looks up \( R \)'s location from a level-\( k_i \) location server in round \( i \), and from a level-\( k_{i+1} \) server in round \( i + 1 \). To ensure the query makes progress toward \( R \), we need to satisfy

\[
k_{i+1} \leq k_i - 1.
\tag{2.8}
\]

Suppose the query returns \( R \)'s location information, \( P(R, T'_1) \), in round \( i \) and reaches \( P(R, T'_2) \) at time \( T'_2 \). \( k_{i+1} \leq k_i - 1 \) holds if the following inequality holds:

\[
dist(P(R, T'_1), P(R, T'_2)) \leq 2^{k_i-1} \ell.
\tag{2.9}
\]

Eq. (2.9) bounds the distance between the known location of round \( i \) and that of round \( i + 1 \), so the two locations are at most in two adjacent level-\((k_i - 1)\) squares. Therefore, the level of location server visited at round \( i + 1 \) is not greater than \( k_i - 1 \).

Similar to Eq. (2.2), we get

\[
\Delta T' = T'_2 - T'_1 = \frac{1}{2} 2^{k_i} t_0 + 2 \frac{2^{k_i} d_0}{p} t_h.
\tag{2.10}
\]
So, we have

\[
\text{dist}(P(R, T'_1), P(R, T'_1)) \leq \frac{1}{2} 2^{k_i} t_0 \bar{v} + 2^{k_i} d_0 t_h \bar{v}
\]  

(2.11)

In order to satisfy Eq. (2.8), we simply let \( \frac{1}{2} 2^{k_i} t_0 \bar{v} + 2^{k_i} d_0 t_h \bar{v} \leq 2^{k_i-1} \ell \). That is,

\[
\begin{cases}
\tau \bar{v} + \frac{5.08 \ell}{p} t_h \bar{v} \leq \ell & \text{if } \bar{v} < \frac{2^{-m} \ell}{\tau} \\
2^{-m} \ell + \frac{5.08 \ell}{p} t_h \bar{v} \leq \ell & \text{if } \bar{v} \geq \frac{2^{-m} \ell}{\tau}.
\end{cases}
\]  

(2.12)

Again, due to Eq. (2.4), Eq. (2.12) can be satisfied if

\[ 2^{-m} \ell + \frac{5 \ell}{p} t_h \bar{v} \leq \ell. \]  

(2.13)

### 2.3.2 Configuration of Protocol Parameters for DLSP

The above analysis provides insights into which parameters affect the packet-delivery ratio and how they can be configured to achieve the scalability of DLSP with respect to query delivery.

#### 2.3.2.1 Configuration of \( \ell \)

Consider the condition of the base case, Eq. (2.7), and that of the inductive step, Eq. (2.13). The condition of the base case is stronger than that of the inductive step if \( \ell \geq 2r \). Moreover, both Eqs. (2.7) and (2.13) are independent of the field edge length, \( L \). Therefore, as long as data can be delivered within a small region (level-0 squares) of edge length \( \ell \geq 2r \), it can be delivered from an arbitrarily far away node. In fact, we need

\[ \ell = 2r \]  

(2.14)

because the overhead of location updates increases as \( \ell \) increases (in Section 2.4).
2.3.2.2 Configuration of $m$

In Eq. (2.7), $\frac{5\ell}{p} t_h \bar{v}$ is always positive since $t_h$ is not negligible. So, $m$ must be a positive integer. Again, the overhead of location updates is proportional to $2^m$ when the mobile’s speed is above the threshold. Therefore, $m$ should be set to 1, and the movement threshold is $r$.

2.3.2.3 Mobile’s Speed Limit

From Eq. (2.7), if $m = 1$, $\bar{v} < \frac{r}{5\ell} \frac{p}{t_h} = \frac{p}{10t_h}$, which is a one-tenth of the packet-transmission speed. If the movement threshold for location updates gets smaller, the location updates become more frequent, and the mobile is allowed to move faster. However, $\bar{v} < \frac{2r}{5\ell} \frac{p}{t_h}$ must always hold, and the speed can never be greater than $\frac{p}{5t_h}$. So, the mobile’s theoretic speed limit is a one-fifth of the packet transmission speed, no matter how frequently the location servers are updated.

2.3.3 Choice of Design Paradigm

GHLS (i.e., a centralized paradigm) can be considered as a trivial case of DLSP (i.e., a hierarchical paradigm), in which $\ell = L$. The analysis of GHLS is the same as that of the base case in DLSP, except that $d_0 \approx 0.5L$ because the mobile and its location server are considered two random points in the $L \times L$ square.

Suppose the movement threshold for updating the location server is $\bar{v} t_0 \leq d$. We need to satisfy

$$d + \frac{2L}{p} t_h \bar{v} \leq 2r.$$  \hspace{1cm} (2.15)

When $t_h$ is not very small, Eq. (2.15) may not hold for large networks and fast mobiles.

Based on Eqs. (2.15), (2.4), and (2.14), we can conclude that, regardless of the mobile’s speed, the conditions of GHLS (i.e., the centralized paradigm) are stronger than those of
the hierarchical paradigm if \( L < 2.5l \). So, the centralized paradigm is favorable for low mobile’s speed, very low per-hop packet latency, or small/median networks because of its simplicity and lower overhead [12]. For large networks with high mobility and non-trivial packet latency, the hierarchical paradigm should be used.

2.4 Analysis of Location-Service Overhead

In this section, we first analyze the overhead of location updates under DLSP and then propose a design optimization, called DLSP with a Selected Neighbor (DLSP-SN), which significantly reduces the location-update overhead.

2.4.1 Analysis of Location-Update Overhead

Let \( U \) denote the total overhead of location updates, and \( u_k \) the overhead of updating a level-\( k \) location server. The location-update frequency for level-\( k \) location servers is \( t_k = 2^k t_0 \). The average distance between \( R \) and a level-\( k \) location server (\( LS_{k,j}^R(R,T) \)) is \( 1.27 \cdot 2^k \ell \), and that between \( R \) and the level-0 location server \( LS_{0,0}^R(R,T) \) is \( 0.5 \ell \). Since there are at most 8 neighbor squares at each level, we have

\[
U \leq 8 \cdot 1.27 \cdot 2^k \ell \frac{1}{t_k} + 0.5 \ell \frac{1}{t_0}
\]

\[
\leq (10.2h + 0.5)\frac{2^{m \bar{v}}}{p}
\]

(2.16)

where \( h = O(\log(L \times L)) \), and the total number of nodes, \( N \), is proportional to \( L \times L \) for a given node density. So, \( U = O(\log(N)) \). That is, DLSP is asymptotically scalable with respect to the protocol overhead. However, like GLS, DLSP suffers from high update overhead because there are multiple location servers at each level of the hierarchy.
Figure 2.5: $R$ sends updates to two level-1 location servers at $P(R, T_2)$, because $P(R, T_3)$ is in the selected neighbor square of $P(R, T_2)$.

### 2.4.2 Optimization of DLSP

Our optimization goal is to reduce the location-update overhead while preserving the high packet-delivery ratio. The key observation is that it is unnecessary to update the location servers in all neighbor squares. This is because, as a location query “chases” the mobile receiver, the mobile’s trajectory determines which location servers to communicate with.

This observation is illustrated in Figure 2.3. At time $T_2$, $R$ updates its level-1 location servers in the neighbor squares since it has crossed a boundary of level-1 squares. Therefore, at round 2, the query can obtain a more recent location, $P(R, T_2)$, and catch up with $R$. However, before such an update is available, a query is delivered to sensor node $A$, which is closest to $R$’s previous location, $P(R, T_1)$. When $R$ is not in the neighborhood of $A$, it needs to re-query $R$’s location to relay the query. In such a case, the only level-1 location server contacted is one in the level-1 square in which $A$ is located. More specifically, since $A$ is in $S_{1,6}(P(R, T_2))$, the query relayed by $A$ can only go through $LS^{R}_{1,6}(R, T_2)$, not the other four level-1 location servers. That is, only the update to the location server in the neighbor square, $S_{1,6}(R, T_2)$, is useful for delivering this query. So, the design optimization is called *Distributed Location Service Protocol with a Selected Neighbor* (DLSP-SN).

To illustrate how DLSP-SN works, let us zoom in the lower-left level-2 square of Fig-
ure 2.3 in Figure 2.5. Suppose \( R \) needs to send location updates to level-1 location servers at \( P(R, T_1) \), \( P(R, T_2) \), and \( P(R, T_3) \) consecutively. At \( P(R, T_3) \), it checks if its previous location \( P(R, T_1) \) was in the level-1 square, \( S_{1,0}(P(R, T_1)) \). If so, it only updates \( LS^{R}_{1,0}(R, T_1) \) (i.e., \( LS^{R}_{1,0}(R, T_2) \)). At \( P(R, T_2) \), \( R \) finds that its previous location \( P(R, T_3) \) is in the neighbor square, \( S_{1,6}(P(R, T_2)) \), so it sends updates to both \( LS^{R}_{1,0}(R, T_2) \) and \( LS^{R}_{1,6}(R, T_2) \). Note that the locations of two consecutive level-\( k \) updates must be in the same level-\( k \) square or two neighbor level-\( k \) squares, because the movement threshold for level-\( k \) updates, \( 2^{k-m}\ell \), is strictly less than the edge length of level-\( k \) square, \( 2^k\ell \).

The differences between DLSP and DLSP-SN are summarized as follows. First, suppose the highest level is \( h \). Then, DLSP updates \( LS^{R}_{0,j_1}(R, T) \) (\( j_1 = 0, 1, \ldots, 8 \)), and \( LS^{R}_{k,j_2}(R, T) \) (\( k = 1, 2, \ldots, h - 1 \) and \( j_2 = 0, 1, \ldots, 8 \)). DLSP-SN updates \( LS^{R}_{k,0}(R, T) \) (\( k = 0, 1, 2, \ldots, h \)), as well as the location server in the selected neighbor square. Second, suppose \( k_i \) and \( k_{i+1} \) are the levels of location servers through which a location query obtains the destination mobile’s location at \( i \) and \( i + 1 \), respectively. In this case, DLSP requires \( k_i > k_{i+1} \), but DLSP-SN does not have this restriction. To avoid endless chasing, DLSP-SN requires that, at each round, the query get more recent location information than the previous round.

DLSP-SN is less restrictive in the sense of obtaining location information, because it selects many fewer location servers than DLSP. As a result, DLSP-SN incurs more rounds and longer query paths.

### 2.5 Adaptation of Location Service

DLSP-SN reduces its update overhead, but may extend the query path length, increasing the data-delivery cost. This increase of data-delivery cost may become significant in case of continuous data streams commonly seen in sensor network applications. To achieve overall energy-efficiency with DLSP-SN, we propose an adaptive location-update scheme in which a mobile adaptively sends its location updates based on the varying distribution...
2.5.1 Adaptive Location Updates

In a hybrid wireless network of stationary sensors and mobile actors, a mobile may receive data from multiple data sources located in the areas of interest. The overhead of querying the mobile’s location to forward data from these sources may be expensive if they need to contact high-level location servers. Typically, the data sources in an area of interest are often spatially close to one another. Thus, the cost of location-query can be significantly reduced if the mobile’s location can be retrieved from the common low-level location server. Therefore, to reduce the overhead of location-queries, a mobile selects and updates a few location servers near the data sources in DLSP-ASN.

Figure 2.6 provides an illustrative example. Suppose sensor nodes, $S_1$ and $S_2$, reside in the same level-0 square $S_{0,0}(S_1)(=S_{0,0}(S_2))$, and continuously report data to a mobile $R$. Instead of sending location updates to $S_1$ and $S_2$ individually, $R$ picks an adaptive location server, $ALS_0^R(S_1)$, in $S_{k,0}(S_1)$, and periodically sends updates to it as well as to the other location servers. When $S_1$ or $S_2$ sends $R$ data, a location query is processed exactly the same as in Section 2.2 except for the first round. $R$’s location can be obtained...
from $ALS_0^R(S_1)$, instead of from the level-2 location server, $LS_2^R(R, T_1)$, as shown in Figure 2.2. Thus, the data-delivery cost is reduced at the expense of extra adaptive location updates.

### 2.5.2 Condition for High Query-Delivery Ratio

Suppose $R$ updates $ALS_0^R(S_1)$ at time $T_1'$, and the location query reaches $P(R, T_1')$ at time $T_2'$. Let $T_a = 2^{k_a} t_0$ be the period of location updates to $ALS_0^R(S_1)$, and $D$ be the distance between $P(S_1)$ and $P(R, T_1')$.

Similar to the analysis of Eq. (2.10), we get

$$\Delta T' = T_2' - T_1' = \frac{1}{2} 2^{k_a} t_0 + 2 \frac{D}{p} t_h. \quad (2.17)$$

We simply let $\Delta T' \bar{v} \leq \frac{D}{2}$. That is,

$$2^{k_a - 1} t_0 \bar{v} + 2 \frac{D}{p} t_h \bar{v} \leq \frac{D}{2}. \quad (2.18)$$

In Section 2.3, we derived Eq. (2.4) and the speed limit, $v < \frac{p}{10t_h}$, with the movement threshold $r$. In order to satisfy Eq. (2.18), we need

$$2^{k_a - 2} \ell + \frac{D}{5} \leq \frac{D}{2}. \quad (2.19)$$

$$k_a \leq \log_2 \left( \frac{D}{\ell} \right). \quad (2.20)$$

When $k_a$ is small, there is higher update overhead but lower data-delivery cost; when $k_a$ is large, there is less update overhead but higher data-delivery cost. So, $k_a$ needs to be configured to achieve overall energy-efficiency.
### Protocols

<table>
<thead>
<tr>
<th>Protocols</th>
<th>DLSP</th>
<th>DLSP-SN</th>
<th>DLSP-ASN</th>
<th>GLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID-to-LS mapping</td>
<td>Hash the mobile node ID into a location within a square, and the node closest to the location becomes a location server</td>
<td>Same as DLSP</td>
<td>Same as DLSP</td>
<td>Select the node whose ID is closest to the mobile node ID within a square</td>
</tr>
<tr>
<td>LS in neighbor squares</td>
<td>One LS in each of the eight neighbor squares</td>
<td>At most one location server from a neighbor square</td>
<td>Same as DLSP-SN</td>
<td>One LS from each of the three neighbor squares</td>
</tr>
<tr>
<td>Cross-boundary updates</td>
<td>Location updates can only be triggered by timeouts or exceeding the movement threshold</td>
<td>Same as DLSP, but the selected neighbor depends on whether or not a boundary of certain level is crossed</td>
<td>Same as DLSP-SN</td>
<td>Need to update the three neighbor location servers(^a) from level-0 to level-(k) if the boundary of a level-(k) square is crossed</td>
</tr>
<tr>
<td>Data source adaptiveness</td>
<td>No</td>
<td>No</td>
<td>Yes A mobile may send additional location updates to the location servers near the data sources according to a greedy algorithm</td>
<td>No. A mobile node may send its location to the data sources at a fixed rate</td>
</tr>
<tr>
<td>Gridding effect</td>
<td>No</td>
<td>Yes</td>
<td>Not after the additional location updates are sent out</td>
<td>Yes</td>
</tr>
<tr>
<td>Multi-rounds</td>
<td>Yes, with restrictions (1-3)(^b)</td>
<td>Yes, with restrictions (1-2)(^b)</td>
<td>Same as DLSP-SN</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 2.2: Comparison of hierarchical location services

\(^a\)In GLS, one square considers its three adjacent squares belonging to the same parent square as its neighbors; in DLSP protocols, all the eight adjacent squares are considered neighbors.

\(^b\)Restrictions: (1) The query needs to obtain a newer location of the mobile at each round; (2) the query does not proceed if the location is obtained from a level-0 location server in the previous round; (3) the level of the location servers gets lower as the round progresses.
2.5.3 Analysis of Overall Energy-Efficiency

Let $E$ denote the energy-efficiency without adaptive location updates, and $E_a$ denote the efficiency with adaptive location updates. The mobile maintains a moving window to compute the average data rate, $R_{\text{data}}$, the average hop count, $C_{\text{hops}}$, and the average distance, $D_{\text{src}}$, from the two sources.

$$\Delta E = R_{\text{data}} \cdot \left( C_{\text{hops}} - \frac{D_{\text{src}}}{p} \right) - \frac{D_{\text{src}}}{p} \frac{1}{2^{k_a t_0}}$$  \hspace{1cm} (2.21)

A mobile periodically searches for $k_a$ in $[0, \log_2 \left( \frac{D}{\ell} \right)]$ such that $\Delta E$ is maximized or $E_a$ is minimized.

In general, the rate and distribution of data sources cannot be described in a simple form. It is, therefore, very difficult to compute the optimal solution that combines data sources and sets $k_a$ for each combination. The mobile can use some simple heuristics to find good solutions. For example, only the data sources in the same level-0 are combined at their level-0 location server. We can then use the above analysis to set $k_a$ for each level-0 location server.

2.5.4 Comparison of Hierarchical Location Services

Different hierarchical location services are compared and summarized in Table 2.2.

2.6 Evaluation

We have performed extensive simulation to comparatively evaluate the performance of location-service protocols. For this purpose, we have implemented the DLSP protocols (DLSP, DLSP-SN, and DLSP-ASN) and GHLS in ns-2 [2] (version 2.27), and also have ported GLS to the same version of ns-2 we used for other protocols.

The following metrics are evaluated for the location service protocols: (1) Query Delivery Ratio—the percentage of location queries successfully delivered to the mobile receiver;
(2) Update Overhead—the number of update packets transmitted with each hop counted as one packet transmission; (3) Query Path Length—the number of hops each successfully-delivered query takes.

2.6.1 The Simulation Setup

The transmission range for radio communication is set to 100m based on the characteristics of MicaZ [1] devices. We assume the radio link is symmetric, and only collision may cause message loss. Typically, the raw radio of sensor nodes (e.g., Mica2, MicaZ) is lossy and asymmetric, but the underlying MAC or routing protocols provide reliable transmission via scheduling and retransmission. We use both 802.11 MAC and S-MAC in our simulation. We also use the two-ray ground propagation model.

Sensors are uniformly deployed over a square area, with density of 6.25 nodes per 100 × 100m². This high node density is chosen because in low node-density networks, geographic routing (e.g., GPSR) suffers from relatively high packet losses, which may distract the readers from our main focus on the performance of location services. Given this high node density, the average per-hop progress is approximately 0.7r or 70m. Our tests are run on networks of 400 × 400, 800 × 800, 1200 × 1200, and 1600 × 1600m², which include 100, 400, 900, and 1600 sensor nodes, respectively. Since interactions among mobiles are not considered, only one mobile is simulated in our evaluation, and its movement follows the modified random way-point mobility model [78] in our base-case scenarios. The mobile’s speed ranges from 4 to 40m/s, and its pause time is set to 0. We also simulate DLSP with random walk and Guass-Markov mobility models [9] to confirm that the proposed protocol functions regardless of the mobiles’ movement pattern. We also simulated DLSP using the scenarios with 100 × 100 and 200 × 200 m² void areas to show its resilience to node failures. Finally, we evaluated DLSP with low-density networks.

We use GPSR [33] as a routing protocol throughout the evaluation of DLSP. The beacon period is set to 10s for stationary sensor nodes and 1s for the mobile. When a sensor node
receives a beacon from the mobile, it replies with a beacon after a random delay ranging from 0 to 1s. The movement threshold for triggering location updates in DLSP, DLSP-SN, GHLS, and GLS is set to 100m (i.e., \( m = 1 \)). The timeout for triggering location updates for the location service protocols except for GLS (i.e., \( \tau \)) is 8s. GLS does not have any timeout. Instead of using its instantaneous speed, the mobile uses its average speed over a moving window. Suppose \( R \) sends two consecutive updates to its level-\( k \) location servers at time \( T \) and \( T' \). The average speed \( \bar{v} = \frac{\text{dist}(P(R,T),P(R,T'))}{T' - T} \), although \( R \)'s trajectory may follow an arbitrary curve. To determine the timeout for the location information sent to a level-\( k \) location server, the mobile uses the average speed to predict the update interval \( t_k = 2^k t_0 \) with Eq. (2.3).

The edge length of the smallest square in the DLSP protocols (i.e., \( \ell \)) is 200m. In GLS, the smallest square size is set to 100m, because all nodes in the same smallest square should be within two hops. The network size we tested, 1200 \times 1200 m^2, does not result in a perfect grid structure. In such a case, if an intended level-\( k \) square is not within the network boundary, it is substituted by a neighbor level-\( k \) square inside the boundary. For example, the level-2 square may be outside the boundary when the mobile is located at (900m,900m). Then, the level-2 square \( \{(0,0), (800m,800m)\} \) becomes its replacement.

Ten sensor-node deployments are generated for each network size. With each deployment, we generate a movement scenario for each speed. All test results are the averages of 10 runs on all the deployments. Since the mobile’s ID is the same in all tests, a seed is randomly generated in each run so that a sensor node can hash the mobile’s ID into a different value for DLSP and GHLS. As for the workload, a sensor node is randomly chosen to send a location query to the mobile once every 2s during a period of 200s, i.e., 100 queries are sent. All tests for the same network size use the same workload. In GLS, every node should publish its location information to its location servers for the correct functioning of GLS. For fair comparison, we modify GLS such that the sensor nodes publish their location only during the initial warm-up period of 120s. These location updates during the warm-up
Figure 2.7: The query-delivery ratio of DLSP is higher than 96% for all network sizes if the mobile’s speed $\leq 15\text{ m/s}$. The speed limit from our analysis is 14 m/s.

Figure 2.8: The query-delivery ratio of DLSP-SN is close to that of DLSP below the speed limit, and noticeably better in case of high speeds.

For all protocols, the workload starts at 120s and the simulation ends at 300s. The surplus of 80s allows the last few queries to be delivered.

### 2.6.2 Simulation Results Using 802.11 MAC

Using the 802.11 MAC in ns-2, the transmission time plus the backoff delays ranges from 0.001 to 0.02s. Without a low-power MAC at hand, we add a fixed link-layer delay of 0.5s (or 0.25s). Thus, the actual per-hop latency ranges from 0.5 to 0.52s (or 0.25 to 0.27s), which resembles the per-hop latency in low-power MACs [43, 75]. Because the average per-hop progress of a packet is about 70m, the average packet-transmission speed is calculated to be 140m/s. Based on our analysis, the speed limit with the movement threshold of 100m is 14m/s.

#### 2.6.2.1 Query-Delivery Ratio

Figure 2.7 shows that DLSP scales well if the mobile’s speed $\leq 15\text{ m/s}$. In the network of 1600 nodes, the delivery ratios of both DLSP and DLSP-SN drop below 90% beyond
the theoretic speed limit, 28m/s. We have also run tests with different per-hop latencies and different movement thresholds. The results are consistent with our analysis, and thus omitted.

The query-delivery ratio of DLSP-SN, as shown in Figure 2.8, is close to that of DLSP below 20m/s and even higher than that speed because DLSP requires the query to obtain location information from a lower-level location server than the previous round, but DLSP-SN does not have this restriction and can take more lookup-and-chase rounds. Figure 2.9 shows that the delivery ratio of GHLS degrades significantly as the network size and the mobile’s speed increase. This is because, as the per-hop latency is non-trivial, the term $\frac{2L}{p} t_h \bar{v}$ easily exceeds the bound, $2r$, in Eq. (2.15). When the query reaches the location obtained from the location server, the mobile has already moved too far away from that location to receive the query, and hence the message is dropped.

The delivery ratio of GLS, shown in Figure 2.10, degrades significantly as the network size and the mobile’s speed increase, also because the mobile has moved too far away to receive the query when it reaches the location. GLS uses forwarding pointers to leave the mobile’s trail for the query to chase the mobile. But the messages containing the forward-
Figure 2.11: DLSP incurs a very high update overhead because there may be as many as 8 location servers at each level.

Figure 2.12: DLSP-SN reduces the update overhead by 70% or more. Its overhead is comparable to that of GHLS in a network of 900 nodes or more.

Forwarding pointers are likely to get lost, particularly when the mobile moves fast, because the destination of these messages (i.e., the grid it moves out of) is in the opposite direction of the node’s movement. By geographic forwarding, the mobile selects the neighbor closest to the destination. But such a neighbor is most likely to be out of the mobile’s radio range. When a forwarding pointer is lost, the chain of forwarding pointers is broken, and the query has to be dropped.

GLS also suffers some performance degradation at a low speed for the following reason. Unlike the other location protocols we evaluate, location updates are triggered only by the movement threshold in GLS. So, when the mobile’s speed is low, the update period is very long, especially for high-level location servers in large networks. Then, loss of a location update can cripple these location servers for a very long time. Queries will be dropped if they reach these servers. At high speeds, the delivery ratio of small networks is noticeably better than that of large networks, because it is easier for a query to catch up with the mobile within smaller areas.
Figure 2.13: GLS incurs a very high update overhead because each level has 3 location servers, and boundary-crossing incurs additional overhead.

Figure 2.14: DLSP-SN has longer query paths due to gridding effect.

2.6.2.2 Location-Update Overhead

Because GHLS is shown in [12] to incur the least update overhead, we normalize the update overheads of DLSP, DLSP-SN, and GHLS with respect to that of GHLS, as illustrated in Figures 2.11–2.13. We obtained the results from the same tests for the query-delivery ratio. All the normalized overheads are relatively insensitive to the mobile’s speed, since the tests of all protocols use the same movement threshold for triggering location updates. As the mobile’s speed increases, the update overhead increases accordingly for all protocols.

Compared to DLSP, DLSP-SN reduces the update overhead by at least 70%, as shown in Figures 2.11 and 2.12. More importantly, the normalized overhead of DLSP-SN decreases as the network size increases because the normalized overhead of DLSP is $O \left( \frac{\log(N)}{N} \right)$ (overhead of DLSP-SN is $O(\log(N))$ and that of GHLS is $O(N)$). For this reason, GLS exhibits a similar trend in Figure 2.13. However, the trend is not clear for DLSP, which can be explained as follows. Because of the network boundary, the number of location servers at any level increases as the network size grows. For example, the average number of level-0 (level-1) location servers increases from 4 to 6.25 (from 0 to 3) as $N$ changes from 100 to
400. So, the trend is offset by the increase of overhead due to additional location servers.

In Figure 2.13, the overhead of GLS increases almost linearly at low speeds for the following reason. GLS does not use any timeout for sending updates, so its update overhead always increases linearly with the mobile’s speed. In GHLS, the timeout is 8s and the movement threshold is 100m, and hence, at low speeds, the mobile sends location updates every 8s, and the overhead of GHLS is constant even when the mobile’s speed increases. Therefore, the normalized overhead of GLS increases linearly at low speeds. Let us compare GLS with DLSP-SN. The overhead of DLSP-SN is at least 75% less than that of GLS, since it updates fewer location servers at each level and incurs fewer updates when the mobile crosses a square boundary. Let us compare GLS with DLSP in Figures 2.13 and 2.11. GLS is shown to incur a much higher overhead than DLSP for $400 \times 400m^2$ networks, because GLS updates the same number of level-0 location servers (4) as DLSP does for this network size, and it incurs more overhead in case of boundary-crossing. As the network size grows, DLSP selects more location servers than GLS, so its overhead catches up with or exceeds that of GLS.

### 2.6.2.3 Query-Path Length

The results plotted in Figure 2.14 are also from the same tests for the query-delivery ratio. Due to the gridding effect, the query-path length of DLSP-SN is $40 - 45\%$ longer than that of DLSP in large networks.

In Figure 2.14, the query-path length of GHLS decreases sharply beyond the mobile’s speed of 10m/s, because more than 30% of queries (most of them take long paths) are dropped and thus not counted. Similarly, the query-path lengths of DLSP and GLS decrease noticeably at 30 and 40m/s. These speeds are consistent with Figures 2.7, 2.9 and 2.10. DLSP-SN results in longer query-paths than GLS, because DLSP-SN uses fewer location servers than GLS. So, DLSP-SN suffers more from the gridding effect. The results of smaller networks show the same trend with smaller gaps.
Figure 2.15: The delivery ratios of DLSP and GHLS match the results in previous figures.

2.6.2.4 Adaptation

To evaluate how DLSP-ASN improves overall energy-efficiency over DLSP-SN, we use the same deployments and movements as in previous tests, but change the workload such that only two sensor nodes in the same level-0 square send data to the mobile at the same constant rate.

Figures 2.15 and 2.16 show the results from a network of 1600 nodes and the data rate of 0.5 message per 1 second for each node.

Figure 2.15 shows that, with adaptive location updates, DLSP-ASN has a slightly higher delivery ratio than DLSP-SN, because, in the first round, each query travels fewer hops in DLSP-ASN than in DLSP-SN. So it takes less time for a query to reach the mobile’s known location, and thus, the mobile moved away less from the location. Starting at the second round, the query has a higher chance to be delivered successfully. Figure 2.16 shows the total energy cost normalized by the total cost of GHLS. Here we use the number of transmissions as the energy cost since we use the same transmission power for all packets. The adaptive mechanism can improve the overall energy-efficiency by as much as 40%.
For the range of 4 to 15m/s, the total energy cost of DLSP-ASN is comparable to, or even lower than, that of GHLS. This is because most queries are delivered in one round. During the first round, a query obtains the mobile’s location information within a small square in DLSP-ASN, but in GHLS, it has to travel more hops to a randomly-picked location server within the largest square. As the speed increases, the improvement diminishes because DLSP-ASN also needs to take more rounds to deliver the queries. In the tests of smaller networks and lower data rates, DLSP-ASN shows less improvement on overall efficiency as expected.

2.6.3 Simulation Results Using S-MAC

In order to validate our analysis of DLSP on a MAC with real low-power duty cycling, we simulated DLSP using S-MAC [76]. S-MAC is inspired by PAMAS [61] and uses RTS-CTS to reduce channel contention. S-MAC periodically sleeps, wakes up to receive and transmit packets if any, and then returns to sleep. Each active period is a constant period, and thus, the length of the sleep period determines the length of each frame (i.e., the active period plus the sleep period). To match the per-hop latency with our 802.11 MAC-based simulation, we set the sleep period such that the length of the S-MAC duty cycle is 0.5s. Other parameters of S-MAC such as slot time are kept as default, resulting in 20.8% duty cycle. This duty cycle is rather high, but we keep the default parameters of S-MAC while setting the per-hop delay as 0.5s for a fair comparison.

Moreover, because S-MAC is designed for static sensor networks, we need to slightly modify it to deal with mobility — if a sensor node receives a beacon from a mobile, it stays awake for a short period (in our simulation, this period is 2.5s). With this modification, the neighbor sensors of the mobile are given enough wakeup time to send their replies and avoid severe collision, which could occur without the modification. The mobile node does not observe S-MAC sleep-scheduling, so it can communicate with sensor nodes with different sleep schedules. This may be justified because the mobile is usually much less
Table 2.3: Average per-hop latency of DLSP using S-MAC. The average per-hop latency and its standard deviation vary with the network size. The movement thresholds can thus be derived from our analysis using Eq. 2.13 for different network sizes.

<table>
<thead>
<tr>
<th>Network size</th>
<th>Average per-hop latency</th>
<th>Standard deviation</th>
<th>Movement threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>400m × 400m</td>
<td>0.251s</td>
<td>0.271</td>
<td>27.9m/s</td>
</tr>
<tr>
<td>800m × 800m</td>
<td>0.373s</td>
<td>0.281</td>
<td>18.8m/s</td>
</tr>
<tr>
<td>1200m × 1200m</td>
<td>0.410s</td>
<td>0.280</td>
<td>17.1m/s</td>
</tr>
<tr>
<td>1600m × 1600m</td>
<td>0.439s</td>
<td>0.313</td>
<td>16.0m/s</td>
</tr>
</tbody>
</table>

power-constrained than sensors.

If a packet is lost, the sender tries to send it again (up to 3 times) in the next active period. Therefore, the actual per-hop latency varies with sleep scheduling and packet retransmission. The results presented next are from the test runs using the same deployments and movements as in the previous simulation.

Unlike the DLSP simulation with 802.11 MAC with fixed delay of 0.5s, DLSP with S-MAC can have a delay shorter than its frame length (which is set to 0.5s) for the following reasons. First, the sensors surrounding the mobile node stay awake longer than other sensor nodes, so the latency between these sensors and the mobile is much less than that between two sensors under low-power duty cycling, which is approximately 0.5s. Second, at the origin of each packet, the per-hop latency is, on average, half of a duty cycle. As the network size increases, location updates and queries take more sensor-to-sensor hops, so the average per-hop latency increases. The mean and standard deviation of the per-hop latency and the speed limit derived from Eq. 2.13 are shown in Table 2.3.

Figures 2.17–2.19 plot the query-delivery ratio of DLSP, DLSP-SN, and GHLS, respectively, using S-MAC. With S-MAC, the performance of DLSP protocols (DLSP and DLSP-SN) also validates our analysis — DLSP protocols scale well if the mobile’s speed is under the limit as shown in Table 2.3, and degrade as the mobile’s speed grows beyond the movement threshold. Compared to Figures 2.7, 2.17 shows that the performance of DLSP with S-MAC is slightly better than that of DLSP with 802.11-MAC, while the performance
of DLSP exhibits similar trends regardless of the underlying MAC protocol. This performance improvement is attributed to the fact that the per-hop latency with S-MAC is below 0.5s.

### 2.6.4 Results with Additional Mobility Models

We also evaluated DLSP with two additional mobility models: random walk mobility model and Gauss-Markov mobility model [9]. The random walk model has strong randomness as in the random way-point model. However, in the random walk model, mobile nodes randomly choose their speed and direction at each fixed interval instead of randomly choosing the destination in the random way-point model. In the Gauss-Markov mobility model, the speed and direction of mobile nodes are correlated over time and modeled as a Gauss-Markov stochastic process. The temporal-dependency of the Gauss-Markov model is determined by two parameters: \( \sigma \) is the standard deviation of the randomly-generated speed and direction at each interval, and \( \alpha \) is the memory-level parameter which determined the randomness of the mobility model. The details of these mobility models can be
Figure 2.19: GHLS with S-MAC shows a similar trend as GHLS with 802.11 MAC. Since there is no single speed limit for different network sizes in GHLS, the performance degrades even at a lower speed for large networks.

found in the survey paper [9].

Figures 2.20 and 2.21 plot the performance of DLSP with different mobility models. Here we present a subset of our test results to show the effect of different mobility models with different parameters. For the random walk model, the interval duration is set to 20s and 40s and the interval duration is set to 10s to 20s with $\alpha = 0.5$ and $\sigma = \pi/2$ for the Gauss-Markov model. The mobile’s speed ranges from 4 to 40m/s as in our previous simulation. It is shown in Figures 2.20 and 2.21 that DLSP scales well if the mobile’s speed is under the threshold with any mobility model, which confirms our analysis.

However, at a high speed, it is observed that the degree of performance degradation differs from one mobility model to another, and from one configuration to another, because the performance of location services is affected by other parameters of mobility models, even if the (average) speed is the same. For example, the interval duration of the random walk model affects the performance of the protocol; the longer the duration of the interval, the further the mobile moves. Then, location queries that have been forwarded to the mobile’s previous location will be less likely to be in the proximity of the mobile, and the delivery ratio may degrade. This effect is more pronounced when a mobile moves at a high speed in a large network, in which it hits the network boundary less frequently. For exam-
Figure 2.20: The random way-point model (RWP), the random walk model (RWP) with the duration of 20s (RW20) and 40s (RW40), and the Gauss-Markov model with the duration of 10s (GM10) and 20s (GM20) are simulated with DLSP in an 800m × 800m network.

Figure 2.21: The random way-point model (RWP), the random walk model (RWP) with the duration of 20s (RW20) and 40s (RW40), and the Gauss-Markov model with the duration of 10s (GM10) and 20s (GM20) are simulated with DLSP in an 1600m × 1600m network.

ple, in Figure 2.21, it is shown that the random walk mobility model with a 20s duration (RW20) outperforms the same model with a 40s duration (RW40) at 40m/s. So does the Gauss-Markov mobility.

There are previous efforts to develop the common metrics that can interpret the parameters of different mobility models [58,81], but not a single good metric has been developed yet, and most of them focused on routing protocols, not on location services. Development of a universal measure of mobility models for location services is beyond the scope of this work.

2.6.5 Results on Robustness Against Node Failures

We evaluated the robustness of DLSP when some sensor nodes fail. By modifying the scenarios used before, we introduced a void area that contains no functional node. We picked the void area such that the mobile node passes through the area at 30 seconds in simulation time, i.e., the mobile goes through the void area at least once. The size of the
void area is chosen to be of $100 \times 100$ or $200 \times 200$ m$^2$.

Figure 2.22 shows the delivery ratio with a void area, which is normalized to that with no void area shown in Figure 2.17. When a $100 \times 100$ m$^2$ void area is introduced, the delivery ratio drops slightly (up to 2.39%) as shown in Figure 2.22(a). Figure 2.22(b) shows the normalized delivery ratio when a $200 \times 200$ m$^2$ void area is introduced. With the $200 \times 200$ m$^2$ void area, the average degradation of delivery ratio is higher, ranging from 4.43% to 9.16%. The delivery ratio decreases as network size increases (i.e., the relative size of the void area decreases). These figures show that DLSP performs well even with a void area.

The performance degradation is due to the following two reasons: (1) some location update/query messages are more likely to be lost while the mobile is in a void area, and (2) some update/query messages may have to detour around the void area, causing some message loss (decrementing TTL down to zero) or extending their end-to-end delay and hence making it harder for them to catch up with the mobile.

If the size of a void area is relatively large, according to its random movement, the
Figure 2.23: The delivery ratio of DLSP degrades as the density of the deployed network decreases, and the speed of the mobile increases.

mobile stays longer inside the void area. Because the mobile has limited or even no connectivity to sensor networks in a void area, some location-update from and location-query messages to the mobile are likely to be lost, resulting in more performance degradation.

Once the mobile enters a void area, its sojourn time there is determined by the path it takes; it stays longer in the void area when going through the center of the area, than when traversing only the boundary of the area. Therefore, when the mobile moves at a low speed, there are more variations in the sojourn time inside the void area, and thus more fluctuations at lower speeds in Figure 2.22(b).

Note that both TTDD and Bread Crumb style approaches will not function correctly if some faulty nodes break the forwarding path. For instance, in the above scenario, the forwarding path is broken by the void area as the mobile goes through it, so the packets generated by some sensor nodes cannot be delivered to the mobile.

### 2.6.6 Results on Robustness with Low Densities

We extended our evaluation on the robustness of DLSP with low-density networks. We generated networks with 800, 100, 1200, and 1600 sensor nodes within $1600 \times 1600 \text{m}^2$, which are equivalent to the density of 3.125, 3.9062, 4.6875, and 6.25 nodes per $100 \times$
<table>
<thead>
<tr>
<th>Number of nodes in 1600m × 1600m area</th>
<th>800</th>
<th>1000</th>
<th>1200</th>
<th>1600</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average per-hop progress (m)</td>
<td>62.71</td>
<td>71.11</td>
<td>75.94</td>
<td>80.88</td>
</tr>
</tbody>
</table>

Table 2.4: Average per-hop progress with varying numbers of nodes in 1600m × 1600m networks.

100m². The networks with less than 800 nodes are often disconnected, and thus excluded in our evaluation.

As shown in 2.23, the delivery ratio degrades as the node density is decreased or as the mobile’s speed is increased. This is because, as the network gets sparser, the average per-hop progress becomes smaller and the messages travel longer paths. It therefore becomes harder for messages to catch up with the mobile destination. This effect can be severer when a mobile moves with higher speeds.

This result also confirms our analysis; DLSP achieves a high packet-delivery ratio when the average per-hop progress is above 70m/s (the speed used in our analysis) and a mobile’s speed is below its speed limit, 15m/s. The average per-hop progress with the different node density is shown in Table 2.4. In networks with 1000 or more nodes, the average per-hop progress is above 70m/s. In such networks, the delivery ratios of DLSP for the mobile’s speed of 8m/s and 15 m/s are 98.40% and 96.70%, respectively.

2.7 Conclusion

In this chapter, we presented a distributed location service protocol (DLSP) which considers the non-trivial per-hop latency caused by low-power duty cycling in sensor networks. Through a rigorous analysis of DLSP, we derive the condition for achieving a high packet-delivery ratio, and show how to configure the protocol parameters to ensure the scalability of DLSP. DLSP is shown to be scalable if the mobile’s speed is below a certain fraction of the packet-transmission speed, which depends on a movement threshold. The theoretical mobile’s speed limit is a one-fifth of the packet-transmission speed.
We evaluate DLSP with extensive simulation using two MAC protocols and three mobility models. The evaluation results confirm our analysis. We also proposed an optimization technique, DLSP-SN, that can reduce the location-update overhead by 70% or more, while its query-delivery ratio is even better than DLSP when the mobile’s speed is high. In order to make a tradeoff between update and data-delivery costs, we presented a greedy adaptation mechanism, DLSP-ASN, which can significantly improve overall energy-efficiency. DLSP is also shown to be robust in the scenarios with void areas or node failures.
CHAPTER III

DISTRIBUTED HOLE DETECTION

3.1 Introduction

Recently, WSNs are being deployed in various applications such as environmental monitoring, emergency rescue, object tracking, traffic monitoring and control, healthcare applications, and building-integrity monitoring.

A hole in a WSN can be defined as an area which is not covered by a communication or sensing range of any sensor node in the network. A formal definition of a hole is given in Section 3.4. Holes in a WSN can be formed for various reasons. First, holes form due to the characteristics of the deployment area. If a sensor network is deployed in a field or urban setting, obstacles such as lakes or buildings will create holes. Second, holes may be formed due to events. For example, in a sensor network for detecting a fire in a forest, holes may represent the area where fire has occurred. Third, holes may be generated by faulty and depleted nodes. Finally, holes may be formed when an active attacker destroys or jams an area.

The detection of such holes in a WSN is important because 1) the holes themselves can represent valuable information such as characteristics of deployment areas or the event of interest, and 2) the holes can significantly affect the performance of many protocols that use location information. For example, in geographic forward routing, detouring around a hole, such as a perimeter mode of a greedy perimeter stateless routing (GPSR) [33], can be
a very expensive process. Also in data centric storage (DCS) [24, 27, 42, 56], the election of storage nodes may not be possible if the hashed location for a certain event is within certain holes. In such a case, the performance of DCS can be poor or the protocol may not even function.

The current approaches to hole detection can be categorized into range-free and range-based approaches. The former [21, 41] exploits only connectivity information for hole detection, while the latter [18] exploits geographic location information from sensor nodes. Although range-free approaches do not require a localization service, they are inefficient for detecting newly-generated or enlarged holes because they require expensive network-wide flooding procedures to detect any change in network topology. On the other hand, range-based approaches [18] require a localization service. The localization service is not an extra overhead for various sensor network applications, since they too require the geographic location of sensor nodes. However, an unrealistic unit-disk model is adopted in [18], which does not discuss location estimation errors or link asymmetry.

We propose a distributed hole detection algorithm that utilizes location information. The proposed algorithm is designed for applications that require knowing the geographic location of sensor nodes and prompt detection of newly-generated or enlarged holes, for such applications as the fire detection. The real-time availability of the information of areas affected by fire is important. The proposed algorithm will depend only on local information of node locations for detecting holes in a WSN. Also, the proposed algorithm will be able to tolerate the location errors and asymmetry of the communication ranges among sensor nodes.

The contributions in this chapter are threefold as follows. First, we propose a distributed algorithm, TRAVERSE, to detect the hole boundaries. It exploits the information of the realistic radio and localization models. Second, we suggest geographic forward routing with hole avoidance (GFRHA) to detour packets around holes. GFRHA uses the hole information detected by TRAVERSE to route packets before they encounter the holes, to
reduce path lengths and energy consumption. Finally, we evaluate Traverse and GFRHA with qualitative and quantitative metrics. We first evaluate Traverse for topologies with holes of various shapes, and then for varying network density, or with varying parameters of the radio model. We also evaluate GFRHA against a well-known geographic forwarding algorithm, GPSR, to show its performance gain in the presence of holes.

The rest of this chapter is structured as follows. In Section 3.2, we summarize the related work. After introducing the assumptions in Section 3.3, we present the details of our distributed hole detection algorithm in Section 3.4. In Section 3.5, we discuss GFRHA as an application of the proposed protocol. Section 3.6 shows the qualitative and quantitative evaluations of our approach. Finally, we conclude this chapter in Section 3.7.

3.2 Related Work

In the range-free hole-detection algorithms, the location of sensor nodes is not used. Instead, the connectivity information is used to detect holes. In the range-based algorithm, the location of sensor nodes is used to determine the boundary of each hole on the network.

Range-free approaches [21,41] flood the network from a small number of beacon nodes. Holes are identified using hop-count discrepancies from those beacon nodes. A few additional flooding procedures are necessary to tighten the boundary of the detected holes. This approach is claimed to be more efficient, since it does not require a localization service and the number of flooding procedures is limited [41]. However, detecting newly generated or enlarged holes with this approach may not be efficient because it requires a few network-wide flooding procedures to identify new boundaries of holes upon changes in network topology.

Range-based approaches [18] require the location information of each node, since their detection mechanism depends on the location information of sensor nodes. However, the localization service is not an extra overhead for various sensor network applications, since they too require the geographic location of sensor nodes. Thus, location information is
already available without any overhead for those applications. For example, the aforementioned fire-detection application will require the geographic location of the sensor nodes where a fire occurred. However, in [18], an unrealistic unit-disk model is adopted, which does not discuss location estimation errors or link asymmetry.

A hole detection problem also appeared in graph theory [29, 50]. However, the definition of a hole in graph theory is not same as that of our problem. In graph theory, a hole is defined as a chordless cycle with five or more vertices, where a chordless cycle is defined as a sequence of \( k \) distinct vertices, \( v_0, v_1, \ldots, v_{k-1} \) in which there is an edge from \( v_i \) to \( v_{(i+1) \mod k} \) (for all \( i = 0, \ldots, k - 1 \)), and no other edge between any two of these vertices. When nodes and links between them are represented as vertices and edges, respectively, the holes in the sensor networks are identified as holes in graph theory. However, a chordless hole may not correspond to any hole in a WSN. Even though a chordless hole corresponds to a hole in the WSN, the chordless hole may not be a tight bound of a hole in a WSN. Thus, we modified the definition of hole in graph theory to fit our problem. Our formal definition of hole will be given in Section 3.4.

Motion planning [37] is one of the fields in robotics that has several similarities with our problem, where a problem of navigating robots avoiding obstacles is studied. Typically, motion planning takes two phases: mapping and planning. A map of a given area is obtained in the mapping phase, and actual movement pattern is evaluated in the planning phase. A map of the given area is often obtained by using multiple sensor-readings, or by exploration of automated robots. Then, an optimal path to a destination location is evaluated using the obtained map.

Our hole-detection is similar to the mapping phase, and GFRHA is similar to the planning phase; we first find holes (obstacles) in the given area, and then, route messages instead of navigating robots avoiding the detected holes. However, there are several differences between motion planning and our problem. In motion planning, mapping and planning is done by resourceful robots. In the mapping phase, they directly interact with
multiple sensors, or explore the area by themselves, and in the planning phase, they evaluate the optimal (or near-optimal) path to the destination using a global map obtained in the mapping phase. In our problem, since sensor nodes are resource-limited and have only limited local views instead of a globe view of the deployment area, they should collaborate to detect holes, and use local views to route messages around holes.

Nonetheless, there are algorithms, called *bug algorithms*, that use only limited local views as in our algorithms proposed in this chapter. Among bug algorithms, *VisBug* is similar to GFR; in VisBug, robots are navigated in the direction of a destination until they encounter an obstacles, and then around the obstacles using only local information. Also, *TagentBug* is similar to our algorithm, GFRHA; in TagentBug, robots are navigated in the tangential direction of an obstacle if it lies between the current position and the destination. The difference between TagentBug and our algorithms are twofold. First, in TRAVERSE, sensor nodes *distributively* detect holes, while robots can directly detect the boundary of obstacles by using a visibility sensor in TagentBug. Second, the detected hole information should be disseminated to nearby sensor nodes, while this procedure is not required since robots have the obstacle information obtained with their own visibility sensors.

### 3.3 System Assumptions

#### 3.3.1 Radio Model

In WSNs, wireless channels show irregularities on radio performance as in other wireless channels [49, 82]. The irregularities are very common in wireless communication, and they are caused by many factors, such as different path losses, depending on propagation directions, radio transmission power, and interferences with other nodes. These irregularities result in non-uniform transmission ranges, asymmetric communication links, etc.

The unit-disk model is a simple disk model, but cannot capture the dynamics of wireless channels. Under the unit-disk model, the radio transmission range is a perfect circle; all the
nodes in the network have a uniform transmission range, and there is a link between two
nodes if they are located within the transmission range. Thus, this model cannot represent
the realistic performance of a WSN.

Here, we adopt the log-normal shadowing radio propagation model [49] to capture the
irregularities of wireless channels, in which the received signal strength is modeled with
the log-normal distribution. More specifically, the reception power $P$ at distance $r$ from
the transmitting node with the transmission power $p_0$ is defined by

$$P = p_0 \left( \frac{r_0}{r} \right)^\alpha 10^{X/10},$$

where $r_0$ is the reference distance for the antenna far-field, $\alpha$ the path loss exponent, and
$X \sim N(0, \sigma^2)$, where $\sigma$ is the shadowing deviation. This model is identical to the unit-disk
model when $\sigma = 0$. The threshold distance is defined as one from which the received
signal strength starts to drop below the threshold power, under which the receiver cannot
decode signals when $\sigma = 0$. As in [49], we also define the connection function, $\phi(r)$, as
the probability that a receiver at distance $r$ from the sender can decode the signal. The
connection function for the log-normal distribution is given by

$$\phi(r) = Pr \left[ X \geq \frac{10\alpha \ln(r/r_t)}{\ln(10)} \right] = \frac{1}{2} - \frac{1}{2} \text{erf} \left( \frac{10\alpha \ln(r/r_t)}{\sqrt{2} \ln(10)\sigma} \right).$$

Since our proposed algorithm requires two-way communications, we assume that there
exists a link between two nodes with the probability of $\phi(r)^2$ when the distance between
them is $r$. 55
3.3.2 Localization Service Model

Localization services in sensor networks have gained popularity because they provide location information essential to numerous sensor network applications. Localization services estimate the location of each sensor node using the relative distance or direction among sensor nodes and optional anchor nodes with exact location information. Relative distance or directions among neighboring nodes are obtained using difference-in-time-of-arrival, received signal strength, or connectivity. Typically, localization service iterates the estimation process several times to achieve a high level of precision in location estimation as required by the applications. Also, there may exist anchor (or beacon) nodes which have the exact location information loaded manually or obtained by using GPS-like devices. These anchor nodes provide their exact location information to sensor nodes in their vicinity, and this location information acts as the seed of the location information for normal sensor nodes. Using anchor nodes reduces the errors of the location estimation and/or the number of iterations to achieve the same level of precision in location estimation.

Here, we assume that the location estimation error can be modeled as a normal distribution. In other words, the majority of location estimations for the sensor nodes are close to the exact locations of the sensor nodes. Also, we assume that the standard deviation of the normal distribution is smaller than, or comparable to, the average communication range of sensor nodes. If the location estimation errors are too large, not only our hole detection algorithm, but also other routing protocols or applications running atop the localization service, will not function correctly. Thus, this assumption is reasonable for most WSN applications.
3.4 Distributed Hole Detection

3.4.1 Overview

We first define a hole in WSNs using graph theory. Nodes and links between nodes are represented as vertices and edges, respectively. On the graph, a hole is defined as a cycle with certain properties.

Based on this definition of a hole, we present an algorithm called TRAVERSE to detect the boundary of each hole. The algorithm is designed to be distributed so that it can be invoked efficiently and immediately upon each topology change. Also, it is designed to function with errors in location estimation, or the realistic radio model, such as the log-normal radio propagation model. The process of detecting holes is composed of three steps. First, we identify nodes that may be on the boundary of holes, called boundary candidate nodes. The condition for the candidate nodes will be discussed in the following subsection. Second, we identify the boundary of each hole by starting from the candidate node. TRAVERSE is designed to identify the boundary of each hole. Third, we detect enlarged or newly-generated holes by invoking TRAVERSE upon topology change.

The rest of this section is organized as follows. The definition of a hole in WSN is given in Section 3.4.2. We describe the identification of candidate nodes in Section 3.4.3, followed by a description of handling special cases in Section 3.4.4. The main algorithm, TRAVERSE, is introduced in Section 3.4.5. Finally, we describe the detection of a new hole or the change of a hole in Section 3.4.6.

3.4.2 Definition of a Hole

Here, we formally define a hole before discussing hole detection. We first define some terminologies, and use them to define a hole.

We introduce a graph representation of a sensor network for concise description of our problem. A deployed sensor network can be represented as a graph $G = (V, E)$, where
sensor nodes and links between sensor nodes are represented as vertices and edges, respectively. Since geographic location of vertices in a graph \( G \) is important for hole definition, we also consider \( G \) as a subset of \( \mathbb{R}^2 \), where the vertices in \( G \) have the same geographic location, or \( 2\text{-D} \) coordinates, as they have in a deployed sensor network. The deployed sensor network can be considered as the graph \( G \)'s geometric realization of \( \mathbb{R}^2 \). We define a hole with both geographic- and graph-representation of the deployed network.

We now define terminologies needed for hole definition.

**Definition 1.** Let \( C \) be a sequence of vertices of length \( k, v_0, v_1, \cdots, v_{k-1} \). We define \( C \) as a non-intersecting cycle if there is an edge from \( v_i \) to \( v_{i+1 \mod k} \) (for all \( i = 0, \cdots, k-1 \)) and no edge in the cycle intersects with another edge.

**Definition 2.** A non-intersecting cycle \( C \) divides the plane into two regions. We define the region on the right side of the cycle as the *inside* of the cycle if we traverse the cycle in the same order of the given sequence of the cycle. The other region is defined as the *outside* of the cycle.

Now we define a chordal path as follows.

**Definition 3.** For a non-intersecting cycle \( C \), consider a path \( P \) with the following conditions. First, \( P \) is a sequence of vertices, \( w_0, w_1, \cdots, w_{\ell-1} \). Second, there exist non-adjacent vertices \( v_i \) and \( v_j \) such that \( w_0 = v_i \) and \( w_{\ell-1} = v_j \). Third, for all \( p \ (0 < p < \ell - 1) \), there does not exist any \( q \ (0 \leq q \leq k - 1) \) such that \( w_p = v_q \). If there exists a path \( P \) satisfying all of the above conditions, we define such a path as a chordal path of the cycle \( C \).

We can now define a hole in a WSN with the above terms as follows.

**Definition 4.** We define a non-intersecting cycle \( C \) as a hole if it has no chordal path inside the cycle. Also, we define the edges of the cycle as the boundary of the hole.

For a given hole, we also define the following terminologies.
Figure 3.1: This figure shows examples of holes.

**Definition 5.** A hole is defined as an *inner hole* if the order of the vertices in the cycle is clockwise. The boundary of an inner hole is defined as an *inner boundary*. Similarly, we define a hole as an *outer hole* if the order of the vertices in the cycle is counterclockwise, and its boundary as an *outer boundary*. Inner boundaries define the boundaries of holes inside the deployment area, and outer boundaries define the boundaries of the network deployment area.

**Definition 6.** We define node $v_i$ and node $v_k$ as the incoming node and the outgoing node for node $v_j$, respectively, when there is a partial path such as $\cdots, v_i, v_j, v_k, \cdots$ in a hole boundary.

We now clarify the definition of a hole with an example shown in Figure 3.1. For example, a cycle $v_1, v_2, v_3, v_4, v_5$ is a hole since there is no chordal path inside the cycle. Also, this cycle is an inner hole since the order of vertices is clockwise. On the other hand, a cycle $v_1, v_5, v_4, v_3, v_2$ is not a hole since there are chordal paths inside the cycle; a path $v_1, v_6, v_7, v_2$ is one such chordal path.

Now let us consider a cycle $v_6, v_{10}, v_9, v_8, v_7$. Since there is no chordal path inside the cycle, this cycle is a hole. Note that vertices $v_1, v_2, \cdots, v_5$ are outside of this cycle. This cycle is an outer hole, and it defines the boundary of the deployment area.

Depending on the application or the network service which uses the boundary information, very small holes are insignificant. For example, the performance of geographic
routing protocols are not affected by very small holes. Thus, it may be useful to have thresholds for a hole such that only holes relevant for the application are identified. We define a hole of a length $k$ or more as a $k$-length hole. Similarly, we can define $A$-area hole as a hole of size equal to or greater than $A$, where the area of a given hole is defined as the area of the inside (outside) for an inner (outer) hole.

### 3.4.3 Identification of Candidate Nodes

As a preparation process of TRAVERSE, we identify the boundary candidate nodes. Boundary candidate nodes are the nodes which may lie on the boundary of holes. Then, TRAVERSE will be initiated from each candidate node.

From the definition of a $k$-length hole, it is obvious that the boundary of a $k$-length hole is an $\ell$-side polygon, where $\ell \geq k$. In such a polygon, we have the following property.

**Lemma III.1.** The sum of angles inside an $\ell$-gon is given as $\pi \cdot (\ell - 2)$. Thus, there is at least an inner angle that is equal to, or greater than, $\pi \cdot (\ell - 2)/\ell$. Since $\pi \cdot (\ell - 2)/\ell \geq \pi \cdot (k - 2)/k$ if $\ell \geq k$. Therefore, there is at least an inner angle that is equal to, or greater than, $\pi \cdot (k - 2)/k$ among nodes on the boundary of a hole of length of $\ell(\geq k)$.

We define a candidate node based on Lemma III.2.

**Definition 7.** Let $v_0$ be a node with $p$ neighbors, $v_1, v_2, \cdots, v_p$. Without loss of generality, we assume that $v_1, v_2, \cdots, v_p$ are in the counterclockwise order from $v_0$. We also let $v_{p+1} = v_1$. We define the node $v_0$ as a candidate node if there exists $i, 1 \leq i \leq p$ such that $\angle v_i v_0 v_{i+1} \geq \pi \cdot (k - 2)/k$, where $k$ is the threshold of a hole. Here, we also define $v_i$ and $v_{i+1}$ as an incoming node and an outgoing node of the candidate node. Note that a candidate node may have more than one pair of incoming-outgoing nodes.

From the definition of candidate node, we have the following property.

**Lemma III.2.** For each hole in a WSN, there exists at least one candidate node, $v$, in the hole boundary. Also, $v$ and $v$’s incoming and outgoing nodes belong to the hole boundary.
Figure 3.2: This figure shows examples of candidate nodes.

Proof. From Lemma III.1, at least one of inner angles of a hole is equal to, or greater than, $\pi \cdot (k - 2)/k$. Since every node that has such angles at it is identified, there exists at least one candidate node for each hole boundary.

Thus, candidate nodes can be identified using information about immediate neighbors. Note that when a node on a hole boundary is identified as a candidate node, its incoming node and outgoing node are also in the boundary of the hole. Also, note that a node may identify itself even though it is not in a hole boundary. This may happen when the length of the minimum cycle including the identified node and its incoming and outgoing nodes is smaller than the threshold $k$. Also, it may happen to a node that belongs to BRIDGE or CAPE, which will be defined in Section 3.4.4.

Figure 3.2 shows the example of a candidate node. We will use a node $v_0$ as an example node. It first sorts its neighbor nodes with the counterclockwise angular order. Here, the result will be $v_1$, $v_2$, $v_3$, $v_4$, and $v_5$. When $k = 5$, $\angle v_1 v_0 v_2$ and $\angle v_4 v_0 v_5$ are greater than $\pi \cdot (k - 2)/k = 0.6\pi = 108^\circ$. Thus, $v_0$ is identified as a candidate node, and $v_1$-$v_2$ and $v_4$-$v_5$ are identified as incoming-outgoing pairs of the candidate node $v_0$. We may need to invoke TRAVERSE more than once from the candidate node $v_0$ since it has more than one
3.4.4 Handling Special Cases

After identifying the candidate nodes, we handle some special cases before invoking the hole traverse algorithm.

First, we identify nodes which have only one neighbor. From each such nodes, we start traversing following the neighbor of the node until we find a node which has more than two neighbors. We call this path CAPE. Figure 3.3(a) shows examples of CAPES with the length of two. CAPES may exist on the boundaries of holes or network area, and the number of CAPES may increase as the density of the network decreases. We exclude the nodes in CAPES with the exception of the last one, which has more than two neighbors, when identifying the boundaries of holes since these nodes will give the dead-ends.

Second, we remove the candidate node information if a node has only two neighbors. This node belongs to either a CAPE or a BRIDGE. BRIDGE as shown in Figure 3.3(b) is defined as a path between two boundaries of different holes if only one path exists between the two boundaries. The detailed discussion of BRIDGE will follow in the following subsection. If this node belongs to a CAPE, this node will not be on the boundary of any hole, as explained above. If this node belongs to a BRIDGE, this node will be identified as a node on the boundary by starting TRAVERSE from another node. In both cases, it is not
necessary to start \textsc{Traverse} from nodes which have only two neighbors. Thus, we do not start \textsc{Traverse} from these nodes.

Finally, we remove the hole of length three. For every candidate node, we check if the incoming node of the candidate node is a neighbor of the outgoing node of the candidate node. In other words, the hole formed by the candidate node is a simple triangle. Thus, we eliminate this case since the hole caused by such a candidate node is trivial.

3.4.5 Identification of hole boundary

After identifying candidate nodes, we identify a boundary for each hole by traversing from candidate nodes. Basically, we follow the boundary of holes using the right-hand rule as in [18]. However, we need to enhance the traversing method to accommodate the realistic radio model.

We present the \textsc{Traverse} algorithm to identify the boundary of holes. In essence, \textsc{Traverse} forwards a message starting from a candidate node using the right-hand rule to follow the boundary of a hole in a clockwise direction. When starting \textsc{Traverse}, we apply the right-hand rule from the incoming node of the candidate node, which will result in an outgoing node. Note that a candidate node can have more than one pair of incoming–outgoing nodes. In such a case, we may need to invoke \textsc{Traverse} for each pair of incoming–outgoing nodes. For example, in Figure 3.2, \(v_0\) will initiate \textsc{Traverse} with \(v_1 - v_2\) and \(v_4 - v_5\) as incoming–outgoing node pairs. After initiating \textsc{Traverse}, we repeat the use of the right-hand rule until we reach the starting node. If we reach the starting node while traversing a hole, the path generated by \textsc{Traverse} is identified as the boundary of the hole, and \textsc{Traverse} will terminate. In the example shown in Figure 3.2, the boundary for the \(v_1 - v_2\) pair will be found by the order of \(v_0, v_2, v_6, v_7, v_1, \) and \(v_0\) by using the right-hand rule. This algorithm is similar to \textsc{BoundHole} algorithm in [18], but has different rules in handling special cases such as edge intersections and loops.

In \textsc{Traverse}, we do not allow edge intersections. If the link between the current node
and the next node to follow dictated by the right-hand rule intersects any of the link in the path of the current traverse, we do not follow the link. Instead we apply the right-hand rule repeatedly until we find a link which does not intersect any of the links in the path of the current traverse. It is possible that every outgoing link intersects with the current traverse path. In this case, we abandon the last node in the path, and go back to the second last node in the path. At the second last node, we find the next best node other than the last node in the path, and follow the node. This process is called back tracking. The length of cycles identified by Traverse may be smaller than the threshold $k$. Information about such small cycles is not required by applications, and thus, it is abandoned.

Now, we will show the property and the correctness of Traverse.

**Lemma III.3.** When Traverse is invoked at a candidate node on a hole, it finds the hole containing the candidate node and its incoming–outgoing node pair.

**Proof.** A node that belongs to either Bridge or Cape does not invoke Traverse. Thus, Traverse is invoked only when it and its incoming and outgoing nodes belong to the boundary of a hole. Note that a hole may be shorter than the threshold $k$, which should be checked after identifying the hole.

Traverse will first follow the outgoing node of the given candidate node by the right-hand rule. Finding the next node using the right-hand rule is repeated until the starting candidate node is reached. Since, in Traverse, edge intersection is not allowed when selecting the next node, it will follow the hole boundary without breaking it. Also, due to the back tracking, Traverse will continue to follow the hole boundary in case there is no node to follow, which may happen when all the edges from a certain node are intersecting the hole boundary.

Now, we will prove there is not any chordal path inside the cycle. Let us assume that there exists a chordal path $P, w_1, w_2, \cdots, w_p$, inside a cycle $C, v_1, v_2, \cdots, v_k$, identified by Traverse. Let $w_1$ be $v_i$, which is one end of the chordal path $P$. For concise representation, we also let $v_0$ and $v_{k+1}$ be $v_k$ and $v_1$, respectively. Since the chordal path is inside the cycle
C from the assumption, i.e., the nodes in P are in the right side of the cycle, \( \angle v_{i-1}w_1w_2 = \angle v_{i-1}v_iw_2 < \angle v_{i-1}v_iv_{i+1} \). However, in such a case, the next node chosen by TRAVERSE at the node \( v_i \) should have been \( w_1 \) instead of \( v_{i+1} \) by the right-hand rule. This contradiction comes from the assumption that there exists a chordal path. Therefore, there does not exist a chordal path in the cycle identified by TRAVERSE.

Now we can prove the correctness of TRAVERSE.

**Theorem III.4.** TRAVERSE finds every hole in the deployed network.

**Proof.** From Lemma III.2, it is proved that TRAVERSE will be initiated from at least one node from every hole in the network. Then, as proved in Lemma III.3, TRAVERSE identifies a cycle without chordal paths. Thus, the cycle identified by TRAVERSE is a hole if its length is greater than the threshold \( k \). Therefore, with the identification of candidate nodes and TRAVERSE, every hole in the network is identified.

Also, we find the next node to traverse by looking at up to two-hop neighbors to find tight bounds. Under the unit-disk model, it may suffice to consider only 1-hop neighbor as in [18]. However, in a real scenario, a topology as shown in Figure 3.4 may exist in the network due to the location estimation error or non-uniform radio transmission range. In such a case, there may be a tighter bound than the hole boundary found by TRAVERSE using only 1-hop neighbor. Note that the latter boundary is also a hole by definition. Thus, we consider the location of up to two-hop neighbors, and the node as the next traversing node which has a neighbor in the traversing direction. For example, in Figure 3.4(a), TRAVERSE considers up to two-hop neighbors when selecting the next node to follow. When the current path is \( \cdots - i - j \), node \( n \) will be selected as the next node to follow since its neighbor \( o \) is preferred to node \( l \) by the right-hand rule. However, a certain two-hop neighbor of the current node which seems better by the right-hand rule may not be a preferable choice. In Figure 3.4(b), when the current path is \( \cdots - i - j - k \), node \( i \), a two-hop neighbor of \( k \) is preferred to node \( l \) or node \( m \) by the right-hand rule. However, selection of this node is
(a) When the current path is $i \ldots - j$, node $n$ will be selected as the next node to follow since its neighbor $o$ is preferred to node $l$ by the right-hand rule.

(b) When the current path is $i \ldots - j - k$, the node $l$ is selected as the next node to follow instead of node $n$ because node $i$, a neighbor of node $n$, goes back to the node in the current path.

Figure 3.4: Examples of cases to consider two-hop neighbor lookups when TRAVERSE selects the next node to follow.

not preferred since it goes back to the previous path. To avoid such a case, we check if the two-hop neighbor is not on the left-side of the following path. For example, if $k$ chooses $n$ as its next node to follow, node $i$ is on the left-side of the segment $k - n$. Thus, node $i$ through node $n$ is not a preferable choice to follow.

While traversing, we may form a loop in the path as shown in Figure 3.3(c). This case often occurs when we traverse the network boundary. In this case, we remove the loop from the current traverse path, and the loop is identified as a boundary of another hole. After separating the identified loop into another boundary of a hole, we continue the traversing from the node where the loop is found using, again, the right-hand rule.

A special case of the boundary may include the BRIDGE. BRIDGE is defined as a path between the boundaries of different holes if only one path exists between them as shown in Figure 3.3(b). A BRIDGE is identified by TRAVERSE when it detects a loop, and it cannot find any other link to follow but the link in the traverse path. In this case, we trace back our traverse path until we can find another link to follow. Then, we continues TRAVERSE from that node, and the path in the BRIDGE is removed from the boundary.
3.4.6 Detection of Topology Changes

TRAVERSE will be invoked shortly after the initial deployment to identify the routing holes introduced by the environment, such as terrain or non-uniform deployment. However, while the sensor networks are operating, the topology of the sensor networks may change because of faulty nodes, events in the network, or active attack. Thus, new holes may be generated or the existing holes may be enlarged. These topology changes should be recognized, and the boundary information should be updated as necessary.

In most sensor network protocols, each sensor nodes periodically broadcasts heart-beat packets to ensure its availability to its immediate neighbors. When a node misses consecutive heart-beat packets more than a predefined threshold from one of its neighbors, it regards the neighbor node failed, and removes it from its neighbor list.

When a node detects a failure of its neighbor, TRAVERSE can be invoked in the following cases to reflect the change in topology of the sensor networks. First, TRAVERSE will be invoked if a node becomes a candidate node after missing one or more of its neighbors. In this case, TRAVERSE will run normally as in the initial hole detection phase.

Second, TRAVERSE can be invoked if one of the nodes in a boundary of a hole detects its outgoing node failed. In this case, we set an update flag to enforce the hole detection since the nodes in the boundary already have the boundary information.

3.5 Geographic Forward Routing with Hole Avoidance

3.5.1 Overview

We now discuss utilizing the hole boundary information identified by TRAVERSE. As an example application utilizing hole information, we modify the geographic forward routing (GFR) protocol such that packets are detoured around holes. As a baseline GFR protocol, we will use GPSR [33].

While a packet is forwarded near a hole by GPSR, it can be the case that the node which
holds the packet does not have any neighbor node closer to the destination location. In such a case, GPSR needs to start an expensive hole detouring algorithm. For example, in such case, GPSR enters perimeter mode, and routes the packet to the nodes using the right-hand rule in a planarized graph.

However, packets can be detoured before they encounter a hole instead of invoking expensive perimeter-mode forwarding, if the boundary of holes identified by TRAVERSE are known in advance. When a node forwards a packet, it can check if there exists a hole between the node and the destination location. In such a case, it can detour the packet around the hole instead of greedily forwarding the packet to the direction.

In the rest of this section, we discuss the utilization of hole information with more details in Section 3.5.2, and then, show examples of the routing while detouring packets to avoid holes in Section 3.6.2.

### 3.5.2 Detouring Messages Using Hole Information

We propose geographic forward routing with hole avoidance (GFRHA) as a potential application of the hole information. GFRHA detours packets around holes before they encounter a hole to avoid expensive perimeter-mode forwarding. To achieve this, we first disseminate the identified hole information around the hole. Then, we detour the packet utilizing the disseminated information as necessary.

When the boundary of a hole is identified by TRAVERSE, the summary of the boundary information is disseminated to sensor nodes near the hole. After identifying a hole, we approximate the identified hole as a circle which contains all the nodes on the boundary of the hole. Then, we disseminate the summary of the hole, i.e., the coordinates of the center and the radius of the approximated circle, to the nearby sensor nodes. More specifically, we disseminated the summary information only to sensor nodes near the hole using controlled flooding; when a sensor node receives such information, it rebroadcasts it only when it is within a certain threshold distance from the center of the circle.
While forwarding packets, GFRHA detours packets utilizing hole information as necessary. If there exists a hole between the current forwarding node and the destination location, GFRHA detours a packet around the hole. More specifically, GFRHA detours the packet to the tangential point closer to the destination.

Figure 3.5 shows this in detail. Let us assume that a node $P$ has a packet destined to $D$, and it has the hole-summary information such that the hole is centered at the point $C$ and its radius is $r$. When selecting the next hop to forward, node $P$ checks if the hole is on the way to the destination by evaluating the distance between the line $PD$ and the center of a hole, $C$. If the distance is smaller than $R$, i.e., the hole is on the way to the destination, node $P$ detours the packet around the hole by sending the packet to the temporary destination $D'$. The location of $D'$ is obtained as follows. Node $P$ can draw two tangential lines to the circle, and let $T_1$ and $T_2$ be the points of contact between the tangential lines and the circle. Without loss of generality, let $T_1$ be the contact point closer to the destination $D$. If we let $\vec{u}$ be a unit vector such that $\vec{u} = \frac{\vec{CT}_1}{|\vec{CT}_1|}$ and $\vec{CD}' = (R + r) \cdot \vec{u}$, where $R$ is the average radio transmission range.

Vector $\vec{u}$ can be evaluated as follows. First, let $\vec{CP}$, $\vec{CT}_1$, and $\theta$ such that
\[ \overrightarrow{CP} = \ell \cdot \overrightarrow{u}_1, \]
\[ \overrightarrow{CT} = r \cdot \overrightarrow{u}, \]
\[ \theta = \angle PCT_1, \]

where \( \overrightarrow{u}_1 \) and \( \overrightarrow{u} \) are unit vectors.

Since \( PT_1 \perp CT_1 \), \( \overrightarrow{CP} \cdot \overrightarrow{CT}_1 = r^2 \). From this, we get \( \ell \overrightarrow{u}_1 \cdot r \overrightarrow{u} = lr \cos \theta = r^2 \). Thus,
\[ \overrightarrow{u}_1 \cdot \overrightarrow{u} = \cos \theta = r/\ell. \]

Now let \( \overrightarrow{u}_2 \) a unit vector such that \( \overrightarrow{u}_1 \perp \overrightarrow{u}_2 \), \( \overrightarrow{u} = \alpha \overrightarrow{u}_1 + \beta \overrightarrow{u}_2 \).

We can get \( \alpha \) and \( \beta \) as follows.

\[
\begin{align*}
\overrightarrow{CP} \cdot \overrightarrow{CT}_1 &= \ell \overrightarrow{u}_1 \cdot (\alpha \overrightarrow{u}_1 + \beta \overrightarrow{u}_2) \\
&= \alpha \ell \overrightarrow{u}_1 \cdot \overrightarrow{u}_1 + \beta \ell \overrightarrow{u}_1 \cdot \overrightarrow{u}_2 \\
&= \alpha \ell r \\
&= r^2
\end{align*}
\]

Thus,
\[ \alpha = \frac{r}{\ell} \text{ and } \beta = \pm \frac{\sqrt{\ell^2 - r^2}}{\ell}. \]

Thus,
\[ \overrightarrow{u} = \frac{r}{\ell} \overrightarrow{u}_1 \pm \frac{\sqrt{\ell^2 - r^2}}{\ell} \overrightarrow{u}_2. \]

If the current node \( P \) or the destination location \( D \) is in the circle \( C \), it just uses the perimeter mode instead of detouring because there may not exist a path to \( D' \).
3.6 Evaluation

3.6.1 Distributed Hole Detection

We evaluate our hole detection algorithm, TRAVERSE, with various scenarios to evaluate its performance qualitatively and quantitatively. First, we present the quantitative results of TRAVERSE that show the boundaries identified by the algorithm on the deployed area. Then, we show the qualitative results of the proposed algorithm.

Throughout the simulation, we set the transmission range of sensor nodes to 100 m, which is adopted from the characteristics of MicaZ [1]. When we simulate with the log-normal shadowing radio propagation model, the threshold distance is set to 100 m. Also, the deployment area is set to a 2000 m × 2000 m field. Different numbers of sensor nodes are uniformly deployed in the deployed field depending on the scenarios. The average degree of the sensor nodes is determined by the number of nodes in the area and the transmission range of the sensor nodes. Note that the performance of TRAVERSE depends on the average degree and the relative locations of sensor nodes. However, we use these parameters to show the results of more realistic scenarios.

First, we show the holes with various shapes detected by TRAVERSE in Figure 3.6. In these examples, arbitrary holes are generated on the network where the average node degree is 20, i.e., a sensor node has an average of 20 neighbors. Here, the small squares represent sensor nodes, while the thick red lines represent boundaries of the identified holes. The threshold for TRAVERSE is set to 4, so not only the large hole at the center but also small holes are identified.

Figure 3.7 shows the result of TRAVERSE when the average degree of nodes is varied. We make an artificial hole in the center of the deployment area with the radius of 500 m, one fourth the length of the network boundary. In these figures, the small squares represent sensor nodes, and thick red lines represent the boundaries identified by TRAVERSE. As shown in Figure 3.7, TRAVERSE finds the tighter boundary as the average degree increases.
Figure 3.6: The result of TRAVERSE for the networks with holes of various shapes.
Figure 3.7: The result of TRAVERSE for the networks with varying average degree when an artificial circular hole exists in the center of the deployment area. The small squares represent the node in the deployed area, and the thick lines represent the boundaries identified by the proposed algorithm. As the average degree increases, the boundaries found by TRAVERSE get tighter since more nodes exist close to the boundaries of the central hole and the network boundary.
Because there exist more nodes at the boundary of the central artificial hole and the network deployment area, the tighter and smoother boundary can be found by the algorithm. Also, the number and the size of small holes decrease as the average node degree increases as shown in Figure 3.7. When the average node degree is small, i.e., the density of the network is low, it is more likely that there exist areas that are not within the transmission range of any node.

Figure 3.8 shows the boundaries identified by TRAVERSE when we changed the parameter of the log-normal shadowing radio propagation model. When the $\sigma$ value of the radio propagation model is increased, the transmission range of each node varies more. We set the threshold for the connection function to 0.9. In this adoption of the log-normal shadowing model, there may exist connections between nodes which are apart from each other longer than the average transmission range, but most of the links are shorter than the average transmission range. As a result, the average node degree is decreased. Thus, the boundaries identified by TRAVERSE are less tight and more small holes are identified by the algorithm.

The results of TRAVERSE when errors exist in the location estimation for sensor nodes are shown in Figure 3.9. As the location estimation errors get larger, the performance of the proposed algorithm will be poorer; the boundaries identified by the algorithm may be so tight, the boundaries of some holes may not be identified, or the boundaries of some non-holes may be identified. The figures in Figure 3.9 show the boundaries identified by the proposed algorithm when the location estimation errors follow the normal distribution with deviations of 5, 10, 15, and 20, respectively. Table 3.1 shows the size of the area of the outer boundaries of the network. For the outer boundaries, the tighter boundary will result in larger area size since the hole is located outside of the network deployment area. As shown in Table 3.1, the area confined by the boundary gets smaller as the standard deviation of the location error increases. This happens because the TRAVERSE algorithm may not choose the best node to follow due to the location estimation errors. However, the
Figure 3.8: The result of TRAVERSE for the networks with varying parameters for the log-normal shadowing radio propagation model. As the value of $\sigma$ is increased, the average node degree is decreased, resulting in looser boundaries and more small holes in the deployment area.
Figure 3.9: The result of \textsc{Traverse} for the networks with varying parameters for the location errors. As the value of $\sigma$ is increased, the average node degree is decreased, resulting in looser boundaries and more small holes in the deployment area.
Table 3.1: The size of the area confined by the outer boundaries identified by Traverse when the standard deviation of the normal distribution for the location estimation errors vary. As the location estimation error increases, the size of the hole area is slightly decreased.

difference between the case with no error is only 1.1% even for the case with $\sigma = 20$.

### 3.6.2 Geographic Forward Routing with Hole Avoidance

We evaluate GFRHA by comparing the paths taken by GPSR and GFRHA for the same source node and the destination location. The topologies shown in Figure 3.6 are used to evaluate GFRHA. We first compare the path lengths for three packets from one end of the network to another end of the network to show the exemplary cases, and we compare the path lengths of random traffic.

Three packets are generated for each of the topologies, and the paths generated by GPSR and GFRHA are shown in Figures 3.10 and 3.11. As in Figure 3.6, the boundaries of holes are drawn in these figures along with the paths generated by GPSR and GFRHA; think blank lines represent the paths generated by GPSR, while thick magenta lines represent the paths by GFRHA. The source nodes of left, middle, and right figure are middle-bottom, left-middle, and left-bottom, respectively, while the destination of left, middle, and right figure are middle-top, right-middle, and right-top, respectively.

As shown in Figures 3.10 and 3.11, GPSR routes greedily to the destination and detours around the hole after a packet encounters a hole, i.e., when there is no node in one-hop neighbor closer to the destination, while GFRHA detours a packet around a hole in advance to avoid such an expensive detouring using perimeter-mode.

The path lengths taken by GPSR and GFRHA and their differences are shown in Ta-
Figure 3.10: An example of routing with hole-avoidance. In each figure, the boundaries of holes are drawn along with the summary of a hole by red line. Also the paths taken by GPSR and GFRHA are represented by a thin black line and a thick magenta line. The sources of left, middle, and right figure are middle-bottom, left-middle, and left-bottom, respectively. The destination of left, middle, and right figure are middle-top, right-middle, and right-top, respectively.
Figure 3.11: An example of routing with hole-avoidance. In each figure, the boundaries of holes are drawn along with the summary of a hole by red line. Also the paths taken by GPSR and GFRHA are represented by a thin black line and a thick magenta line. The sources of left, middle, and right figure are middle-bottom, left-middle, and left-bottom, respectively. The destination of left, middle, and right figure are middle-top, right-middle, and right-top, respectively.
Table 3.2. As shown in the table, the performance gain of GFRHA over GPSR significantly
differs depending on the shape of the hole and source and destination locations.

We also evaluate the performance comparison between GFRHA and GPSR with ran-
dom traffic. We randomly select 100 source and destination pairs from the given topologies,
where all the source and destination nodes are selected from outside of summarized holes.
Figure 3.12 shows the average path length for the random traffic when there are different
shape of holes as in Figure 3.6. Again, it is observed that the differences in path lengths
taken by GPSR and GFRHA are heavily dependent on the shape of holes. This is mainly
because the shape of a hole can significantly affect the number of hops in the perimeter
mode when a packet encounters the hole. For example, a packet can take much longer hops
to detour a hole if it is a u-shaped or a swirl-shape hole than if it is a circular-shaped hole.
On the other hand, the path length does not change much with GFRHA if the summarized
hole is similar because packets are detoured before they encounter the hole.

It is anticipated that the performance gain is greater if holes are summarized as convex
hulls, and not as circles. However, there is a trade-off between reducing energy consump-
tion in routing and disseminating hole summaries. If we use convex hulls to summarize
hole information, the data we need to disseminate the hole summary will be increased, i.e.,
we consume more energy in disseminating hole information. However, the study of such
trade-off is beyond the scope of this work. Here, we show the applicability of information
generated by TRAVERSE by other network protocols.

3.7 Conclusion

We present the TRAVERSE algorithm to identify the boundary of each hole in the de-
ployment area of sensor networks. In TRAVERSE, boundaries of holes are identifies as
follows. First, we identify candidate nodes, which are nodes that have two adjacent neigh-
bors separated more than by a predefined threshold degree. Second, we start TRAVERSE
from those candidate nodes to follow the boundaries of the holes using the right-hand rule,
Table 3.2: The path lengths taken by GPSR and GFRHA, and their differences (%). Depending on the shape of the hole and the locations of sources and destinations, the performance gain (or loss) by GFRHA over GPSR significantly differs.

<table>
<thead>
<tr>
<th>Shape of hole</th>
<th>From mid-bottom to top-bottom</th>
<th>From mid-left to mid-right</th>
<th>From left-bottom to right-top</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Path length</td>
<td>Difference</td>
<td>Path length</td>
</tr>
<tr>
<td></td>
<td>GPSR</td>
<td>GFR-HA</td>
<td>(%)</td>
</tr>
<tr>
<td>Circle</td>
<td>38</td>
<td>32</td>
<td>15.79</td>
</tr>
<tr>
<td>Square</td>
<td>50</td>
<td>33</td>
<td>34.00</td>
</tr>
<tr>
<td>Rectangle</td>
<td>50</td>
<td>31</td>
<td>38.00</td>
</tr>
<tr>
<td>L-shape</td>
<td>45</td>
<td>29</td>
<td>35.56</td>
</tr>
<tr>
<td>U-shape</td>
<td>71</td>
<td>31</td>
<td>56.34</td>
</tr>
<tr>
<td>Swirl</td>
<td>137</td>
<td>32</td>
<td>76.64</td>
</tr>
</tbody>
</table>

Figure 3.12: The average path length for the random source-destination pairs with different shapes of holes.
with modifications for handling exceptions.

In this chapter, we show the performance of TRAVERSE both qualitatively and quantitatively. We show the identification of holes with various shapes to present the qualitative evaluation of the protocol. We also show the performance of the protocol under the realistic log-normal shading radio model, or with the estimation errors by the localization service.

Finally, we show the application of TRAVERSE. We propose geographic forward routing with hole avoidance (GFRHA) by modifying GPSR to utilize hole information. By utilizing hole information, GFRHA detours packets around holes before packets encounter a hole and enter into the expensive perimeter-forwarding mode of GPSR. Evaluations show that GFRHA can significantly reduce the path lengths depending on the shape of holes and the locations of source and destination.
CHAPTER IV

ATTACK-RESILIENT COLLABORATIVE MESSAGE AUTHENTICATION

4.1 Introduction

Data Centric Storage (DCS) [24, 27, 42, 56] is a prominent data-storage and query-processing mechanism on Wireless Sensor Networks (WSNs). Resource-limited sensor nodes collaboratively identify events of interest, and report them to storage nodes at predefined locations according to the type of event or the range of sensed data. Queries of stored event information can then be issued, typically by mobile users, from anywhere in the network, and are forwarded to the relevant storage nodes. At storage nodes, the queries are processed and the query results are sent back to the issuer(s). DCS is preferable to External Storage (ES) at the base station, especially when there are many types of event to detect and report, and not all event types are queried often in a large network [56]. Also, the time of accessing DCS can be much shorter than that of accessing ES when storage nodes are located close to those who need to access them. This can be achieved by replication of storage nodes.

Security support for DCS, as for other WSN applications, is important since WSNs usually operate in an unattended and hostile environment. Secured DCS ensures that no fabricated information is inserted into the storage system and no unauthorized user is al-
ollowed to access the stored data. The main challenge in securing DCS is how to verify the authenticity of messages from remote locations since event-report, event-query and query-response messages often need to travel multiple hops to remote nodes in a WSN.

Securing DCS, however, is very difficult, especially when attackers launch node-capture attacks. Since sensor nodes operate in an unattended environment and may also be physically exposed to attackers, it is relatively easy for attackers to capture and then reverse-engineer them to extract their secret (keying) information. In such a case, attackers can subvert the entire system by compromising even a single sensor node. The attacker may fabricate seemingly valid packets using the keying material extracted from the compromised node to insert false data into the network. Depending on the type of the forged message, the attacker may (1) report false events to storage nodes, (2) report false responses to mobile nodes, or (3) make unauthorized accesses to the storage node by issuing queries.

Detecting forged messages is extremely difficult if they are generated using the valid keying material, especially when they came from remote nodes. Research has been conducted about the detection of data forgery using reputation systems and statistical methods [23,55,67], but the results are effective only for local data forgery, and not for messages sent from remote nodes. Even expensive signing with public keys [46, 68] cannot handle this problem when messages are generated using valid (stolen) keying materials. En-route filtering mechanisms [57,71,74,80,83] provide data-forgery detection even in the presence of compromised nodes. However, these mechanisms depend on the existence of a base station, and cannot be applied directly to DCS, where data is sent to storage nodes at arbitrary locations.

In this thesis, we propose Attack-Resilient Collaborative Message Authentication (ARCMA) to secure DCS, especially under node-capture attacks. ARCMA focuses on authentication of event-report, event-query, and query-response messages that may take multiple hops to reach their destinations. Specifically, in ARCMA, a set of sensor nodes cooperate to evaluate a Collaborative Message Authentication Code (CMAC) for the messages sent
to, and received from, remote nodes. As a traditional MAC, a CMAC is evaluated both at
the sender and the receiver sides, and only those messages with valid CMACs are accepted
by the receiver. Since the keying material of sensor nodes may be exposed under node-
capture attacks, sensor nodes must collaborate to provide necessary protection against such
attacks. This is akin to the sensor nodes’ collaboration (to overcome their limitations in
sensing capability) to identify the events of interest to the underlying applications.

The main contributions of this work are summarized as follows. First, we propose a
novel attack-resilient message authentication mechanism, called ARCMA, in which each
node belongs to one of \( k \) groups, and a message is collaboratively authenticated and ver-
ified by \( k \) nodes, each from a distinct group. To achieve this, each node maintains an
Authentication Tree (AT), which is a spanning tree formed with \( k \) nodes, each from one of
\( k \) distinct groups, and collaborates with all the nodes in its AT to evaluate CMAC for mes-
sage authentication. We also encrypt messages with location-dependent keys to validate
their origin.

Second, we show how ARCMA can be applied to authenticate messages associated with
DCS operations. We show how each parameter can be set for (1) event-report messages
which are typically generated by a set of cooperating sensor nodes in proximity, (2) event-
query messages which are generated by mobile users, and (3) query-response messages
which are sent back to the mobile users. Most previous work focused on securing event-
report messages destined for the base station, and does not consider how to secure the
processing of queries issued by mobile users.

Third, we present heuristics to construct ATs and to assign sensor nodes to different
groups. Since a global view is not available, or too expensive to obtain in a WSN, we
propose two distributed heuristic algorithms to build ATs, MIN and OPT. We also provide a
group-assignment protocol, in which sensor nodes in the neighborhood assign their groups
such that different group numbers can be assigned.

Finally, we analyze the security of ARCMA and evaluate its performance. We show that
the security of ARCMA does not degrade as long as less than $k$ nodes are compromised. Also, we evaluate the overhead of constructing ATs and exchanging extra messages for message authentication for design parameter $k$ and node density.

The rest of this chapter is organized as follows. The related work is summarized in Section 4.2. Section 4.3 describes the system model and assumptions used throughout the chapter, and the key management for the proposed protocol is described in Section 4.4. Then, ARCMA is detailed in Section 4.5, followed by descriptions of the authentication-tree construction in Section 4.6 and group assignment in Section 4.7. Section 4.8 presents the security analysis and the performance evaluation of ARCMA. Section 4.9 concludes this chapter.

4.2 Related Work

DCS [24, 27, 42, 56] was proposed to store and query the information (e.g., events of interest) collected in a WSN. The events of interest detected by the WSN or their metadata are reported to storage nodes whose locations are pre-determined based on the type or range of the sensed data, and queries for this information are delivered to, and processed at those storage nodes.

Various key management protocols have been proposed to support the security of WSN applications. Key management in a WSN is a challenging problem due to the large network size and the severe resource limitation in each node. For symmetric key sharing, several key pre-distribution schemes [13, 14, 17, 32, 44] have been proposed that assign a partial set of keys or keying material to each sensor node so that each pair of neighboring nodes can establish a shared key with a high probability. TinyPK [68] and ECDLP [46] are the implementations of public-key cryptography for WSNs.

However, the security of DCS cannot be achieved by just encrypting/signing messages with the keys generated by the above key management protocols. In DCS, event-report and event-query messages typically take multiple hops to reach remote storage nodes. Thus,
the securing DCS requires authenticating these messages. However, node-capture attacks are relatively easy to mount in WSNs, and an insider attack using the keying material extracted from the captured nodes can be catastrophic if the attacker can generate any event-report, event-query, or query-response message. In such a case, all of the above-mentioned schemes will become futile.

R-DCS [25] replicates storage nodes for scalability and resilience, but it cannot tolerate active attacks including node-capture attacks. pDCS [60] provides security and privacy on DCS by using a keyed hash function to map the storage nodes, but it cannot also prevent fabricated event-reports after node-capture attacks.

Several protocols have been suggested to provide secure event reports under node-capture attacks. Secure aggregation [55, 67] and en-route filtering [5, 57, 71, 73, 83] are suggested to prevent the reporting of invalid information only to an uncompromisable base station, and the base station has all the keying material to validate any packet. In these protocols, each sensor node has either a pairwise key with the base station or a set of keys randomly selected from a large key pool. On the other hand, the base station has either pairwise key with all the sensor nodes, or all the keys from the key pool. When sending event information, a sensor node authenticates the event message with one of the keys it has. In en-route filtering, such event messages can be statistically filtered when they are invalid; a forwarding node may verify the messages if it has the same key used for authenticating the messages. Since a sensor node has only a subset of the key pool, it may be possible that an invalid packet may be forwarded to the base station. Thus, the final verification of the event messages should be handled by the base station. These protocols are not applicable to DCS, where any easily-attacked sensor node should be able to receive and verify event messages as a storage node. If each sensor node has all the keying material to validate any incoming packet, it is equivalent to having one common key shared by every node. In this case, the whole system is subverted when only one node is compromised.

A reputation-based system such as [23] was proposed to detect the reporting of false
information. In such a system, the reputation of a sensor node is determined by its behaviour that is monitored by other sensor nodes. If the reputation of a certain sensor node is below a threshold, the node is ignored by other nodes. For example, other nodes do not forward packets originating from low-reputation nodes. In such a system, if the reputation of a sensor node is maintained only locally, an attacker may insert invalid packets by compromising only one node and moving to a new location after the reputation of the compromised node becomes lower than the threshold. To share a reputation of a sensor node globally, the reputation of a specific node should be stored in a predefined location, e.g., the location of the reputation storage can be evaluated using a hash function as the location of storage nodes is determined in DCS. However, securing such reputation update is not trivial, and such updates are too expensive for battery-powered and low-bandwidth sensor nodes. Also, reputation systems proposed for sensor networks [23] assume that each sensor node verifies the messages generated by its neighbors in a promiscuous mode, and build each other’s reputation. However, wireless links are typically asymmetric, and thus, a node cannot always hear all of its neighbors. Also, the requirement that every message should be interpretable by intermediate nodes between the source and the destination may create security holes. That is, a message’s content may be exposed to the attacker if one of the nodes on its path was compromised.

Zhang et al. [79] proposed a countermeasure against node-capture attacks on mobile sinks. Their solution focused on an application scenario in which mobile sinks are used to retrieve the sensed data, and their main goal is to prevent unauthorized data access via a compromised mobile sink, not compromised sensor nodes. They allow the least privilege to a mobile sink such that it can access the authorized information. To do so, they assumed the existence of an uncompromisable and resourceful base station, which has a pairwise key to every sensor node. The base station provides mobile sinks with security credentials, which can be verified by sensor nodes using their keys shared with the base station.

ARCMA differs from the above approaches in that it can authenticate messages sent to
any other locations, and it does not assume any uncompromisable base station. Besides, ARCMA provides $k$-collusion resistance, i.e., the security of the system does not degrade if less than $k$ nodes are compromised, like most of the secure aggregation or en-route filtering [5, 57, 73, 83].

4.3 System Model

4.3.1 Sensor Network Model

DCS is placed on a WSN, which is usually composed of a large number of inexpensive sensor nodes with limited memory, computation and communication capacities. Sensor nodes are usually battery-powered, and hence, energy is a precious, scarce resource. Hardware-supported tamper-proofing is usually not a feasible solution for sensor nodes due to its higher hardware cost.

We assume sensor nodes to have been deployed densely such that events of interest can be detected by a set of cooperating sensor nodes near the locations of their occurrence. More specifically, we require a network dense enough so that an event can be detected by at least $k$ nodes. The conditions of network-density and relevant sleep-scheduling algorithm for this requirement is discussed in [36]. There are other compelling reasons for dense deployment, such as fault-tolerance and short-range communication. Detected events will be sent to (possibly remote) storage nodes, where information about the event is stored or possibly aggregated with other information. The storage nodes are nothing but sensor nodes, which are selected a priori according to a pre-defined rule. An event-report message may traverse a large number of hops if the storage nodes are located far away from its occurrence.

External mobile nodes, which may be carried by users or attached to ground/air vehicles, may interact with nearby sensor nodes, issuing queries for the information of interest. Sensor nodes will forward the queries issued by mobile nodes to the storage nodes that will
then reply with the queried information. The mobile nodes usually have more (computation, communication and energy) resources than sensor nodes.

The existence of a base station is not assumed in ARCMA as in many other works [5, 55, 57, 67, 71, 73, 79, 83]. Using a base station as a trusted third party, solutions to many security problems can be simplified. However, adoption of a base station has the following problems. First, it is not always guaranteed to have stable communication to a base station. Second, it may be expensive to communicate with a base station since it can be located far from most of deployed sensor nodes. For example, DCS is more efficient than ES using a base station in terms of the communication cost when there are many event types and frequent queries [56]. Finally, a base station can be the single point of failure. If the base station of a deployed network is faulty or compromised, the whole system would not function. Thus, in the previous work, the existence of an uncompromisable base station is assumed. In ARCMA, we did not assume the existence of a base station at all.

In designing ARCMA, we assume existence of the following three common services: localization [8,30,38,59], time synchronization [16,22,63,64], and geographic forwarding routing [7,33]. All of these services are basic and usually required for other sensor network applications than DCS; localization and time-synchronization services are required to provide the location and the time of each identified event, and geographic forwarding routing is required to forward event-report and query messages. ARCMA exploits these “already available” services without incurring additional costs.

4.3.2 Attack Models

WSNs are inherently vulnerable to various security attacks because they usually operate in an unattended and hostile environment. We assume that attackers are resourceful and mobile, and launch several types of attacks. Attackers can launch outsider or insider attacks. An outsider attack may be passive such as eavesdropping communications or performing traffic analysis, or active such as inserting, modifying, or dropping packets. Adversaries
can launch a stronger type of (insider) attack, such as node-capture attacks in which sensor nodes are captured and compromised to extract their keying material. A node-capture attack is relatively easy to mount in WSNs since sensor nodes operate in an unattended environment, and are therefore likely to be exposed to attackers. The main focus of this chapter is to secure DCS against node-capture attacks.

We assume that attackers of DCS want to (1) disable the targeted DCS by inserting false data so that the legitimate users will receive incorrect data, (2) report false data to the legitimate query issuers, or (3) access the stored data for unauthorized purposes. An attacker can achieve all of these goals by inserting false messages into the system. For example, if an attacker can generate valid-looking, i.e., generated with valid keys, event-report messages so that the false event information is stored at the storage nodes, all the users who issue queries will receive the false event information. Similarly, the attacker can report false data to queries or access stored data by inserting false messages.

The proposed protocol in this work, therefore, focuses on preventing an attacker from inserting false messages into the system. In the proposed protocol, we guarantee that attackers cannot insert any false message, i.e., the security does not degrade, as long as less than $k$ nodes are compromised.

Also, even when $k$ or more than $k$ nodes are compromised, to generate a false message originating from a certain area, the attacker has to compromise at least one node from $k$ different areas. This fact limits the attackers’ ability to insert false messages. For example, an attacker cannot forge an event-report message from a certain area if he does not compromise at least one node from the area unless he compromises $k$ nodes from different $k$ areas.

We, however, assume that the network is safe for a short while after the deployment, during which the initialization can be performed. This is realistic, since it takes time for attackers to learn the existence and operation of a WSN, and to compromise sensor nodes.
4.4 Key Management

In this section, we present a key management that adopts polynomial-based key pre-distribution for the proposed protocol. The polynomial-based key pre-distribution is adopted since its security does not degrade if less than a certain number of nodes are compromised. This means that an attacker does not obtain any information of the polynomial if the number of compromised nodes is below a threshold.

4.4.1 Polynomial-based Key Pre-distribution

We first summarize polynomial-based key pre-distribution [6], on which the key management of ARCMA relies.

A \((k-1)\)-degree polynomial is defined as

\[
f(u, v) = \sum_{i,j=0}^{k-1} a_{ij} u^i v^j
\]

over a finite field \(F_q\), where \(q\) is a prime number large enough to accommodate a cryptographic key. When a bivariate polynomial is symmetric (i.e., \(f(u, v) = f(v, u)\)), we define a share of the polynomial of node \(s\) as \(f(s, v)\), which is a \((k-1)\)-degree univariate polynomial. By distributing a share of the polynomial to every sensor node, any two nodes in the network can set up a pairwise secret by exchanging only their node IDs. For example, two nodes \(s\) and \(r\) share a secret by replacing the variable of their share of the polynomial with the correspondent’s ID, i.e., \(f(s, r) = f(r, s)\). The common secret between any two nodes is proven to be safe if less than \(k\) shares of the \((k-1)\)-degree polynomials are revealed to the adversary, i.e., less than \(k\) nodes are compromised.

\(^1\)We use \((k-1)\)-degree polynomials instead of \(k\)-degree polynomials as in most literature to simplify notations in the later sections.
4.4.2 Key Distribution

ARCMA uses three sets of bivariate polynomials to generate keys for different purposes: pairwise-key, group-key, and spatial-key polynomials.

1. Pairwise-Key Polynomial, $f_p(u, v)$: is used to generate the pairwise key between any two sensor nodes in the neighborhood, or between a mobile node and a sensor node. Each polynomial variables will be replaced by the node ID.

2. Group-Key Polynomial, $f_g(u, v)$: is used to evaluate the MACs of messages. One variable of the group-key polynomial will be replaced by group number, and the other by the node ID. To prevent the collusion attack since the polynomial is commutative, we set the mobiles’ ID greater than $k$.

3. Spatial-Key Polynomial, $f_s(u, v)$: is used to generate encryption-keys for messages forwarded to remote locations. Since the destinations of such messages are specified as their location (not ID) in DCS, the variables are replaced with the location information of the sender and the receiver of a given message.

When sensor nodes are deployed, they are preloaded with a common master key $K_0$. The coefficients of the above three-polynomials are derived from this key using the common keyed hash function $H_K()$. The coefficient $a_{ij}$ of $f_p$ are evaluated as

$$a_{ij} = \begin{cases} H_{K_0}(i \cdot k + j + B) & \text{if } i \leq j \\ a_{ji} & \text{otherwise} \end{cases}$$

where $B$ is set to 0. By setting $B$ to $k^2$ and $2 \cdot k^2$, the coefficients of two other polynomials $f_g$ and $f_s$ are evaluated.

The master key $K_0$ will be permanently removed from the memory of sensor nodes after evaluating coefficients of the polynomials.
4.4.3 Key Assignment

Once deployed, sensor nodes evaluate their share of pairwise-key polynomial by replacing one of the variable with their own ID. Then, they discover their one-hop neighbors, and establish pairwise keys with them. Each sensor node broadcasts its own ID, and the pairwise key can be simply evaluated using the pairwise-key polynomial using the neighbor’s ID.

After discovering its neighbor nodes, each sensor node generates a random number that is used for the cluster key. The cluster key of a node is used to encrypt local broadcast messages sent by a specific node. The cluster key can be encrypted with the pairwise key and delivered to all neighbors individually. Let $CK^s$ be the cluster key of sensor node $s$.

Once local relations are secured, the underlying localization protocol can be evoked. The pairwise keys and cluster keys established in the above process may be used to encrypt or decrypt messages of the localization protocol, if necessary. After the location of each sensor node is discovered through the localization service, each sensor node evaluates its share of spatial-key polynomial.

When evaluating the spatial-key polynomial, quantized coordinates are used instead of the raw coordinates. Since the exact coordinates of remote nodes are, in general, not known a priori, the exact coordinates of the destination cannot be used with the spatial-key polynomial to obtain a matching key both at the source and the destination. (In the geographic forwarding routing, knowledge of the exact coordinates are not necessary since a packet is handled by the sensor node that is the closest to the destination.) Thus, we use the quantized coordinates, and the spatial-key is associated with the quantized coordinates, rather than the exact geographic location. The quantized location $(L_s)$ of a sensor $s$ located at $(x, y)$ is defined as $L_s = \left\lfloor \frac{x}{\ell_0} \right\rfloor \left\lfloor \frac{y}{\ell_0} \right\rfloor$. Here, the quantization index $\ell_0$ determines the granularity of the quantization. Then, $s$’s share of the spatial-key polynomial can be evaluated to be $f_s(L_s, v)$. The use of the quantized coordinates is equivalent to dividing the whole network area into squares whose edge length is $\ell_0$, and the lower-left corner of a grid is
used for the coordinates of the sensor nodes in the grid.\textsuperscript{2}

Group assignment is simultaneously performed with the aforementioned localization. Each group can be assigned a node by the group-assignment protocol described in 4.7. Once a group number is assigned, each node evaluates its share of $f_g$.

After evaluating the shares of three polynomials using the above process, the master key $K_0$ is permanently removed from the memory of the sensor nodes.

Each mobile node also has its share of the pairwise-key and group-key polynomials by replacing one of the variables with its ID, i.e., mobile node $m$ will be loaded with $f_p(m, v)$ and $f_g(m, v)$. The mobile node need not hold any information about the spatial-key polynomial.

Table 4.1 summarizes the notation shown in this section and later sections.

\textsuperscript{2}The grid explained here is similar to the level-0 grid of DLSP shown in Chapter II, but the sizes of the grids are not necessarily the same.
4.5 Attack-Resilient Collaborative Message Authentication (ARCMA)

4.5.1 Overview

In ARCMA, sensor nodes collaboratively authenticate messages sent to, and received from, remote nodes. The traditional message-authentication method relies on MAC, which is evaluated as a one-way keyed hash function. However, this method is not sufficient for WSNs because it is relatively easy for the adversary to capture nodes on WSNs. With valid keying materials extracted from the captured nodes, the adversary can then insert a message with a valid MAC. To prevent such attacks, ARCMA requires messages to be authenticated collaboratively by a set of sensor nodes. More specifically, each sensor node belongs to one and only one of \( k \) distinct groups, and members of each group share a group-key polynomial to generate a common key to evaluate MACs. When authenticating a message, \( k \) nodes from \( k \) distinct groups, one from each group, evaluate MACs using group-keys, and the CMAC is evaluated by XORing these MACs. Like a traditional MAC, the CMAC is evaluated at the sender side and concatenated to the message. Then, the CMAC is re-evaluated at the receiver side for its verification. Using CMACs, messages can be authenticated even under node-capture attacks since the attacker must know all \( k \) group keys to fabricate a valid MAC.

To evaluate a CMAC, each sensor node needs to know at least one node for each of \( k \) groups in its neighborhood. Thus, each node maintains an AT, a structure to maintain information on nodes for each of \( k \) groups. AT is a spanning tree with at least \( k \) nodes. Using its AT, a sensor node can evaluate or verify the CMAC. For convenience, the AT maintained by node \( s \) is represented by \( AT^s \), and sensor nodes in \( AT^s \) are represented as \( AT^s_i \), where \( i \) is the group the node belongs to. Each sensor \( s \) node maintains the following information in its AT: the node ID for \( AT^s_i \), the next hop to \( AT^s_i \), and the number of hops to \( AT^s_i \) for each group \( i \) (\( 1 \leq i \leq k \)).

Figure 4.1 shows an example of ATs. Figure 4.1(a) depicts a given topology, where
(a) An example topology. Vertices and edges represent nodes and connectivity between nodes, respectively. The main number and the subscripted number in a vertex represent the ID and group number of the node, respectively.

(b) A (possible) authentication tree for node 1.

(c) Another possible authentication tree for node 1.

Figure 4.1: Example of authentication trees: This figure shows ATs in a given topology when \( k = 5 \) vertices and edges represent nodes and connectivity, respectively. The ‘main’ number and the number in parentheses in a vertex represent the node ID and its group number when \( k = 5 \). Figures 4.1(b) and 4.1(c) show possible \( AT^1 \).

4.5.2 Collaborative Message Authentication

We now describe how messages are exchanged when sensor node \( s \) located in \( L_s \) sends a message \( M \) to another sensor node \( r \) located in \( L_r \). In summary, \( s \) computes a CMAC for \( M \) and encrypts them with a proper spatial-key. When \( r \) receives \( M \), it evaluates the CMAC after decrypting it, and checks if the evaluated CMAC and the received CMAC match. It accepts the message only when the two CMACs match.

Messages at the sender’s side are exchanged as follows.

1. \( s \) sends \( M \) to the nodes in \( AT^s \). \( s \) sends \( M \) with ID \( id \), timestamp \( ts \), and its location, \( L_s \), to all the nodes in its AT. Here, \( id \) is a parameter other than group number for the group-key polynomial, the timestamp is used to prevent replay attacks, and the
location is used to provide the authenticity of the location of reported data. \( P_M \) is a proof of message which is used to prevent the compromised node from asking the message authentication for forged messages. Depending on the type of a given message, these fields will be filled in with different values. This will be detailed in Section 4.5.3.

\[
s \rightarrow AT_i^s : \{id|M|ts|L_s|P_M\}_{fp(s,AT_i^s)} \text{ for } 1 \leq i \leq k
\]

2. \( s \) receives MACs evaluated by the nodes in \( AT^s \). The nodes in \( AT^s \) evaluate the MAC for the given message with the timestamp and the location of \( s \), and then return it to \( s \). Note that this is processed only when a valid proof \( P_M \) for the given message \( M \) is provided.

\[
AT_i^s \rightarrow s : \{MAC(f_g(i, id), M|ts|L_s)\}_{fp(s,AT_i^s)}
\]

3. \( s \) computes the CMAC by XORing the MACs it received. \( s \) evaluates a CMAC as follows:

\[
\text{CMAC} = \text{MAC}(f_g(1, id), M|ts|L_s) \oplus \text{MAC}(f_g(2, id), M|ts|L_s) \oplus \cdots \oplus \text{MAC}(f_g(k, id), M|ts|L_s).
\]

4. \( s \) encrypts \( M \) with its spatial key, and sends it to \( r \). \( s \) concatenates the timestamp, its location and CMAC to the message, and sends the concatenated message to \( r \) using the underlying routing protocol.

98
When \( r \) receives the message, it evaluates the CMAC using its own AT, similarly to the CMAC evaluation at the sender side, as follows.

1. \( r \) sends \( M \) to the nodes in \( AT^r \). \( r \) decrypts the message with \( f_s(L_s, L_r) \), and sends it to the nodes in its AT. Here, the proof of message is not required since \( r \)'s location is different from \( s \)'s location, \( L_s \).

\[ r \rightarrow AT^r_i : \{id|t|ts|L_s\}_f_{p(r,AT^r_i)} \text{ for } 1 \leq i \leq k \]

2. \( r \) receives the MACs evaluated by the nodes in \( AT^r \). When the nodes in \( r \)'s authentication tree, \( AT^r \), receive the message, they evaluate the MAC for the given message with the group-key and return it to \( r \).

\[ AT^r_i \rightarrow r : \{\text{MAC}(f_g(i, id), M|t|ts|L_s)\}_f_{p(r,AT^r_i)} \]

3. \( r \) evaluates the CMAC and accepts the message only if CMACs match. Upon receiving replies from the nodes in \( AT^r \), \( r \) evaluates the CMAC for the given message by XORing the received MACs. Only if the CMAC from \( s \) matches the CMAC it computed, will \( r \) accept the message.

In the above process, the same message \( M \) is transmitted to all the nodes in \( AT^s \) and \( AT^r \). This will be very expensive, thus calling for an optimization to reduce the number of message transmissions. Without optimization, the cost of exchanging messages to evaluate the CMAC increases linearly with \( k \). However, we need not send the same message to all the nodes individually, since the message is known to the local nodes. So, we can use a local broadcast using \( s \)'s cluster key, \( CK^s \). If a node needs to forward such a message
asking for MAC, i.e., it has child node(s) in $AT^s$, it can again send the message using its own cluster key. When MACs are received, the intermediate nodes in a node’s $AT$ can XOR all the MACs it receives from its children, and then report the XORed MAC to its parents. When $s$ receives such reports from its children, it can compute the CMAC by XORing them. The CMAC obtained from this optimization will be the same as that obtained by XORing individual MACs at $s$ since XOR is transitive. When the CMAC is verified by $r$, a similar step can be taken.

A CMAC mismatch indicates a compromise. If the CMAC computed by $r$ does not match the CMAC from $s$, at least one node in either $AT^r$ or $AT^s$ did not report a proper MAC. In such a case, $r$ can send the same message $M$ to all the nodes in $AT^r$ individually without optimization. Then, $r$ can send all of the MACs to $s$. Upon receiving such a message, $s$ also requests nodes in $AT^s$ to re-evaluate the MACs. If the MACs for a certain group do not match, either the nodes of a group in $AT^s$ or $AT^r$, or both, are compromised. In such a case, both nodes are revoked. This revocation process is expensive since the same message should be sent to all the nodes in $AT^s$ and $AT^r$. However, this type of attack is **not** effective from an attacker’s standpoint not only because the attack is easily detectable but also because the compromised nodes are revoked upon their first attack.

### 4.5.3 Securing DCS Operations Using ARCMA

We now describe how ARCMA can be used for securing DCS messages: event-report, event-query, and query-response messages. Regardless of message types, messages are transmitted to remote locations. So, the collaborative authentication described in the previous subsection can be used. However, different proofs of messages for CMAC evaluation are required for different types of messages.
4.5.3.1 Reporting Sensed Data

Sensor nodes cooperate to identify events of interest; an event will typically be detected by multiple sensor nodes, and their sensor readings will be aggregated for detection accuracy.

When such an event is reported to the corresponding storage nodes, the report message must be authenticated to guarantee the authenticity of the report. ARCMA can be used for this purpose, and the information about the event can be used as the proof of the message. Node density in a WSN is determined so that any region is covered by more than a certain number of nodes [36] for an event of interest to be detected with a desired level of accuracy since each sensor node has only limited sensing capability. By adjusting the sensor node density, we can, therefore, make an event detectable by at least \( k \) nodes which can participate in authenticating the event to be reported to the corresponding storage node. These nodes evaluate MAC only when the information in the event-report message is consistent with the information they have, i.e., they use the information about the event as a proof of the message. The \( id \) field of ARCMA messages is filled with the ID of the sensor node that composes the event-report message.

The storage node verifies the authenticity of each event-report message using its own AT, and stores only validated messages. Once verified, the reported event is stored by all the \( k \) nodes in the receiver’s authentication tree as replicas. These replicas are later used as the proof of message for query-response messages.

4.5.3.2 Processing Queries Issued by Mobile Users

An external mobile user may query the sensor network to retrieve the data stored in DCS. Such queries are routed via multiple hops to the storage nodes, and then the corresponding results are generated and sent back to the mobile user. In this scenario, both the query and the result should be verifiable.

A valid query should be generated only by a legitimate mobile user. So, a mobile user
should be authenticated first before issuing queries to the network. However, it should be authenticated by multiple nodes rather than just by one node. When authenticated, the mobile user will be issued a token, which is a security credential it can present to the sensor nodes that belong to the same group as the token-issuer. After collecting \( k \) tokens, the mobile user can issue a query by presenting tokens as the proof of event-query, i.e., the query is validated by the security credentials issued by \( k \) different sensor nodes.

Mobile node \( m \) can be authenticated by sensor node \( s \) by exchanging three-way handshakes. First, \( m \) sends \( s \) its ID and a nonce, \( N_m \). When \( s \) receives such a message, it also generates a nonce, \( N_s \). Then, \( s \) sends its own ID along with \( N_m \) and \( N_s \) after encrypting it with a pairwise key between \( s \) and \( m \), \( f_p(s,m) \). Note that both \( s \) and \( m \) can evaluate the pairwise key using the pairwise-polynomial after exchanging their IDs. Then, \( m \) sends the nonce generated by \( s \) after encrypting it with \( f_p(s,m) \). Now, \( s \) and \( m \) can mutually authenticate each other.

\[
\begin{align*}
    m \rightarrow s & : \ m, N_m \\
    s \rightarrow m & : \ s, \{N_s|N_m\}_{f_p(s,m)} \\
    m \rightarrow s & : \ \{N_s\}_{f_p(s,m)}
\end{align*}
\]

Then, \( s \) sends \( m \) a token, \( T_g(m) \), if it belongs to group \( g \). \( T_g(m) \) is defined as

\[
T_g(m) \equiv s|g|m|ts|s|g|m|ts\}_{f_p(g,m)}
\]

This token is valid only to the nodes in group \( g \), and only \( m \) can present this token to the sensor nodes since only \( m \) can evaluate the pairwise-keys with arbitrary sensor nodes. Here, \( ts \) is a timestamp to indicate the time when the token is issued, and may be used by sensor nodes to reject stale tokens.
When \( m \) needs to issue a query, \( Q \), it sends a query message to one of the nearby sensor nodes with the \( k \) tokens it has collected as the proof of message. Also, it evaluates CMAC for the query which can be evaluated with its share of the group-key polynomial. Here, CMAC is evaluated with the timestamp of the current time and the location of \( s \). CMAC is evaluated by the mobile user to reduce the overhead of sending an invalid query. A legitimate mobile user can evaluate CMAC, and there is no reason for it to generate an invalid CMAC.

\[
m \rightarrow s : ts|L_s|\{Q|ts|L_s|CMAC\}_f_p(m,i)|T_g(M)\]

where \( 1 \leq g \leq k \), and \( CMAC \equiv MAC(f_g(m,1),Q) \oplus MAC(f_g(m,2),Q) \oplus \cdots \oplus MAC(f_g(m,k),Q) \).

Then, \( s \) sends tokens and collects MAC for the given query, \( Q \).

\[
s \rightarrow AT^s_i : \{Q|ts|L_s|T_g(m)\}_f_p(s,AT^s_i), \text{ where } 1 \leq i \leq k\]

The nodes in \( AT^s \) verify the token, which is the proof of the event-query message, and send \( s \) either MAC for the query message or INVALID message.

\[
AT^s_i \rightarrow s : \{MAC(f_g(m,i),Q|ts|L_s)\}_f_p(s,AT^s_i) \text{ or INVALID.}\]

If all the tokens are valid, \( s \) can evaluate CMAC by XORing MACs it has collected. Then, it checks if the evaluated CMAC and the CMAC received from the mobile user match. Only when they match, does \( s \) send the query, \( Q \), to the storage nodes.

When the query is received by \( r \), which is a storage node, it first verifies the message using \( AT^r \); then \( r \) composes the query-response, \( R \), for the valid query. The reply message
is again authenticated using $AT^r$, and the query-response message $R$ itself is used as the proof of message; all $k$ nodes should store the same event as a replica of the event, and they verify $R$ by comparing it with the stored events. Then, the query-response message is encrypted with the pairwise-key between $r$ and $m$, $f_p(r,m)$; the encrypted message is evaluated using the pairwise-key polynomial so that the clear text of message is only readable by $m$.

$$r \rightarrow m : r, \{R|ts|L_r|CMAC\}_{f_p(r,m)}$$

When $m$, the query issuer, receives this message, it evaluates CMAC using its share of the group-key polynomial, and accepts it only when a valid CMAC is concatenated to the reply message.

### 4.6 Authentication Tree Construction

Since a global view is not available at any given sensor node, we present two simple heuristic algorithms to construct ATs without incurring high overhead. The first heuristic, called MIN, builds a minimum-depth tree by selecting the shortest-distance node from a certain group for the AT. This heuristic adds a small amount of information in a periodic beacon message, commonly used in sensor network applications like health monitoring, node discovery, and route discovery. In each periodic beacon message, a node advertises the groups it has discovered by using a $k$-bit vector. When a sensor node notices that some bits are not set in a neighbor’s beacon while the corresponding bits are set in its own bit vector, i.e., its neighbor has not yet discovered the nodes in certain groups that it has already discovered, it announces the information about them in its next beacon message. When a sensor node detects such information in its neighbor’s beacon, it updates its AT. Using these steps, a $t$-hops-away node can be discovered within $t$ beacon periods, as in a distance-vector routing protocol. The pseudo-code of this heuristic is given in Algorithm 1.
Algorithm 1 The pseudo-code of M1N heuristic

sub Send Broadcast
loop
  \( bcast \leftarrow \text{new broadcast message} \)
  for all \( i \) s.t. \( AT_i \) is available and request[\( i \)] is set do
    Add the information of \( AT_i \) to \( bcast \)
  end for
  Broadcast \( bcast \)
  Sleep(broadcast period)
  Clear request
end loop
sub Receive Broadcast
for all node information \( I \) in the received message do
  \( i \leftarrow \text{the group number of } I \)
  if \( AT_i \) is not available then
    Set \( AT_i \) with the information of \( I \)
  end if
end for
\( n \leftarrow \text{the node ID of the sender of the receive broadcast} \)
for all \( i \) s.t. \( AT_i \) is available and \( AT_i^n \) is not available do
  Set request[\( i \)]
end for

The second heuristic, called OPT, tries to minimize the number of transmissions in the optimized AT operation. For example, the M1N heuristic yielded the results in Figure 4.1(b) for a given topology Figure 4.1(a). This AT requires four transmissions since nodes 1, 2, 7, and 8 need to transmit a message for an AT operation. On the other hand, the AT shown in Figure 4.1(c) for the same topology requires only three transmissions for an AT operation. Even though the nearest nodes are not chosen for groups 4 and 5, a transmission by node 3 can cover both groups in this example. The OPT heuristics works as follows. After discovering one’s neighbor, each node keeps two sets of nodes; transmission set (T) and candidate set (C). The transmission set contains the nodes which will relay the message in AT operations. First, each node puts itself in T, and its neighbors into C after calculating the out-degree, which is defined as the number of new groups of each neighbor if it is added. At each iteration, the node with the maximum out-degree will be moved from C to T, and the neighbors of the node will be added to C. When there is no node that has a positive out-
Algorithm 2 The pseudo-code of O\textsubscript{PT} heuristic

\begin{verbatim}
sub Construct AT
    T ← \{s\}
    C ← N\textsuperscript{s}
    ∀c ∈ C, calculate d(c)
repeat
    Find m s.t. m ∈ C ∧ ∀c ∈ C, d(m) ≥ d(c) ∧ d(m) > 0
    if m is found then
        T ← T ∪ \{m\}
        C ← (C − \{m\}) ∪ (N\textsuperscript{m} − T)
        ∀c ∈ C, update the out-degree of c.
    else
        Send a route request for missing groups
    end if
end repeat
until AT\textsuperscript{s} is fully-constructed

sub Receive Route Request
for all i s.t. group i is requested do
    if AT\textsubscript{i} is available then
        Add this information in reply
    end if
end for
Send reply

sub Receive Route Reply
for all route info r do
    if The group of node r is missing in AT\textsuperscript{s} then
        Find m that is farthest ∧ m ∈ T
        Increase d(c) where c ∈ C ∧ m ∈ path(c)
    end if
end for
\end{verbatim}

c.f. d(s) represents the degree of sensor node s
degree in C, a sensor node will request the route for the missing groups. Upon receiving such a request, a sensor node replies if it has access to the group. The pseudo-code for this heuristic is given in Algorithm 2.

4.7 Group Assignment Protocol

Group assignments of sensor nodes significantly affect the functionality and performance of ARCMA, where one node from each of $k$ groups should collaborate together. Thus, the group assignment should guarantee uniform distribution of groups across the deployment area.

In ARCMA, groups can be distributively assigned at each grid. A sensor node determines its quantized coordinates, i.e., the grid it belongs to after it obtains its geographic location and deployment area information through a localization service. Then, sensor nodes in a grid discover each other by exchanging their own IDs and their neighbors’ IDs within the grid. After that, the node with the smallest node ID in the grid assigns groups to sensor nodes. In doing so, it can uniformly assign group numbers to sensor nodes. More specifically, if there are $i \cdot k + j$ nodes in the grid, where $i \geq 0$ and $0 \leq j < k$, the sensor nodes with minimum ID assigns at least $i$ nodes to each of $k$ groups. When there are less than $k$ nodes in the grid, sensor nodes in the grid will have limited capability to send or receive authenticated messages; they may find sensor nodes from the missing groups in the neighbor grids. However, an event-report message may not be authenticated in the grid when less than $k$ nodes observe a given event.

4.8 Evaluation

4.8.1 Security Analysis

We analyze the security of ARCMA against the various attacks described in Section 4.3.2. Since all the messages are encrypted with the relevant keys, the proposed protocol is safe
from passive or active outsider attacks as long as proven cryptography is used. Also, replay attacks are prevented since all the messages including tickets contain time-stamps. Thus, our analysis will focus on node-capture attacks, where valid keying materials are exposed to attackers.

Also, ID spoofing and Sybil attacks can be prevented by using the bivariate polynomials. Without knowledge of the pairwise-key polynomial, the attacker cannot generate the secret keys for the spoofed IDs. Therefore, the attacker cannot launch a Sybil attack with spoofed IDs.

Now we focus on security analysis when an attacker launches node-capture attacks. In this case, the attacker has the valid keying information so that the naive encryption will not prevent the attacker from inserting false messages. We first consider the case where the attacker compromises less than $k$ nodes, and then, the case where the attacker compromises $k$ or more nodes.

**When less than $k$ nodes are compromised:** Let us consider the case where the attacker compromises less than $k$ nodes. In such a case, the attacker has the full control of the compromised nodes and the full knowledge of the keying material in the nodes. Using these keying materials, the attacker can launch different attacks depending on how the compromised nodes are used in the system.

There are a few options that the attacker can choose with the compromised nodes. The first option is to stay silent when the compromised nodes are asked to evaluate a MAC by a certain node which has the compromised nodes in its AT. The second option for the attacker is to report a wrong MACs when the compromised nodes are asked to evaluate a MAC. Another option for the attacker is to try to generate a message by asking other nodes to evaluate MACs to compose a false message. This type of attack will be the most attractive to the attacker since the attacker can generate any message to subvert the system. For example, the attacker may generate event-report messages to report false events, or event-query messages to retrieve detected events. Here we discuss how ARCMA prevents
such attacks.

**Lemma IV.1.** *The security of ARCMA does not degrade, i.e., the integrity of the system remains the same if less than* $k$ *compromised nodes remain silent when requested for MAC evaluation.*

*Proof.* Here, the requesting node may be either a sender or a receiver. In this case, the requesting node can wait for the time being, and after a timeout, it can consider that the nodes are dead and recruit other nodes from the group where the compromised nodes belong, using the reconstruct algorithm. Note that for the requesting node, this case is exactly the same as the case where the compromised nodes becomes faulty or have depleted their batteries. Therefore, invalid information cannot be inserted into the system using this attack, although a delay may be caused.

**Lemma IV.2.** *The security of ARCMA does not degrade, i.e., the integrity of the system remains the same if less than* $k$ *compromised nodes report wrong MACs.*

*Proof.* In this attack, CMAC will be composed using the wrong MACs. Therefore, the CMAC evaluated at the sender’s side and the CMAC evaluated at the receiver’s side will not match. Therefore, the receiver will detect the CMAC mismatch, and it will reject the message.

In the attack where compromised nodes report wrong MACs, the messages authenticated with wrong MACs are rejected by the received as explained in Lemma IV.2. However, the receiver does not know which nodes caused the CMAC mismatch. The identification of the compromised nodes and revocation of the nodes can be performed by sending individual MACs and adopting the honeybee technique [53]. When the receiver detects CMAC mismatch, it sends the MACs evaluated by the nodes in its AT to the sender without XORing MACs. The sender can now check the groups whose MACs mismatch. The sender notifies the group numbers whose MACs mismatch to the receiver. Then, the nodes of such groups both at the sender’s side and the receiver’s side are discarded by the sender and the
receiver because we know one of the nodes for such groups are compromised, but we do not know which one is compromised. If the attacker selects this option, the attacker can delay CMAC evaluation of only one message since the compromised node will be excluded after the first attempt. This type of attack is not very efficient from the view point of the attacker.

**Lemma IV.3.** An attacker cannot generate a message with false information by requesting MAC evaluation if less than $k$ nodes are compromised.

*Proof.* Although this type of attack may be most preferable by an attacker, this type of attack is prevented by the use of appropriate proof of messages as shown in 4.5.3. When an attacker compromises less than $k$ nodes, he must contact at least one uncompromised sensor node to evaluate CMAC since CMAC-evaluation requires the collaboration of $k$ nodes from distinctive groups. For example, when the attacker asks the nearby uncompromised sensor nodes to evaluate MAC for a false event-report message, the uncompromised sensor nodes will not respond to such a request since they have not detected such an event. Thus, the attacker cannot authenticate false event-report messages when he compromised less than $k$ nodes. Similarly, the attacker cannot authenticate false query-response messages since uncompromised nodes will not collaborate to evaluate CMAC for false query-response messages since the events in such false messages are not stored in those uncompromised nodes. Also, the attacker cannot authenticate false event-query messages since he cannot present $k$ tokens as the proof of event-query messages when he compromised less than $k$ nodes.

**Theorem IV.4.** When an attacker compromises less than $k$ sensor nodes, the security of the system does not degrade.

*Proof.* According to Lemma IV.1, IV.2 and IV.3, the security of ARCMA does not degrade, i.e., an attacker cannot insert invalid messages into the system, if less than $k$ sensor nodes are compromised.
In these attacks, the security of the system does not degrade at all in the sense that the attacker cannot insert any false message. These attacks may be considered as denial-of-service (DoS) attacks since they can delay the system or deplete the batteries of some nodes. But, these attacks are easily detected, thus the same attack cannot be repeated using the same compromised node.

When \( k \) or more nodes are compromised: Let us consider the case where \( k \) or more than \( k \) nodes are compromised. In such a case, the attacker may know all the coefficients of one or more of three polynomials.

**Lemma IV.5.** The pairwise-key polynomial is exposed after \( k \) nodes are compromised, since each sensor node has a different share of the pairwise-key polynomial. Thus, the local traffic encrypted using the key generated by the pairwise-key polynomial will be exposed to the attacker.

**Lemma IV.6.** The group-key polynomial is exposed after \( k \) nodes from distinctive groups are compromised, since sensor nodes in the same group have the same share of the group-key polynomial.

Here, we can discuss the number of nodes that an attacker should compromise to obtain the group-key polynomial. If the attacker randomly compromises sensor nodes, the attacker needs to compromise \( O(k \log(k)) \) nodes to compromise at least sensor node from all the \( k \) groups. \(^3\) After the group-key polynomial is exposed, the attacker can now evaluate the valid CMAC for any given message. Thus, he may be able to insert valid-looking messages. However, even after the group-key polynomial is exposed to the attacker, the attacker may not be able to insert any message if the spatial-key polynomial is not exposed. For example, the attacker cannot insert a fake event-report message for a certain location without the spatial-key for the location because it cannot properly encrypt the message with the valid spatial-key.

\(^3\)This problem is the same with the well-known coupon collector’s problem.
**Lemma IV.7.** The spatial-key polynomial is exposed after \( k \) nodes from different quantized locations are compromised, since sensor nodes with the same quantized location have the same share of the spatial-key polynomial.

Due to the above property, an attacker should go to \( k \) different locations, and compromise at least one node from those locations. After that, the attacker can encrypt or decrypt any message using keys generated from the exposed spatial-key polynomial. Thus, the attacker can read all the messages on ARCMA.

If the attacker also knows the group-key polynomial in addition to the spatial-key polynomial, the attacker can also insert any message because the attacker can now evaluate the valid CMAC for a given message using the group-key polynomial, and encrypt the message with the valid spatial-key generated with the spatial-key polynomial.

**Theorem IV.8.** For the complete subversion of ARCMA, the attacker should compromise \( k \) nodes from distinctive groups, and \( k \) nodes from different locations, i.e., locations with different quantized locations.

**Proof.** From Lemma IV.5, IV.6, and IV.7, it is shown that an attacker cannot generate any message without compromising \( k \) nodes from distinctive groups, and \( k \) nodes from different locations. In this case, an attacker obtains all three polynomials, and can generate any message without being detected.

4.8.2 Performance Evaluation

We now focus on the evaluation of memory usage and the CMAC evaluation cost of ARCMA.

4.8.2.1 Memory Requirement

A sensor node has only limited memory. Even though this may become a lesser problem in the future due to the decreasing cost and increasing density/capacity of memory, the
memory will still be a limited resource for sensor nodes or a larger memory may consume
the battery power much faster.

Each sensor node needs to store three polynomials, each of which has $k$ terms, each
being a member in $F_q$, where $q$ is a prime number large enough to hold the security keys.
In ARCMA, only symmetric cryptographic functions are used, and a 128-bit key size will
be sufficient. Thus, each sensor node needs the memory of $3 \cdot k \cdot 128$ bits $= 384 \cdot k$ bits.

Each sensor node also maintains an AT. For each of the $k$ groups, the ID of the node,
the ID of the next-hop node, and the number of hops should be stored. When 16-bit node
IDs are used (as in TinyOS [3]) and the maximum hop count is less than 255, the storage
requirement for the AT at each node is $(2 \cdot 16 + 8) \cdot k$ bits $= 40 \cdot k$ bits.

The intermediate nodes in an AT need to store the information about the nodes in its
own subtree. A $k$-bit vector should be stored for this purpose. Since each node will, on
average, be an intermediate node of $k - 1$ other nodes, the node needs $k \cdot (k - 1)$ bits.

The total memory requirement for ARCMA is the sum of the above three requirements,
resulting in $k^2 + 423 \cdot k$ bits. When $k = 20$ for example, the memory requirement is about
1.1 Kbytes.

### 4.8.2.2 CMAC Evaluation and AT construction Costs

We evaluate the two heuristics to build ATs in terms of the CMAC evaluation and
AT construction costs. The CMAC evaluation cost is defined as the average number of
transmissions to deliver a message to all the nodes of the AT. We average the number of
transmissions by dividing it by the number of groups in an AT to show the cost of reaching
one node (or group). The construction cost is defined as the average number of iterations
and route request/reply messages per group to build the ATs.

We also show the cost of reconstructing the AT when a sensor node is removed from the
network because it is either faulty or compromised. When such a problem node is removed
from the network, all the nodes in the AT that have the problem node on their paths to the
AT’s root should also be removed. Then, ATs should be reconstructed without using the problem node for the subsequent CMAC evaluations. We will adopt the number of nodes affected by the problem nodes and the number of iterations necessary to reconstruct the ATs as the metrics to evaluate the AT reconstruction cost.

The simulation parameters are set as follows. We assumed the transmission range ($R$) of the sensor node to be 100 m (equal to that of MicaZ [1]). All simulations are conducted in a 1000 m × 1000 m coverage area unless specified otherwise. The number of nodes ($N$) in the area is varied to be 250, 500, 750, and 1000. The average number of neighbors can be calculated as $\pi R^2 \times N/1000^2$, thus varying the average number of neighbors from 7.85 to 31.4. Also, the pre-determined group assignment, $g = (s \mod k) + 1$, is used as a default. The number of groups, $k$, is varied from 2 to 50. For each of $N$ and $k$, 10 different topologies are generated using a uniform distribution. We also changed the network size while maintaining the same node density. Finally, all the simulation results are derived by averaging 10 simulation runs.

Figures 4.2 and 4.3 show the CMAC evaluation cost of the two heuristics. When $k = 2$, the average CMAC evaluation cost is around 0.5, meaning that only 1 transmission is
Figure 4.4: These graphs show the cost of constructing ATs with \textsc{Min} and \textsc{Opt} heuristics while varying $k$ and node density.

required, because at least one of a node’s neighbors will likely belong to a different group than its own in a dense network. As $k$ increases up to a certain point, the average cost decreases since all or most of the groups are likely to be found within a single or a very small number of hops. However, the average cost slowly increases as $k$ increases under the \textsc{Min} heuristic (Figure 4.2), while it remains stable under the \textsc{Opt} heuristic (Figure 4.3), where the average CMAC evaluation cost varies from 0.174 to 0.555 when $k = 50$. From these observations, we can conclude that the \textsc{Opt} heuristic requires fewer transmissions, i.e., less energy consumption for an CMAC evaluation, than the \textsc{Min} heuristic. Also, the increase in energy consumption gets smaller as $k$ increases. Thus, the \textsc{Opt} heuristic is preferred. Also, a denser network is observed to incur a lower cost in both heuristics because a node will have more neighbors, i.e., a smaller number of hops will be required to reach a certain group in a denser network.

The costs of constructing ATs with the two heuristics are shown in Figure 4.4. Figure 4.4(a) shows the number of iterations to construct ATs. With both heuristics, a sparser network takes longer to build ATs than a denser network, as it will take more hops to reach all the groups in a sparser network. With the \textsc{Min} heuristic, it takes 14.3 iterations when $N = 250$ and $k = 50$, and 6.7 iterations when $N = 1000$ and $k = 50$. On the other hand,
Figure 4.5: When removing a faulty node, the average number of affected nodes per AT increases as $k$ increases for both heuristics.

The OPT heuristic requires 82.4 iterations when $N = 250$ and $k = 50$, and 57.9 iterations when $N = 1000$ and $k = 50$. Since the OPT heuristic can add at most one node into its transmission set ($T$), it requires much more time to build an AT.

Figure 4.4(b) shows the average number of route request/reply messages. As expected, the required number of messages decreases as $N$ increases. When comparing the two heuristics, we observe that the MIN heuristic exchanges fewer messages than the OPT heuristic in a sparser network. On the other hand, the OPT heuristic exchanges fewer messages in a denser network than the MIN heuristic.

Figures 4.5 and 4.6 plot the performance evaluation results when a node is removed from the network. Figure 4.5 shows the average number of nodes removed for each AT upon occurrence of a problem node. There was only a small difference between the two heuristics. However, the number of affected AT nodes increases as the network gets sparser or $k$ increases. In a sparser network, there are unlikely to be many alternative routes from a node to other nodes, i.e., a node is likely to be on more routes. Thus, one problem node can affect more nodes. When $k$ increases, the number of alternative nodes of a certain group decreases. Figure 4.6 shows the number of iterations to finish the reconstruction
of ATs. $\text{MIN}$ is found to take much fewer iterations than $\text{OPT}$. This means that it will take much longer to construct ATs with the $\text{OPT}$ heuristic when a node becomes faulty or compromised.

We also evaluated the performance of ARCMA for different network sizes while maintaining the same node density. However, it is found that the network size does not affect the performance of ARCMA for the same node density, and thus, we did not repeat the result here.

4.9 Conclusion

In this chapter, we proposed a novel security mechanism for DCS, called ARCMA, focusing on resilience against node-capture attacks. Under such attacks, securing DCS is very difficult since attackers have accesses to all the valid keying materials extracted from the compromised nodes. In ARCMA, sensor nodes collaboratively authenticate event-report, event-query and query-response messages which typically travel multiple hops. Each sensor node belongs to one of $k$ groups, and builds and maintains an AT with $k$ nodes, each from a distinct group. With the help from the nodes in its AT, a sensor node can evaluate CMACs to authenticate messages.

When an event is identified by a set of cooperating sensor nodes, they generate an event-report with CMAC, which will then be forwarded to, and verified by, storage nodes. Before a mobile user issues a query, he needs to collect $k$ tokens by contacting $k$ sensor nodes, one from each distinct group. When a query is issued along with these tokens, it is authenticated as was done for an event-report message, and then forwarded to storage nodes. Finally, the storage node verifies and processes the valid message. Likewise, a response to the query can be authenticated.

ARCMA is shown to be $(k-1)$-collusion resistant, i.e., the same level of security is preserved as long as no more than $(k-1)$ nodes are captured. We also presented and evaluated two heuristics ($\text{MIN}$ and $\text{OPT}$) to build ATs. $\text{MIN}$ builds ATs using the nearest
nodes from a specific group. This heuristic is constructed within fewer iterations both when ATs are constructed from scratch and when ATs are reconstructed after revoking faulty or compromised nodes. On the other hand, OPT incurs a lower operation cost (i.e., less transmissions to send one message to all the nodes in an AT) and a slower growth in the operation cost, while it takes longer to build ATs, and the number of messages exchanged to build an AT depends on the AT.
CHAPTER V

CONCLUSION

Wireless sensor networks (WSNs) are being deployed widely for physical-environment monitoring. In a hybrid WSN, a large number of sensor nodes identify events of interest, and a relatively small number of mobile nodes carried by humans or attached to vehicles access sensor nodes to retrieve the information of identified events. Several network services have been developed to support this application scenario, including localization, time synchronization, and routing services.

This thesis proposes essential network services to better support WSN applications. Currently available network services are inefficient or insecure when supporting applications in WSNs. Therefore, we design network services complementary to the existing network services in the context of hybrid WSNs. The contributions of this thesis are summarized as follows.

First, we propose a location service, called the distributed location service protocol (DLSP), to provide sensor nodes with the location of mobile nodes to enable message delivery to mobile nodes using a geographic forward routing protocol. We provide systematic methods to elect location servers among sensor nodes responsible for storing the location information of mobile nodes, to publish location information of mobile nodes to those location servers, and to process location queries for the mobile nodes’ location. We show that the proposed protocol is more efficient than others, and reliable even in the presence
of holes.

Second, we present an algorithm, TRAVERSE, which identifies the boundaries of holes in sensor networks. Holes are formed because of obstacles on the deployment area, node failures, attacks, or some other events. Holes can degrade the performance of network services on WSN. We also propose geographic forward routing with hole avoidance (GFRHA), which utilizes the hole boundary information to detour packets around holes. We demonstrate that GFRHA in conjunction with TRAVERSE significantly reduces the path length under certain shapes of holes and the locations of sources and destinations.

Finally, we designed attack-resilient collaborative message authentication (ARCMA), a mechanism for secure message delivery among sensor nodes or between a mobile node and a sensor node. In ARCMA, sensor nodes collaboratively evaluate a collaborative message authentication code (CMAC) to authenticate or verify messages. We provide key management mechanisms for ARCMA, and protocols to locate other sensor nodes which can collaborate to authenticate a given message. ARCMA is designed to tolerate node-capture attacks.

Future work can be pursued in the following directions.

- Performance improvement of DLSP: The performance of DLSP can be improved by caching mobiles’ location at the sensor nodes, which forward location updates. However, we need to restrict the number of mobiles’ locations cached in the sensor nodes since their memory is very limited. We can study the effect of cache policies on the performance of DLSP.

- Better hole summary for DHD: In GFRHA, an identified hole is summarized as a circle, and messages are routed around the circle. However, a circle may not be a tight bound for the given hole. Thus, with a tighter hole summary such as a convex hull, GFRHA may achieve more performance gain. The trade-off between the performance gain with tighter hole summaries and the cost for obtaining such summaries may be studied.
Secure location service and hole detection: Since an entire WSN can be subverted by exploiting the weakest component, it is very important to secure each component of the network. Thus, we can improve security of DLSP and TRAVERSE to improve the security of the whole WSNs. ACRMA may be adopted to authenticate remote messages of these protocols such as location-update and query messages in DLSP and the hole summary information in DHD. In securing the protocols, node-capture attacks will be considered as main threats, as they are in ARCMA.
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