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ABSTRACT

This report considers the use of integral transforms in the synthesis of time-varying networks for a given impulse response. The class of networks considered consists of all those containing a finite number of fixed resistances and time-varying reactances, with every reactive element varying in the same way. Such networks are characterized by finite linear combinations of a first-order, linear operator.

Using an integral transform developed by Wattenburg, network functions, $H(\lambda)$, which are rational functions of the transform variable, $\lambda$, can be obtained for networks in this class. Conversely, if a rational network function and the corresponding linear operator are given, a network realization can be obtained by well-known methods.

In synthesizing a network realizing a prescribed impulse response, $h(t, \tau)$, neither the rational network function nor the linear operator is known. This report presents a method of finding the operator corresponding to a given $h(t, \tau)$, and from this finding the network function $H(\lambda)$. Necessary conditions for the realizability of a given $h(t, \tau)$ by a network in the class considered here are presented.
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1. INTRODUCTION

Recent years have seen a considerable growth of interest in time-varying networks, and, in particular, in the application of integral transform techniques to such networks. This latter interest is no doubt motivated to some extent by a desire to extend to time-varying networks the well-known and powerful methods of analysis and synthesis in the complex frequency domain.

Aseltine (Refs. 1, 2) has developed a transform applicable to certain second-order systems, while Ho and Davis (Ref. 3), Wattenburg (Ref. 4), and Kilmer and Johnson (Ref. 5) consider various types of first-order systems. Narendra (Ref. 6) and Zadeh (Ref. 7) have discussed transform techniques for higher-order systems; however, the usefulness of integral transform methods for high-order systems is limited by the fact that finding an appropriate transform may involve the solution of a differential equation of high order.

Ho and Davis (Ref. 3) have shown that the techniques of network synthesis in the complex frequency domain can be extended to time-varying networks without difficulty; however, they assume that the time variation of the network elements is known a priori. Kilmer and Johnson (Ref. 5), on the other hand, give an example of network design in which the topology is known and the time variation of the elements is determined.

An important problem to which the techniques mentioned above are not applicable is that of synthesizing a network for a prescribed impulse response, with neither the time variation of the elements nor the network topology known a priori. This report deals with an aspect of this synthesis problem. Specifically, we will consider the realization of a prescribed impulse response by a network characterized by a linear combination of a single first-order operator. It will be shown that such networks may be described mathematically in a particularly simple way. They are also of interest from a practical standpoint, since all the time-varying elements can be controlled by a single source.
2. INTEGRAL TRANSFORMS FOR A CLASS OF
TIME-VARYING SYSTEMS

Let us consider the first-order linear operator \( \mathcal{L} \), defined by

\[
\mathcal{L} f(t) = \frac{d}{dt} \{ a(t)f(t) \},
\]

(1)

where \( a(t) \) is piecewise continuous and has a piecewise-continuous derivative, and \( 0 < b \leq a(t) \leq B < \infty \) for \(-\infty < t < \infty\). These conditions imply that

1) \( \phi(t) = \int_{0}^{t} \frac{1}{a(x)} \, dx \) is strictly increasing for \(-\infty < t < \infty\),

2) \( \phi(0) = 0 \),

3) \( \phi(t) \to \pm \infty \) as \( t \to \pm \infty \).

We will consider systems for which the excitation, \( e(t) \), and the response, \( r(t) \), are related by

\[
\sum_{n=0}^{N} a_n \mathcal{L}^n r(t) = \sum_{m=0}^{M} \beta_m \mathcal{L}^m e(t),
\]

(2)

where the \( a \)'s and \( \beta \)'s are constants.

An integral transform which is useful in the analysis of systems described by (2) has been given by Wattenburg (Ref. 4). This transform is defined by

\[
T \{ f(t) \} = F(\lambda) = \int_{-\infty}^{\infty} f(t)e^{-\lambda \phi(t)} \, dt,
\]

(3)

where \( \phi(t) \) is defined above. By an obvious extension of the existence condition for the two-sided Laplace transform, if

\[
\int_{-\infty}^{\infty} |a(t)f(t)| e^{-\sigma \phi(1)} \, dt < \infty
\]

(4)

\footnote{The transform given by Wattenburg is one-sided, but the extension is obvious.}
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for all real \( \sigma, \sigma_1 \leq \sigma \leq \sigma_2 \), then (3) converges absolutely and the transform exists for

\[ \sigma_1 \leq \text{Re} \lambda \leq \sigma_2. \]

The transform of \( \mathcal{L} f(t) \) is given by

\[ T \{ \mathcal{L} f(t) \} = \int_{-\infty}^{\infty} \frac{d}{dt} \left[ a(t)f(t) \right] e^{-\lambda \varphi(t)} dt. \]  

(5)

Integrating by parts, we have

\[ T \{ \mathcal{L} f(t) \} = \left[ a(t)f(t) e^{-\lambda \varphi(t)} \right]_{-\infty}^{\infty} - \lambda \int_{-\infty}^{\infty} \varphi'(t)a(t)f(t)e^{-\lambda \varphi(t)} dt. \]  

(6)

It is known that if \( a(t)f(t) \) is absolutely continuous and satisfies (4) and its derivative satisfies

\[ \int_{-\infty}^{\infty} \left| (af)' \right| e^{-\sigma \varphi(t)} dt < \infty \]  

(4')

for \( \sigma_1 \leq \sigma \leq \sigma_2 \), then \( a(t)f(t)e^{-\lambda \varphi(t)} \to 0 \) as \( t \to \pm \infty \), for \( \sigma_1 \leq \text{Re} \lambda \leq \sigma_2 \). Thus, the first term on the right side of (6) vanishes at both limits. Then since \( \varphi'(t) = \frac{1}{a(t)} \), we have

\[ T \{ \mathcal{L} f(t) \} = \lambda \int_{-\infty}^{\infty} f(t)e^{-\lambda \varphi(t)} dt = \lambda F(\lambda). \]  

(7)

By repeated application of this result, we obtain

\[ T \{ \mathcal{L}^n f(t) \} = \lambda^n F(\lambda), \]  

(8)

provided \((af), (af)', \ldots, (af)^{[n]}\) satisfy (4). Thus, operating with \( \mathcal{L} \) and multiplying by \( \lambda \) are equivalent operations in the \( t \) and \( \lambda \) domains, respectively. Therefore, the transform of (2) is

\[ \sum_{n=0}^{N} a_n \lambda^n R(\lambda) = \sum_{m=0}^{M} \beta_m \lambda^m E(\lambda). \]  

(9)

This is an algebraic relationship which can easily be solved for the "system function," which is defined by

\[ H(\lambda) = \frac{R(\lambda)}{E(\lambda)} = \frac{\sum_{m=0}^{M} \beta_m \lambda^m}{\sum_{n=0}^{N} a_n \lambda^n}. \]  

(10)
The function $H(\lambda)$ characterizes the system in the complex-frequency domain in the same way that the system function $H(s)$ characterizes an invariant system in the two-sided Laplace-transform domain.

Wattenburg (Ref. 4) gives an expression for the inverse transform. For the two-sided transform considered here, this expression becomes

$$\lim_{\epsilon \to 0} \frac{f(t+\epsilon) + f(t-\epsilon)}{2} = \frac{1}{2\pi j} \int_{Br} F(\lambda) \phi'(t)e^{\lambda t} \phi(t) d\lambda, \quad (11)$$

where $Br$ is the Bromwich-Wagner contour in the strip $\sigma_1 < \Re \lambda < \sigma_2$. At points where $f(t)$ is continuous, the left-hand side of (11) obviously reduces to $f(t)$.

That (11) is indeed the inverse transform may be proved by arguments quite similar to those used in the Laplace-transform case. A rigorous proof is rather lengthy and therefore is omitted here.

It should be noted that (11) is simply the inverse Laplace transform of $F(\lambda)$, with $t$ replaced by $\phi(t)$ and the result multiplied by $\frac{1}{a(t)}$. 


3. NETWORK RELATIONS IN THE $\lambda$-DOMAIN

Let us consider the class $C_a$ of all networks containing a finite number of fixed resistances and time-varying reactances, with every reactive element varying as $a(t)$. That is

$$\ell_j(t) = L_j a(t), \quad \text{all } j,$$

$$c_k(t) = C_k a(t), \quad \text{all } k,$$  \hspace{1cm} (12)

where the $L_j$'s and $C_k$'s are positive constants. Every element in the network is, therefore, described by one of the three relations,

$$v_1(t) = R_1 i_1(t), \quad \text{(13a)}$$

$$v_j(t) = \frac{d}{dt}(\ell_j i_j) = L_j \frac{d}{dt}(a_i_j) = L_j \ell_j i_j(t), \quad \text{(13b)}$$

$$i_k(t) = \frac{d}{dt}(c_k v_k) = C_k \frac{d}{dt}(a v_k) = C_k \ell_k v_k(t). \quad \text{(13c)}$$

This is a restricted class of time-varying networks, but, as pointed out earlier, it is one of interest both from a mathematical and a practical point of view.

![Diagram](a) \hspace{1cm} ![Diagram](b)

Fig. 1. Examples of networks in the class $C_a$.
Since Kirchhoff’s laws are obviously valid for time-varying networks, they may be used to combine relations (13) to give an excitation-response relationship of the form (2), or, in the \( \lambda \)-domain, of the form (9). For example, for Fig. 1(a), we may write, using the inverse operator, \( \mathcal{L}^{-1} \),

\[
e(t) = v_L(t) + v_R(t) + v_c(t) = L_0 \mathcal{L}^{-1}i + R_0 \mathcal{L}^{-2}i + \frac{1}{C_0} \mathcal{L}^{-1}i,
\]

or, operating on the equation term-by-term with \( \mathcal{L} \),

\[
\mathcal{L}e(t) = (L_0 \mathcal{L}^2 + R_0 \mathcal{L} + \frac{1}{C_0} \mathcal{L}^0)i(t),
\]

where \( \mathcal{L}^0 \) is the identity operator. For Fig. 1(b), we have, by a similar procedure

\[
\mathcal{L}i(t) = (C_0 \mathcal{L}^2 + G_0 \mathcal{L} + \frac{1}{L_0} \mathcal{L}^0)v(t).
\]

Both (15) and (16) are obviously of the form (2).

If an excitation \( \delta(t-\tau) \) is applied to an initially quiescent network in \( C_a \), the response is, by definition, the impulse response \( h(t, \tau) \). Thus

\[
\sum_{n=0}^{N} a_n \mathcal{L}^n h(t, \tau) = \sum_{m=0}^{M} b_m \mathcal{L}^m \delta(t-\tau).
\]

In the transform domain, since

\[
T[\delta(t-\tau)] = \int_{-\infty}^{\infty} \delta(t-\tau)e^{-\lambda \phi(t)} dt = e^{-\lambda \phi(\tau)},
\]

we have

\[
\sum_{n=0}^{N} a \lambda^n T[h(t, \tau)] = \sum_{m=0}^{M} b \lambda^m e^{-\lambda \phi(\tau)}.
\]

Therefore,

\[
T[h(t, \tau)] = e^{-\lambda \phi(\tau)} \frac{\sum b \lambda^m}{\sum a \lambda^n} = e^{-\lambda \phi(\tau)} H(\lambda),
\]
where the system function, $H(\lambda)$, is defined by (10). From (20) it follows that the time-domain and $\lambda$-domain descriptions of the network are related by

\[
h(t, \tau) = \frac{1}{2\pi j} \int_{Br} e^{-\lambda \phi(\tau)} H(\lambda) \phi'(t) e^{\lambda \phi(t)} d\lambda ,
\]

(21)

\[
H(\lambda) = \epsilon \lambda \phi(\tau) \int_{\tau}^{\infty} h(t, \tau) e^{-\lambda \phi(t)} dt .
\]

(22)

The lower limit of integration in (22) is $\tau$ rather than $-\infty$, since a physically realizable system cannot respond before it is excited; i.e., $h(t, \tau) = 0$ for $t < \tau$.

If $h(t, \tau)$ is the impulse response of a network in $C_a$ with $a(t) = \frac{1}{\phi'(t)}$, then the right side of (22) will not depend on $\tau$. However, if $h(t, \tau)$ and $\phi(t)$ are not so related, the right side of (22) will in general be a function of $\tau$ as well as of $\lambda$. 

7
4. THE SYNTHESIS PROBLEM

Given an impulse response $h(t, \tau)$, zero for $t < \tau$, the problem of realizing it with a network in $C_a$ involves several steps:

1) Determine whether $h(t, \tau)$ is realizable as the impulse response of a network in $C_a$.
2) Find $a(t)$, or equivalently, $\varphi(t)$, corresponding to this network.
3) Determine $H(\lambda)$ for the network.
4) Synthesize $H(\lambda)$ in the $\lambda$ domain by the well-known techniques of synthesis in the complex frequency domain.
5) Convert the network realized in (4) to the time domain by means of the pairs

$$Z(\lambda) = \lambda L_0 \quad \longleftrightarrow \quad f(t) = L_0 a(t), \quad (23a)$$
$$Z(\lambda) = R_0 \quad \longleftrightarrow \quad R = R_0, \quad (23b)$$
$$Z(\lambda) = \frac{1}{\lambda C_0} \quad \longleftrightarrow \quad c(t) = C_0 a(t). \quad (23c)$$

The preceding steps described an ideal realization procedure. In practice, we will carry out this procedure in the following way:

a) **Assume** that the given $h(t, \tau)$ is realizable. (Realizable here means realizable by a network in $C_a$.)

b) From $h(t, \tau)$, compute $\varphi(t)$. This also gives $a(t) = \frac{1}{\varphi(t)}$.

c) Substitute the given $h(t, \tau)$, and $\varphi(t)$ as computed in b), in (22).

If the result is a rational function of $\lambda$, then the original assumption [that $h(t, \tau)$ is realizable by a network in $C_a$] was correct, and this rational function is $H(\lambda)$. If, on the other hand, (22) gives a function of $\lambda$ and $\tau$, or a nonrational function of $\lambda$, the original assumption was incorrect, and $h(t, \tau)$ is not realizable.
Having obtained \( \phi(t) \), \( a(t) \), and a rational \( H(\lambda) \), the remaining steps are straightforward. It should be noted that, if \( H(\lambda) \) is a transfer ratio, it can in general be realized only to within a constant multiplier.

The entire process depends on finding a way of computing \( \phi(t) \) from a realizable \( h(t, \tau) \). The key to this is (21), which holds if \( h(t, \tau) \) is realizable. Letting \( \tau \) approach \( t \) from the left, (21) becomes

\[
\lim_{\varepsilon \to 0} h(t, t-\varepsilon) = \frac{1}{2\pi j} \int_{Br} \phi'(t)H(\lambda)d\lambda = K\phi'(t). \tag{24}
\]

If \( K \neq 0 \), it may be normalized to unity without affecting the final result.\(^2\) Therefore,

\[
\phi(t) = \int_{0}^{t} h(x, t)dx. \tag{25}
\]

If \( h(t, t) = 0 \), this implies that \( K = 0 \) in (24), and therefore (25) will not give \( \phi(t) \). This case can be handled by differentiating (21) with respect to \( \tau \), giving

\[
\frac{\partial h(t, \tau)}{\partial \tau} = -\frac{\phi'(t)\phi'(\tau)}{2\pi j} \int_{Br} \lambda H(\lambda) e^{\lambda \phi(t) - \phi(\tau)} d\lambda. \tag{26}
\]

Again letting \( \tau \) approach \( t \) from the left, we obtain

\[
\lim_{\varepsilon \to 0} \frac{\partial h(t, \tau)}{\partial \tau} \bigg|_{\tau = t - \varepsilon} = -\frac{[\phi'(t)]^2}{2\pi j} \int_{Br} \lambda H(\lambda)d\lambda = K'[\phi'(t)]^2. \tag{27}
\]

Since \( \phi'(t) = \frac{1}{a(t)} \) is positive for all \( t \), (27) uniquely defines \( \phi(t) \), provided \( K' \neq 0 \). As before, \( K' \) may be normalized to unity.

If both \( K \) and \( K' \) are zero, an expression for \( \phi(t) \) can be found by further differentiation of (21); however, such cases appear to be unlikely.

The preceding steps have been carried out under the assumption that \( h(t, \tau) \) is realizable. This assumption is now checked by substituting \( \phi(t) \), from (25) or (27), in (22).

\(^2\)Multiplying \( \phi(t) \) by a constant \( K \) has the effect of multiplying \( L_0 \) and \( C_0 \) by \( K \) and also of dividing \( a(t) \) by \( K \). The values of \( f(t) \) and \( c(t) \) are thus unchanged.
If the result is a function of \( \lambda \) only, the assumption is verified, \( H(\lambda) \) has been determined, and the realization can proceed in a straightforward manner.

Although this procedure is simple, it is obviously desirable to be able to eliminate unrealizable impulse responses at the outset, thus avoiding unnecessary and useless computation. To this end, certain necessary (but not sufficient) conditions on \( h(t, \tau) \) can be stated:

1) Both \( h(t, t-) \) and \( \left. \frac{\partial h(t, \tau)}{\partial \tau} \right|_{\tau=t-} \) must be bounded and piecewise continuous on \(-\infty < t < \infty\), with no sign changes, and if either function is zero anywhere, it must be identically zero.

2) If \( \int_{\tau}^{\infty} h(t, \tau) dt \) exists, it must be a constant.

The first condition follows at once from (24) and (37), since \( h(t, t-) \) and \( \left. \frac{\partial h(t, \tau)}{\partial \tau} \right|_{\tau=t-} \) are proportional, respectively, to \( \frac{1}{a(t)} \) and \( \frac{1}{a^2(t)} \). To demonstrate the second condition, we let \( \lambda = 0 \) in (22), obtaining

\[
H(0) = \int_{\tau}^{\infty} h(t, \tau) \, dt. \tag{28}
\]

If \( H(0) \) exists, it is, of course, a constant.

These two conditions will also be satisfied by a sum of impulse responses from networks in \( \mathcal{C}_a \) with different \( a(t) \)'s and are thus not sufficient. They are, nevertheless, useful as a preliminary check of a given impulse response.
5. EXAMPLES

A. We will consider first an example for which the procedure of Section 4 is not applicable. Consider the problem of realizing the impulse response

\[ h(t, \tau) = \epsilon^{-(t^2 - \tau^2)} u(t-\tau). \tag{29} \]

That this is not realizable is seen by computing

\[ \int_{\tau}^{\infty} \epsilon^{-(t^2 - \tau^2)} dt = \frac{\sqrt{\pi}}{2} \epsilon^{\tau^2} \text{erfc}(\tau) \neq \text{const.} \tag{30} \]

In order to see why this impulse response is not realizable, let us attempt to carry out the realization procedure. From (25),

\[ \phi(t) = \int_{0}^{t} \epsilon^{-(x^2 - \tau^2)} dx = t. \tag{31} \]

Substituting this in (22), we obtain

\[ \epsilon^{\lambda \tau} \int_{\tau}^{\infty} \epsilon^{-(t^2 - \tau^2)} e^{-\lambda t} dt = \frac{\sqrt{\pi}}{2} \epsilon^{\tau + \frac{\lambda}{2}} \text{erfc} \left( \tau + \frac{\lambda}{2} \right). \tag{32} \]

Since this is a function of \( \lambda \) and \( \tau \), we have not obtained \( H(\lambda) \), and the procedure has failed [as predicted by (30)].

B. Find a one-port network whose voltage response to a current input \( \delta(t-\tau) \) is

\[ h(t, \tau) = (1 + \rho \cos \tau) \epsilon^{-(t-\tau)} e^{-\rho (\sin t - \sin \tau)} u(t-\tau), \quad (\rho < 1). \tag{33} \]

It can be verified easily that this function satisfies the necessary conditions given above.

Since \( h(t, t) \neq 0 \), we have from (25)
\[ \phi(t) = \int_0^t (1 + \rho \cos x) \, dx = t + \rho s \int, \quad (34) \]

\[ a(t) = \frac{1}{\phi'(t)} = \frac{1}{1 + \rho \cos t} . \quad (35) \]

Substituting \( \phi(t) \) in (22), we obtain

\[ H(\lambda) = \epsilon \lambda (\tau + \rho s \int) \int_0^\infty \epsilon^{-(t-\tau)} e^{-\rho (s+\sin \tau)} e^{-\lambda (t+\rho s)} \, dt = \]

\[ \epsilon (1 + \lambda) (\tau + \rho s \int) \int_0^\infty \epsilon^{-(1+\lambda)(t+\rho s)} (1 + \rho \cos t) \, dt = \frac{1}{\lambda + 1} . \quad (36) \]

Since we have obtained a rational function of \( \lambda \), independent of \( \tau \), we have shown that \( h(t, \tau) \) is realizable.

![Network diagram](image)

**Fig. 2.** Network realizations in the \( \lambda \) and \( t \) domains for Example B.

\( H(\lambda) \) as obtained from (36) is, in this problem, a driving-point impedance which can be realized by inspection. This realization is shown in Fig. 2, along with the corresponding time-domain realization. The differential equation for this network is

\[ i(t) = \frac{d}{dt} \left\{ c(t)v(t) \right\} + v(t) . \quad (37) \]

It is easily verified that \( h(t, \tau) \) as given by (33) is a solution of this equation for \( i(t) = \delta(t-\tau) \).

**C.** Find a two-port network whose voltage response to a voltage input \( \delta(t-\tau) \) is

\[ h(t, \tau) = (1 + 3\tau^2) \sin(t+\tau^3 - \tau-\tau^3) u(t-\tau) . \quad (38) \]
6. CONCLUSION

By the use of an integral transform, the techniques of network synthesis in the complex frequency domain have been extended to a class of time-varying networks, characterized by a linear combination of a single first-order operator. A simple method for finding an appropriate transform for a given impulse response has been shown.
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<td></td>
</tr>
<tr>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td>Chief</td>
<td>Office of the Chief of Ordnance</td>
</tr>
<tr>
<td>Bureau of Naval Weapons</td>
<td>Department of the Army</td>
</tr>
<tr>
<td>Code RRR-E</td>
<td>Washington 25, D. C.</td>
</tr>
<tr>
<td>Department of the Navy</td>
<td>ATTN: ORDU</td>
</tr>
<tr>
<td>Washington 25, D. C.</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>41</td>
</tr>
<tr>
<td>Chief</td>
<td>Chief</td>
</tr>
<tr>
<td>Bureau of Naval Operations</td>
<td>West Coast Office</td>
</tr>
<tr>
<td>EW Systems Branch, OP-35</td>
<td>U. S. Army Signal Research and Development Laboratory</td>
</tr>
<tr>
<td>Department of the Navy</td>
<td>Bldg. 6, 75 S. Grand Avenue</td>
</tr>
<tr>
<td>Washington 25, D. C.</td>
<td>Pasadena 2, California</td>
</tr>
<tr>
<td>32</td>
<td>42</td>
</tr>
<tr>
<td>Chief</td>
<td>Commanding Officer</td>
</tr>
<tr>
<td>Bureau of Ships</td>
<td>U. S. Naval Ordnance Laboratory</td>
</tr>
<tr>
<td>Code 691C</td>
<td>Silver Spring 19, Maryland</td>
</tr>
<tr>
<td>Department of the Navy</td>
<td></td>
</tr>
<tr>
<td>Washington 25, D. C.</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>43-44</td>
</tr>
<tr>
<td>Chief</td>
<td>Chief</td>
</tr>
<tr>
<td>Bureau of Ships</td>
<td>U. S. Army Security Agency</td>
</tr>
<tr>
<td>Code 684</td>
<td>Arlington Hall Station</td>
</tr>
<tr>
<td>Department of the Navy</td>
<td>Arlington 12, Virginia</td>
</tr>
<tr>
<td>Washington 25, D. C.</td>
<td>ATTN: IADEV</td>
</tr>
<tr>
<td>34</td>
<td>45</td>
</tr>
<tr>
<td>Chief</td>
<td>President</td>
</tr>
<tr>
<td>Bureau of Naval Weapons</td>
<td>U. S. Army Defense Board</td>
</tr>
<tr>
<td>Code RAAV-33</td>
<td>Headquarters</td>
</tr>
<tr>
<td>Department of the Navy</td>
<td>Fort Bliss, Texas</td>
</tr>
<tr>
<td>Washington 25, D. C.</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>46</td>
</tr>
<tr>
<td>Commander</td>
<td>President</td>
</tr>
<tr>
<td>Naval Ordnance Test Station</td>
<td>U. S. Army Airborne and Electronics Board</td>
</tr>
<tr>
<td>Inyokern, China Lake, California</td>
<td>Fort Bragg, North Carolina</td>
</tr>
<tr>
<td>ATTN: Test Director - Code 30</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>47</td>
</tr>
<tr>
<td>Director</td>
<td>U. S. Army Antiaircraft Artillery and Guided Missile School</td>
</tr>
<tr>
<td>Naval Research Laboratory</td>
<td>Fort Bliss, Texas</td>
</tr>
<tr>
<td>Countermeasures Branch</td>
<td></td>
</tr>
<tr>
<td>Code 5430</td>
<td></td>
</tr>
<tr>
<td>Washington 25, D. C.</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>48</td>
</tr>
<tr>
<td>Director</td>
<td>Commander</td>
</tr>
<tr>
<td>Naval Research Laboratory</td>
<td>USAF Security Service</td>
</tr>
<tr>
<td>Washington 25, D. C.</td>
<td>San Antonio, Texas</td>
</tr>
<tr>
<td>ATTN: Code 2021</td>
<td>ATTN: CLR</td>
</tr>
<tr>
<td></td>
<td>49</td>
</tr>
<tr>
<td>Chief</td>
<td>Chief</td>
</tr>
<tr>
<td>Naval Research</td>
<td>Department of the Navy</td>
</tr>
<tr>
<td>Washington 25, D. C.</td>
<td></td>
</tr>
<tr>
<td>ATTN: Code 931</td>
<td></td>
</tr>
<tr>
<td>Copy No.</td>
<td>Copy No.</td>
</tr>
<tr>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>50</td>
<td>60-61</td>
</tr>
<tr>
<td>Commanding Officer</td>
<td>Commanding Officer</td>
</tr>
<tr>
<td>Fort Huachuca, Arizona</td>
<td>White Sands Missile Range</td>
</tr>
<tr>
<td>51</td>
<td>62</td>
</tr>
<tr>
<td>President U.S. Army Security Agency Board</td>
<td>Commanding Officer</td>
</tr>
<tr>
<td>Arlington Hall Station Arlington Hall 12, Virginia</td>
<td>U.S. Naval Air Development Center</td>
</tr>
<tr>
<td>52</td>
<td>63</td>
</tr>
<tr>
<td>The Research Analysis Corporation 6935 Arlington Road Bethesda 14, Maryland</td>
<td>Commanding Officer</td>
</tr>
<tr>
<td>ATTN: U.S. Army Liaison Officer</td>
<td>U.S. Army Electronics Research and Development Laboratory</td>
</tr>
<tr>
<td>53</td>
<td>64</td>
</tr>
<tr>
<td>Carlyle Barton Laboratory The Johns Hopkins University Charles and 34th Streets Baltimore 18, Maryland</td>
<td>Director</td>
</tr>
<tr>
<td>ATTN: Librarian</td>
<td>Fort Monmouth Office</td>
</tr>
<tr>
<td>54</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td></td>
</tr>
<tr>
<td>HRB-Singer, Inc. Science Park State College, Pennsylvania ATTN: R.A. Evans, Manager Technical Information Center</td>
<td></td>
</tr>
<tr>
<td>56</td>
<td></td>
</tr>
<tr>
<td>57</td>
<td></td>
</tr>
<tr>
<td>Director USAF Project Rand, via Air Force Liaison Office The Rand Corporation 1700 Main Street Santa Monica, California</td>
<td></td>
</tr>
<tr>
<td>58</td>
<td></td>
</tr>
<tr>
<td>Stanford Electronics Laboratories Stanford University Sanford, California ATTN: Dr. R.C. Cumming</td>
<td></td>
</tr>
<tr>
<td>59</td>
<td></td>
</tr>
<tr>
<td>Institute of Science and Technology The University of Michigan P.O. Box 618 Ann Arbor, Michigan ATTN: J. T. Wilson</td>
<td></td>
</tr>
<tr>
<td>65-73</td>
<td></td>
</tr>
<tr>
<td>Commanding Officer U.S. Army Electronics Research and Development Laboratory Fort Monmouth, New Jersey ATTN:</td>
<td></td>
</tr>
</tbody>
</table>
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<td>National Security Agency</td>
<td>The University of Michigan</td>
</tr>
<tr>
<td></td>
<td>Fort George G. Meade, Maryland</td>
<td>Ann Arbor, Michigan</td>
</tr>
<tr>
<td></td>
<td>ATTN: TEC</td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>Dr. B. F. Barton, Director</td>
<td>The University of Michigan Office of Research Administration</td>
</tr>
<tr>
<td></td>
<td>Cooley Electronics Laboratory</td>
<td>Ann Arbor, Michigan</td>
</tr>
<tr>
<td></td>
<td>The University of Michigan</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ann Arbor, Michigan</td>
<td></td>
</tr>
<tr>
<td>76-99</td>
<td>Project File</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cooley Electronics Laboratory</td>
<td>The University of Michigan</td>
</tr>
<tr>
<td></td>
<td>The University of Michigan</td>
<td>Ann Arbor, Michigan</td>
</tr>
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