Estimation and Inference for a Spline-Enhanced Population Pharmacokinetic Model
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SUMMARY. This article is motivated by an application where subjects were dosed three times with the same drug and the drug concentration profiles appeared to be the lowest after the third dose. One possible explanation is that the pharmacokinetic (PK) parameters vary over time. Therefore, we consider population PK models with time-varying PK parameters. These time-varying PK parameters are modeled by natural cubic spline functions in the ordinary differential equations. Mean parameters, variance components, and smoothing parameters are jointly estimated by maximizing the double penalized log likelihood. Mean functions and their derivatives are obtained by the numerical solution of ordinary differential equations. The interpretation of PK parameters in the model and its flexibility are discussed. The proposed methods are illustrated by application to the data that motivated this article. The model's performance is evaluated through simulation.
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1. Introduction

The main purpose of a clinical pharmacokinetic (PK) study is to understand the pharmacokinetics of a drug, in particular, the absorption phase and the disposition phase of an orally administered drug in the human body, where the disposition phase includes two subprocesses, elimination and distribution. The drug's pharmacokinetics is described by multicompartment models.

Two-compartment models for the amounts of drug in the gut, blood, and tissue are standard in pharmacokinetic studies. In our motivating example, there is strong evidence that a two-compartment model with time-varying rates was considered, but its parameters proved to be essentially nonidentifiable. As an alternative, we consider a one-compartment model combining the blood and tissue compartments of the two-compartment model. We show that a one-compartment model with time-varying rates, which we call the SEPK model (spline enhanced pharmacokinetic model), can mimic the behavior of a two-compartment model but with fewer parameters. The SEPK model fits our example well and all parameters can be estimated reasonably accurately.

We now provide some background. Let us assume that subject $i$ takes an oral dose and the pharmacokinetics follow a one-compartment model (Figure 1a). At time 0, all the drug is in the gut. Let $A_{1,i}(t)$ and $A_{2,i}(t)$ represent the amounts of drug in the gut and the rest of the human body at time $t$, respectively, with initial value $\{A_{1,i}(0), A_{2,i}(0)\} = \{1, 0\}$. The absorption rate $k_{a,i}$ and the elimination rate $k_{e,i}$ for subject $i$ are assumed to be constant over time. The one-compartment model is

\[
\frac{dA_{1,i}(t)}{dt} = -k_{a,i}A_{1,i}(t),
\]
\[
\frac{dA_{2,i}(t)}{dt} = k_{a,i}A_{1,i}(t) - k_{e,i}A_{2,i}(t).
\]

In a two-compartment model (Figure 1b) following oral administration, let $A_{1,i}(t)$, $A_{2,i}(t)$, and $A_{3,i}(t)$ represent the amounts of drug in the gut, blood, and tissue at time $t$, respectively, with initial value $\{A_{1,i}(0), A_{2,i}(0), A_{3,i}(0)\} = \{1, 0, 0\}$. Unlike the one-compartment model, the two-compartment model has both elimination and distribution phases in the drug disposition. We assume that all parameters $(k_{a,i}, k_{e,i}, k_{23,i}, k_{32,i})$ are constant over time, where $k_{23,i}$ and $k_{32,i}$ are the distribution rates for subject $i$. The two-compartment model is

\[
\frac{dA_{1,i}(t)}{dt} = -k_{a,i}A_{1,i}(t),
\]
\[
\frac{dA_{2,i}(t)}{dt} = k_{a,i}A_{1,i}(t) - (k_{e,i} + k_{23,i})A_{2,i}(t) + k_{32,i}A_{3,i}(t),
\]
\[
\frac{dA_{3,i}(t)}{dt} = k_{23,i}A_{2,i}(t) - k_{32,i}A_{3,i}(t).
\]
In a population PK study, we observe drug plasma concentrations with some noise for each of \( i = 1, \ldots, m \) subjects. The concentration for subject \( i \) is \( A_{2i}(t)/V_i \), where \( V_i \) is the subject-specific volume of distribution. The concentration measurement is usually log transformed to render the measurement error homogeneous. Let the true log concentration be \( f(\beta_i, t) = \log(A_{2i}(t)/V_i) \), where \( \beta_i \) is a PK parameter vector for subject \( i \). For example, \( \beta_i = (V_i, k_{a,i}, k_{o,i})^T \) when the PK model is the one-compartment model (1). The classical population PK models are \( y_{ij} = f(\beta_i, t_{ij}) + \epsilon_{ij} \) and \( \log(\beta_i) = X_i\alpha + Z_i\delta_i \), where \( y_{ij} \) is the observed log plasma drug-concentration for subject \( i \) at time \( t_{ij} \) and \( \epsilon_{ij} \) is the noise. In particular, \( X_i \) and \( Z_i \) are design matrices for the fixed effect \( \alpha \) and random effect \( \delta_i \), respectively, and represent baseline covariates for subject \( i \). These matrices are time independent because \( f(\beta_i, t) \) is derived from multicompart- model with a constant PK parameter assumption. This model is a nonlinear mixed effects model (NLMM) (Davidian and Giltinan, 1995). Estimation and inference procedures for the model, such as first-order linearization (Sheiner and Beal, 1980) and conditional first-order linearization (Lindstrom and Bates, 1990), assume that the subject-specific PK parameters are linearly related to the covariates.

If a drug follows a constant PK parameter assumption and the drug is administrated repeatedly (multiple doses), the concentration should superimpose each time, i.e., the overall concentration profile for multiple doses is equivalent to the summation of the profiles from the individual doses. This is referred to as the superposition principle. This principle is important in establishing the bioequivalence (BE) between a controlled-release drug formulation and an immediate-release drug formulation, as illustrated in the example below. Violation of the superposition principle means that the drug does not follow the constant PK parameter assumption.

Figure 2a is a plot of S-oxybutynin plasma concentration (on the log scale) from 40 patients in a Ditropan (ALZA Corporation) study with three doses and 8 hours per dose. S-oxybutynin is a major active component of Ditropan. It is commonly prescribed to treat symptoms of urge incontinence, urgency, and frequency of urination arising from overactivity of the detrusor muscle. Following oral administration of S-oxybutynin, absorption from the gut is rapid, and it appears to be metabolized by cytochrome P450 3A4 in the liver and the gut wall. Based on Douchamps et al. (1988), S-oxybutynin has two-compartment kinetics. There are two orally administrated drug formulations: immediate-release product and controlled-release product. Immediate-release S-oxybutynin must be given frequently (three times a day), while the controlled-release drug has the advantage of convenience, i.e., only one dose a day. This PK study was designed to evaluate the bioequivalence (BE) between two drug formulations. In this article, we do not discuss the BE analysis but rather the implication of this BE study. Each formulation of the drug can have different dose levels. FDA guidelines grant waivers for higher dose BE studies if BE can be demonstrated at a lower dose level, provided that the drug satisfies several requirements, one of which is the superposition principle. Hence, verification of this assumption is crucial in order to save time and money during the drug development.

We focus on the immediate-release drug here. In the study, it was administrated three times at 8-hour intervals, and 25 plasma concentrations were sampled in a 2-day time period for each subject. The sampling time points are 0.5, 1, 1.5, 2, 3, 5, 8, 8.5, 9, 9.5, 10, 11, 13, 16, 16.5, 17, 17.5, 18, 19, 21, 24, 27, 30, 36, and 48 hours after the initial dose. If the superposition principle holds, we expect the three peak concentrations (\( C_{max} \)) to be nondecreasing, and similarly for the \( AUC(0,8) \), where \( AUC(0,8) \) represents the area under the plasma concentration curve from time 0 to 8 hours after each dose. We performed an initial noncompartment analysis (PK analysis without a model assumption). The subject-dose-specific \( \{AUC(0,8),x1, AUC(0,8),x2, AUC(0,8),x3\} \) are calculated using the trapezoidal rule (Rowland and Tozer, 1995, p. 469), where the final subscript denotes dosing interval. The subject-dose-specific \( \{Cmax,x1, Cmax,x2, Cmax,x3\} \) are the maximum concentrations within each dosing interval. Based on Figure 2b and 2c, the \( AUC(0,8) \) and \( Cmax \) for dose 3 appear to be lower than those of dose 1 and 2. The paired Wilcoxon signed-rank one-sided test suggests that there is strong evidence against the null hypotheses of \( AUC(0,8) \) for dose 3 being equal to or higher than those of dose 1 or 2. The \( p \)-values are 0.003 and 0.00001, respectively. The average \( AUC \) ratio between dose 3 and 1 is 0.92 with standard error 0.03, and the ratio is 0.83 with standard error 0.03 between dose 3 and 2. \( Cmax \) follows the same pattern, and the \( p \)-values based on the paired Wilcoxon signed-rank one-sided test are 0.00001 and 0.00001, respectively. The average \( Cmax \) ratio between dose 3 and 1 is 0.81 with standard error 0.05, and the ratio is 0.75 with standard error 0.06 between dose 3 and 2. Hence, neither the superposition principle nor the constant-PK parameter assumption hold for this drug. In another PK study, Sathyan, Chancellor, and Gupta (2001) presented a similar finding.

An immediate therapeutic consequence of time-dependent PK is its effects on the \( Cmax \) and \( AUC \) because both of them are important criteria to evaluate the drug’s efficacy. For example, the \( Cmax \) of S-oxybutynin can be much lower after several days or weeks of repeated oral administration.
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than that of the first dose, based on the results of this study. There are two ways in which we can try to maintain the $C_{\text{max}}$ at the target level. One way is to modify the dose levels for the multiple doses, and the other is to change the drug's kinetics. However, without a proper model, it is not possible to understand the time-dependent kinetics, thus, neither approach is feasible. The multicompartment models are not proper models as they are based on a constant-PK parameter assumption. Thus, we need a modified model.

In order to search for the evidence of time-dependent PK parameters during drug absorption and disposition phases, let the model be (Figure 1c)

$$\frac{dA_{1,i}(t)}{dt} = -k_{a,i}(t)A_{1,i}(t),$$
$$\frac{dA_{2,i}(t)}{dt} = k_{a,i}(t)A_{1,i}(t) - k_{d,i}(t)A_{2,i}(t),$$

where $k_{a,i}(t)$ is an absorption process function and $k_{d,i}(t)$ is a disposition process function for subject $i$. Unlike multicompartment models, we use two arbitrary functions instead of a few parameters to describe the absorption and the disposition phases of the drug. Practically, the disposition process continues all the way through the PK study, while the absorption process usually finishes very quickly and the plasma samples later on in the study are not informative with respect to $k_{a,i}(t)$. Hence, $k_{a,i}(t)$ can only be modeled as a step function with a few steps, and $k_{d,i}(t)$ can be modeled as a natural cubic spline function. We call this model a spline-enhanced PK model. An alternative way is to model some PK parameters in the two-compartment model (2) as arbitrary functions of time, e.g., $\{k_{a,i}(t), k_{e,i}(t), k_{23,i}(t)\}$. Apparently it has a better interpretation than (3) does because it has both elimination and distribution processes while model (3) cannot distinguish them in $k_{d,i}$. However, they are not statistically identifiable, and we experienced extremely high collinearity during the estimation. One reason is that both $k_{e,i}(t)$ and $k_{23,i}(t)$ tend to explain the same drug disposition process if either one of them is allowed to be an arbitrary function of time. Hence, we focus on model (3) in this article.

There are statistical, numerical, and pharmacokinetic challenges in fitting and interpreting this model. In Section 2, model specification, estimation, and inference are developed; it allows subject-specific PK parameters to be time-dependent and the nonparametric functions are incorporated directly into the differential equations. Models (1) and (2) have

\[ \text{Figure 2. Observed oxybutynin concentration, } AUC \text{ and } C_{\text{max}}. \]

\[ \text{a. Observed oxybutynin concentration. b. Subject-dose-specific } AUC_{(0,8)} \text{. c. Subject-dose-specific } C_{\text{max}}. \]
constant PK parameter assumptions, while (3) does not. Although (3) is more flexible than (1) and (2), it is necessary to establish the interpretation of the parameters in model (3). Section 3 discusses the interpretation and performance of model (3) when the true models are (1) and (2). Data analysis is presented in Section 4, simulation results are described in Section 5, and conclusions are presented in Section 6.

2. Statistical Method

2.1 Model Specification

We choose the natural cubic spline to model the nonparametric function because the smoothing parameter can be treated as a variance component and can be jointly estimated with the mean parameters. Zhang et al. (1998) and Lin and Zhang (1999) successfully implemented this approach in the linear additive mixed models (GAMM), respectively.

Let us start with ordinary differential equations (3) for subject $i$ and rewrite them as

$$ \frac{d\mathbf{A}_i(t)}{dt} = \mathbf{G}\{\phi_i(t)\} \mathbf{A}_i(t),$$

where $\mathbf{A}_i(t) = \{A_{1,i}(t), A_{2,i}(t)\}^T$, $A_{2,i}(t)$ is the amount of drug in the blood at time $t$ and the true plasma drug concentration is $A_{2,i}(t)/V_i$. $\mathbf{G}$ is a $2 \times 2$ matrix and $\phi_i(t) = \{\phi_{1,i}(t), \phi_{2,i}(t)\}^T$ is a subject-specific time-dependent PK vector.

Because the measurement error of the drug concentration often has a constant coefficient of variation, a log transformation can make the variance homogeneous. Davidian and Carroll (1987) provided detailed discussion of nonconstant variance. Let

$$ \beta_i(t) = \left\{ \phi_{1,i}(t), V_i \right\}^T = \{k_{a,i}(t), k_{d,i}(t), V_i\}^T,$$

and let

$$ f\{\beta_i(t), t\} = \log[A_{2,i}\{\phi_i(t), t\}/V_i]$$

(we use $A_{2,i}\{\phi_i(t), t\}$ for the convenience, and they represent the same function). Although $V_i$ can be also treated as $V_i(t)$ in general, there is no scientific reason to believe that it is time dependent. Hence, the spline-enhanced PK model (SEPK) is

$$ y_{ij} = f\{\beta_i(t_{ij}), t_{ij}\} + \epsilon_{ij},$$

$$ \log\{\beta_i(t_{ij})\} = \mathbf{X}_{ij} \alpha + \mathbf{S}_{ij} g(t_{ij}) + \mathbf{Z}_{ij} \mathbf{b}_i,$$

where $y_{ij}$ is the observed log plasma drug concentration for subject $i$ at time $t_{ij}$.

The first-stage model (5) describes the relationship between subject–time-specific PK parameters $\mathbf{A}_i(t_{ij})$ and log drug concentration. The function $f\{\beta_i(t_{ij}), t_{ij}\}$ can be evaluated through a numerical solution of (4) (Section 2.3). The second-stage model (6) describes a semiparametric relationship between subject–time-specific parameters and time-dependent covariates. It may be expressed more explicitly for (3) as

$$ \log(V_i) = \mathbf{X}_{1,i} \alpha_1 + \mathbf{Z}_{1,i} \mathbf{b}_{1i}.$$

$$ \log\{k_{a,i}(t_{ij})\} = \mathbf{X}_{2,i} \alpha_2 + \mathbf{Z}_{2,i} \mathbf{b}_{2i},$$

where $\mathbf{X}_{ij} = \text{diag}(\mathbf{X}_{1,i}, \mathbf{X}_{2,i}, \mathbf{X}_{3,i})$ is a $3 \times p$-dimensional time-dependent design matrix for the $p$-dimensional fixed effect vector $\alpha = \{\alpha_1^T, \alpha_2^T, \alpha_3^T\}^T$, $\mathbf{Z}_{ij} = \text{diag}(\mathbf{Z}_{1,i}, \mathbf{Z}_{2,i}, \mathbf{Z}_{3,i})$ is a $3 \times q_i$-dimensional time-dependent design matrix for the $q_i$-dimensional random effect vector $\mathbf{b}_i = (\mathbf{b}_{1i}^T, \mathbf{b}_{2i}^T, \mathbf{b}_{3i}^T)^T$, $\epsilon_{ij}$ is i.i.d. $N(0, \sigma^2_\epsilon)$ and $\mathbf{b}_i$ is i.i.d. $N(\mathbf{0}, \mathbf{D}_i)$. $\mathbf{S}_{ij} = (0,0,1)^T$ in (6) is an indicator matrix for the spline function $g(t_{ij})$. Let $l$ be the total number of distinct sampling time points $t_{ij}$. Let $\mathbf{g}$ be an $l \times 1$ vector of the function $g$ at those points, and $\mathbf{N}_{ij} = (\mathbf{0}, \mathbf{0}, \mathbf{N}_{3,i}^T)^T$ be a $3 \times l$ indicator matrix for $\mathbf{g}$. Note that we use only one spline function in model (6). More spline functions can be similarly defined. When $t_k \leq t < t_{k+1}$, $g(t)$ has the following expression:

$$ g(t) = \frac{(t-t_k)g_{k+1} + (t_{k+1}-t)g_k}{t_{k+1} - t_k} - \frac{(t-t_k)}{6} \left\{ 1 + \frac{t-t_k}{t_{k+1} - t_k} \right\} g_{k+1}'' + \left\{ 1 + \frac{t_{k+1} - t}{t_{k+1} - t_k} \right\} g_k'' \right\}.$$

$$ g_{k+1} = g(t_k),$$

$$ g_k'' = g''(t_k), \quad k = 1, \ldots, l - 1.$$

We can rewrite the models as

$$ \mathbf{Y} = \mathbf{f}\{\mathbf{\beta}(t), \mathbf{t}\} + \mathbf{\epsilon},$$

$$ \log(\mathbf{\beta}(t)) = \mathbf{X} \alpha + \mathbf{N} \mathbf{g} + \mathbf{Z} \mathbf{b},$$

(8) (9)

where $\mathbf{Y}$ is an $n$-dimensional vector, $\mathbf{\beta}$ is a $3n$-dimensional vector, $\mathbf{X} = (\mathbf{X}_{1,1}^T, \ldots, \mathbf{X}_{1,p}^T, \mathbf{X}_{2,1}^T, \ldots, \mathbf{X}_{2,p}^T, \mathbf{X}_{3,1}^T, \ldots, \mathbf{X}_{3,p}^T)^T$ is a $3n \times p$ matrix, $\mathbf{N} = (\mathbf{N}_{1,1}^T, \ldots, \mathbf{N}_{1,l}^T, \ldots, \mathbf{N}_{m,1}^T, \ldots, \mathbf{N}_{m,l}^T)^T$ is a $3n \times l$ indicator matrix for the spline function $\mathbf{g}$, $\mathbf{Z}_i = (\mathbf{Z}_{i,1}^T, \ldots, \mathbf{Z}_{i,l}^T)^T$, $\mathbf{Z} = \text{diag}(\mathbf{Z}_{1,1}, \ldots, \mathbf{Z}_{m,l})$ is a $3n \times q_i$ matrix, $q = \sum_i q_i$, and $m$ is the total number of subjects.

The double penalized log likelihood for $\mathbf{Y}$ and $\mathbf{b}$ is

$$ l_{pp}(\alpha, \mathbf{g} | \mathbf{Y}, \mathbf{b}) = -\frac{n}{2} \log(\sigma_0^2) - \frac{1}{2} \log|\mathbf{D}| - \frac{1}{2} \left[ \mathbf{b}^T \mathbf{D}^{-1} \mathbf{b} + \lambda \int_{T_1}^{T_2} \left\{ g''(t) \right\}^2 dt \right] + \frac{1}{\sigma_0^2} \{ \mathbf{Y} - \mathbf{f}(\alpha, \mathbf{g}, \mathbf{b}) \}^T \{ \mathbf{Y} - \mathbf{f}(\alpha, \mathbf{g}, \mathbf{b}) \}$$

$$ = -\frac{n}{2} \log(\sigma_0^2) - \frac{1}{2} \log|\mathbf{D}| - \frac{1}{2} \left[ \mathbf{b}^T \mathbf{D}^{-1} \mathbf{b} + \lambda \mathbf{g}^T \mathbf{K} \mathbf{g} \right] + \frac{1}{\sigma_0^2} \{ \mathbf{Y} - \mathbf{f}(\alpha, \mathbf{g}, \mathbf{b}) \}^T \{ \mathbf{Y} - \mathbf{f}(\alpha, \mathbf{g}, \mathbf{b}) \},$$

(10)
following matrix: 

$$\begin{pmatrix}
\mathbf{X}^{T}\Omega^{-1}\mathbf{X} & \mathbf{X}^{T}\Omega^{-1}\mathbf{C} \\
\mathbf{C}^{T}\Omega^{-1}\mathbf{X} & \mathbf{C}^{T}\Omega^{-1}\mathbf{C} + \sigma_{0}^{2}\mathbf{I}
\end{pmatrix}^{-1}
\times
\begin{pmatrix}
\mathbf{X}^{T}\Omega^{-1}\mathbf{X} & \mathbf{X}^{T}\Omega^{-1}\mathbf{C} \\
\mathbf{C}^{T}\Omega^{-1}\mathbf{X} & \mathbf{C}^{T}\Omega^{-1}\mathbf{C}
\end{pmatrix}.
$$

(13)

In order to estimate the smoothing parameters and variance components, we use restrictive maximum likelihood (REML). Wahba (1985) initially developed REML to choose a smoothing parameter for a natural cubic spline. The key feature of this approach is to treat the smoothing parameters as variance components and regard the penalty functions as normal densities of random effects. The mixed model representation (12) fulfills these conditions. Harville (1974) gave a Bayesian interpretation of REML. Following Wölfinger (1993) and assuming a flat prior for \( \gamma \), we obtain

$$l_r(\mathbf{c}) = \log \int e^{l_p(y, \mathbf{c})} d\nu d\mathbf{a} d\mathbf{b}
\approx -\frac{1}{2} \left\{ \log |\mathbf{V}| + \log \left|\mathbf{X}^{T}\mathbf{V}^{-1}\mathbf{X}\right|
+ \left(\mathbf{W} - \mathbf{X}\gamma\right)^{T}\mathbf{V}^{-1}\left(\mathbf{W} - \mathbf{X}\gamma\right) \right\},
$$

(14)

where \( \mathbf{V} = \mathbf{C}\Delta\mathbf{C}^{T} + \mathbf{ZDZ}^{T} + \sigma_{0}^{2}\mathbf{I} \). Here again we use the second-order Laplace approximation expanded not only around \( \mathbf{b} \) but also around \( \gamma \) and \( \mathbf{a} \). The scores and the elements of the information matrix for \( \mathbf{c} = (\mathbf{\theta}^{T}, \mathbf{X}^{T})^{T} \) are given by

$$u_{\gamma} = -\frac{1}{2} \left\{ \text{tr}\left(\mathbf{P}\frac{\partial \mathbf{V}}{\partial \mathbf{c}_{\gamma}}\right)
- \left(\mathbf{W} - \mathbf{X}\gamma\right)^{T}\mathbf{V}^{-1}\frac{\partial \mathbf{V}}{\partial \mathbf{c}_{\gamma}}\mathbf{V}^{-1}\left(\mathbf{W} - \mathbf{X}\gamma\right) \right\},
$$

(15)

$$I_{\gamma} = -\frac{1}{2} \text{tr}\left(\mathbf{P}\frac{\partial \mathbf{V}}{\partial \mathbf{c}_{\gamma}}\mathbf{V}\frac{\partial \mathbf{V}}{\partial \mathbf{c}_{\gamma}}\right),
$$

(16)

where \( \mathbf{P} = \mathbf{V}^{-1} - \mathbf{V}^{-1}\mathbf{X}^{T}\mathbf{V}^{-1}\mathbf{X}^{-1}\mathbf{X}^{T}\mathbf{V}^{-1} \).

2.3 Numerical Methods

For the estimation of the nonparametric function, we not only have to know the mean profile \( f(\mathbf{\beta}(t), t) \) but also the first derivative \( \partial f(\mathbf{\beta}(t), t)/\partial \mathbf{a} \). (In this section, we use \( \mathbf{\beta}(t) = \{\phi(t), \mathbf{V}\} \). (In this section, we use \( \mathbf{\beta}(t) = \{\phi(t), \mathbf{V}\} = \{k_{0}(t), k_{2}(t), \mathbf{V}\} \) to represent any particular subject-specific parameter vector \( \mathbf{\beta}(t) \) for convenience and so is \( \mathbf{A} \) for \( \mathbf{A}_{1} \). Because \( f(\mathbf{\beta}(t), t) \) is a log transformation of \( A_{2}\{\phi(t), t\}/V \) or \( A_{2}(t)/V \), where \( A_{2}(t) \) is the amount of drug in the blood and tissue, it is enough to show how to estimate \( \mathbf{A}(t) \) and \( \mathbf{A}_{\phi}(t) = \partial \mathbf{A}(t)/\partial \phi \). Take the derivative with
respect to $\phi$ on both sides of (4),

$$\frac{dA_\phi(t)}{dt} = G_\phi(\phi(t), t) A(t) + G(\phi(t), t) A_\phi(t),$$  

(17)

where $G_\phi = \partial G / \partial \phi$. Hence, both $A$ and $A_\phi$ can be solved jointly with (4) and (17). The initial value, $A_\phi(0)$, is always zero because changing PK parameters, $\phi$, will not affect the initial value of $A(0)$.

The numerical solution (18) of the differential equation is a fifth-order Runge–Kutta formula (Press et al., 1992, p. 711).

$$p_1 = hG\{\phi(t_n), t_n\} A_n,$$

$$p_2 = hG\{\phi(t_n + l_2 h), (t_n + l_2 h)\} \times (A_n + w_{21} p_1),$$

$$p_3 = hG\{\phi(t_n + l_3 h), (t_n + l_3 h)\} \times (A_n + w_{31} p_1 + w_{32} p_2),$$

$$p_4 = hG\{\phi(t_n + l_4 h), (t_n + l_4 h)\} \times (A_n + w_{41} p_1 + w_{42} p_2 + w_{43} p_3),$$

$$p_5 = hG\{\phi(t_n + l_5 h), (t_n + l_5 h)\} \times (A_n + w_{51} p_1 + w_{52} p_2 + w_{53} p_3 + w_{54} p_4),$$

$$p_6 = hG\{\phi(t_n + l_6 h), (t_n + l_6 h)\} \times (A_n + w_{61} p_1 + w_{62} p_2 + w_{63} p_3 + w_{64} p_4 + w_{65} p_5),$$

$$A_{n+1} = A_n + v_1 p_1 + v_2 p_2 + v_3 p_3 + v_4 p_4 + v_5 p_5 + v_6 p_6 + 0(h^5),$$

(18)

where $A_{n+1}^* = \{I_{\text{comp}}, w_{21}, v_{ij}, v_{ij}^g, v_{ij}^b\} \text{ are the known coefficients. Let the error estimate be } \delta = \max|A_{n+1} - A_{n+1}^*|, \text{ which is of order } h^5. \text{ If we take a step } h_1 \text{ and produce an error } \delta_1, \text{ the step } h_0 \text{ that would have given some other value } \delta_0 \text{ is readily estimated as } h_0 = h_1 b_1 / b_2. \text{ Henceforth, we let } b_0 \text{ denote the desired accuracy. We have implemented the numerical solution of the differential equation in Fortran 77, and the functions are modifications of those proposed by Press et al. (1992).}

3. Interpretation and Flexibility of SEPK

The interpretation of the SEPK is simple when the true model for the data is one compartment since $k_{a,i}(t)$ represents $k_{a,i}$ and $k_{d,i}(t)$ represents $k_{d,i}$. However, the interpretation of SEPK is not so obvious when the true model for the data is two compartment. Let us reformulate the two-compartment model (2) as follows:

$$A_{2,i}(t) = k_{a,i}(k_{d,i} - k_{a,i})e^{-k_{a,i}t} + 
\frac{k_{d,i}(k_{d,i} - k_{a,i})e^{-k_{a,i}t}}{(a_{1,i} - k_{a,i})(a_{2,i} - k_{a,i})} + 
\frac{k_{a,i}(k_{3,i} - k_{a,i})e^{-k_{a,i}t}}{(a_{1,i} - k_{a,i})(a_{2,i} - k_{a,i})} + 
\frac{k_{a,i}(k_{4,i} - k_{a,i})e^{-k_{a,i}t}}{(a_{1,i} - k_{a,i})(a_{2,i} - k_{a,i})},$$

$$a_{2,i} = \frac{1}{2} \left[ k_{23,i} + k_{23,i} + k_{e,i} \right],$$

$$a_{2,i} = \frac{1}{2} \left[ k_{23,i} + k_{23,i} + k_{e,i} \right],$$

where $A_{2,i}$ is the analytic solution of the two-compartment model (2) and $(a_{1,i}, a_{2,i})$ are two phases of drug disposition. We call $a_{1,i}$ and $a_{2,i}$ the fast phase and slow phase of the drug disposition, respectively. $(k_{a,i}, k_{a,i}, k_{3,i}, k_{4,i})$ and $(k_{a,i}, k_{3,i}, a_{1,i}, a_{2,i})$ are two sets of equivalent parameterizations. Let the true model be

$$y_{ij} = \log \left( \frac{k_{a,i} + k_{d,i} a_{1,i} a_{2,i} \text{ (if) } V_i}{V_i} \right) + e_{ij},$$

$$\log(k_{a,i} a_{1,i} a_{2,i}) = \log(k_{a,i} k_{d,i} a_{1,i} a_{2,i}) = (a_{1,i}, a_{2,i}, a_{3,i}, a_{4,i}),$$

$$\log(V_i) = \log(V \times b_i) = a_0 + b_i,$$

where $V_i$ is the subject-specific volume of distribution and $V = e^{a0}$ is the mean. $b_i = \log(b_i) \sim N(0, 0.3)$, $e_{ij} \sim N(0, 0.2)$, $i = 1, \ldots, 20$, $j = 1, \ldots, 10$, and $t = 0.1, 0.3, 0.5, 1, 2, 3, 4, 6, 8, 12 \text{ hours. Let } (V, k_{a,i}, k_{3,i}, a_{1,i}, a_{2,i}) = (0.2, 4, 0.1, 1.43, 0.06) \text{ be a set of PK parameters to be estimated. In the simulation model (20), we treat only } \log(V_i) \text{ as a mixed effect because of the simplicity of the computation. Although more mixed effects can be specified for all the PK parameters, it does not make a difference because we are only interested in the connection between a two-compartment model and an SEPK. Let the differential equations be (3). The SEPK is}

$$y_{ij} = \log \left( A_2(k_{a,i} k_{d,i} a_{1,i} a_{2,i} V_i) / V_i \right) + e_{ij},$$

$$\log(k_{a,i} k_{d,i} a_{1,i} a_{2,i}) = (a_{1,i}, N_{ij}),$$

$$\log(V_i) = a_0 + b_i,$$

where $k_{a,i}$ is treated as a constant over time and $k_{d,i}(t)$ models the drug disposition process. $N_{ij}$ is a 10 × 1-dimensional indicator matrix for the spline vector $g$. $k_{d,i}(t)$ can be visualized as a blending of $a_{1,i}$ and $a_{2,i}$. During the early phase of drug disposition, $k_{d,i}(t)$ is dominated by the fast phase of drug disposition, $a_{1,i}$, while it is mainly $a_{2,i}$ at the end of drug disposition, as our simulation demonstrates.

In the simulation, we ran 500 replications. In each replication, both models are fitted. In order to compare the performance of PK parameter estimates, the root mean square error (RMSE) was calculated. We obtained $\hat{V}^{2PK} = 0.2(0.02)$, where 0.02 is RMSE, the subscript 2PK refers to the two-compartment model, and $\hat{V}^{SEPK} = 0.19(0.02)$. Hence, $\hat{V}^{2PK}$ and $\hat{V}^{SEPK}$ are close, as are

$$\hat{k}_{a}^{2PK} = 4.03(0.44),$$

and

$$\hat{k}_{a}^{SEPK} = 3.74(0.38).$$
Although
\[ \{ \hat{a}^{\text{SEPK}}, \hat{a}^2_{\text{SEPK}} \} = \{1.55(0.23), 0.06(0.04)\} \]
have larger RMSEs than
\[ \{ \hat{a}_1^{2\text{PK}}, \hat{a}_2^{2\text{PK}} \} = \{ \hat{k}_d(t_1), \hat{k}_d(t_{10}) \} \]
\[ = \{1.44(0.12), 0.06(0.02)\}, \]
they are acceptable. Thus, SEPK is flexible in estimation because we do not have to specify the number of the compartments and it provides robust PK parameter estimates even if SEPK is a misspecified model. Particularly, the absorption rate estimate based on SEPK is very comparable with that based on the true two-compartment model, and the early and later phases of \(k_d(t)\) can be used to estimate the fast and slow phases of the disposition process \((a_1 \text{ and } a_2)\), respectively. The simulation establishes a connection between the SEPK and the two-compartment model. A similar simulation could be carried out to compare a three-compartment model and the SEPK, and we expect similar results.

4. Data Analysis

In the Ditropan study introduced in Section 1, there was evidence that the constant PK assumption was violated. We thus apply the SEPK model to these data.

We use a piecewise natural cubic spline to model the disposition phase. It is composed of three spline functions, \(g_1(t), g_2(t),\) and \(g_3(t)\). The discontinuity points among them represent the gaps between the slow disposition phase of the prior dose and the fast disposition phase of next dose. Also, we choose a step function to model the absorption phase. Let \(A_{2i,j}(k_{a,j}(t), k_{d,i}(t), t)\) be the amount of drug in the blood and tissue. Let the differential equations be \((3)\). Then the SEPK is as follows:

\[ y_{ij} = \log[A_{2i,j}(k_{a,j}(t_{ij}), k_{d,i}(t_{ij}), (t_{ij}))/V_i] + e_{ij}, \]
\[ \log(V_i) = \log(V \times b_{1i}) = a_0 + b_{1i}, \]
\[ \log\{k_{a,i}(t_{ij})\} = b_{2i} + I_{\{t_{ij} < 8\}} \log(k_{a1}) + I_{\{8 < t_{ij} < 16\}} \log(k_{a2}) + I_{\{t_{ij} > 16\}} \log(k_{a3}), \]
\[ \log\{k_{d,i}(t_{ij})\} = b_{3i} + I_{\{t_{ij} < 8\}} \log(1 + k_{d1}(t_{ij} + b_{4i}(8 - t_{ij}))) + I_{\{8 < t_{ij} < 16\}} \log(1 + k_{d2}(t_{ij} - 8 + b_{4i}(16 - t_{ij}))) + I_{\{t_{ij} > 16\}} \log(1 + k_{d3}(t_{ij} - 16) + b_{4i}(24 - t_{ij})), \]
where
\[ e_{ij} \sim \text{i.i.d. } N(0, \sigma^2_{e}), \]
\[ (b_{1i}, b_{2i}, b_{3i}, b_{4i}) \sim \text{i.i.d. } N(0, D_0), \]
\[ D_0 = \{ \sigma_{e_1e_2} \} \text{ is a } 4 \times 4 \text{ general covariance matrix, and } \]
g1(t), g2(t), and g3(t) are defined as \((7)\). (Here \(g_1(t_{ij})\) represents the spline function at time \(t_{ij}\) in dose 1, while \(g_3(t_{ij})\) represents the general spline function at time \(t_{ij}\) in model \((6)\)). Because only the last dose has plasma samples 8 hours after oral administration, the model for the 8th subject’s log\(k_{d,i}(t_{ij})\) in \((21)\) allows three doses to share the same random intercept \(b_{3i}\) and random slope \(b_{4i}\) within 8 hours after each dose. The fifth term in log\(k_{d,i}(t_{ij})\) ensures that it is continuous. More general models, such as each dose having its own random intercept, slope, or spline function within each subject’s log\(k_{d,i}(t_{ij})\) were also tried. However, due to the high collinearity among those parameters, the estimation procedures did not converge. Because model \((21)\) has enough random structures to describe within- and between-subject variation, we consider it first. Figure 3a shows the fitting of the model. Figure 3b and Table 1 display the estimates of the drug absorption and disposition processes. It appears that the absorption rate is decreasing and the early phase of the drug disposition process for dose 2 is lower than the other two, although all the later phases are comparable. The within-subject variance estimate is \(\sigma^2_{e} = 0.12\), the between-subject variance due to the log\(V_i\) is estimated as 0.21, the variance of the log\(k_{d,i}(t_{ij})\) is estimated as 0.05, and the estimate of the variances of the random intercept and random slope for log\(k_{d,i}(t_{ij})\) are 0.02 and 0.001, respectively.

We performed some Wald tests and approximate F-tests (Hastie and Tibshirani, 1990) to test the time-varying behavior of drug absorption and disposition. The degrees of freedom for an approximate F-test is calculated based on \((13)\). Our first null hypothesis is \(k_{a1} = k_{a2} = k_{a3}\). The Wald statistic is \(W = 5.95\) and \(p = 0.051\) with d.f. = 2, and the F-statistic is \(F = 3.83\) and \(p = 0.022\) with d.f. = \((2, 956.33)\). Both suggest that the absorption process is time dependent. Our second null hypothesis is \(g_1(t_1) = g_2(t_2) = g_3(t_3)\), where \(t_1 = 0.5, 1.0, 1.5, 2.0, 3.0, 5.0,\) and \(8.0\) are distinct sampling time points after each dose. Here \(W = 14.54\) and \(p = 0.41\) with d.f. = 14, and \(F = 1.78\) and \(p = 0.067\) with d.f. = \((8.98, 956.33)\). Although both tests do not provide enough evidence of difference among three disposition processes for three doses during the first 8 hours after oral administration, we do observe some difference among the early phases of drug disposition processes in Figure 3b. We thus modeled the disposition functions as

\[ g_1(t) = g_2(t) = g_3(t) + \log(1 + \Delta) \times (1 - t/8), \quad 0 < t < 8. \]

\(22\)

In model \((22)\), doses 1 and 3 have different early phase drug disposition than dose 2, which is denoted by \(\Delta\). Its effect on the disposition process exponentially diminishes after 8 hours. We obtained \(W = 5.69\) and \(p = 0.017\) with d.f. = 1 and \(F = 7.06\) and \(p = 0.008\) with d.f. = \((1, 964.21)\). Although both tests show evidence that the early phases of drug disposition process are time dependent among three doses, we should be aware that this test is based on the finding from model \((21)\), so there is likely an inflation of the type I error. However, in this exploratory data analysis, we are searching for possible reasons for time-dependent PK behavior; therefore, we think the test based on model \((22)\) is informative. It at least provides some evidence for a time-dependent pattern of \(k_d(t)\), which can be further compared with the other features of the study, e.g., blood pressures or heart rates. Theoretically, high \(k_d\) leads to low AUC and Cmax, and high \(k_d\) leads to high AUC and Cmax. In this PK study, dose 1 has higher \(k_d\) and higher early phase of \(k_d\) than does dose 2. Dose 2 has higher AUC and Cmax than dose 1, probably because the effect of \(k_d\) is greater than that of \(k_a\). Similarly, dose 2’s AUC and Cmax are higher than those of dose 3 because dose 3 has higher \(k_d\) and lower \(k_a\).
In order to compare the performance of SEPK with that of a multicompartment model, we carried out an approximate F-test between SEPK (22) and a two-compartment model given by

\[ y_{ij} = \log \{ A_{2,i}(k_{a,i}, k_{32,i}, a_{1,i}, a_{2,i}, t_{ij}) / V_i \} + e_{ij}, \]

\[ \log(V_i) = a_0 + b_1i, \]

\[ \log(k_{a,i}) = a_1 + b_2i, \]

\[ \log(a_{1,i}) = a_2 + b_3i, \]

\[ \log(k_{32,i}) = a_3 + a_4. \]  \hspace{1cm} (23)

The F-test is \( F = 2.94 \) and \( p = 0.011 \) with d.f. = (5.22, 964.21). It is clear that SEPK (22) outperforms (23).

### 5. Simulation

In order to verify the validity of \( p \)-values of the tests for \( H_0: k_{a,i} = k_{a_2} = k_{a_3} \), data were generated based on model (21) under \( H_0 \) with parameter values from Table 2, except \( k_a = 4.1 \). Each of the 500 replicated data sets had 40 subjects and 25 observations per subject. The 500 Wald statistics

\[
\begin{array}{ccc}
\text{Parameter} & \text{Model (21)} & \text{Model (22)} \\
V & 0.20 \pm 0.02 & 0.21 \pm 0.02 \\
k_{a_1} & 6.41 \pm 1.41 & 6.12 \pm 1.23 \\
k_{a_2} & 2.55 \pm 0.61 & 2.43 \pm 0.49 \\
k_{a_3} & 1.42 \pm 0.23 & 1.49 \pm 0.19 \\
\Delta & 0.19 \pm 0.08 & \\
\sigma_0 & 0.12 & 0.13 \\
\sigma_1 & 0.20 & 0.19 \\
\sigma_2 & 0.05 & 0.05 \\
\sigma_3 & 0.02 & 0.02 \\
\sigma_4 & 0.001 & 0.001 \\
\sigma_12 & 0.08 & 0.09 \\
\sigma_13 & 0.04 & 0.03 \\
\sigma_14 & 0.002 & 0.002 \\
\sigma_23 & 0.03 & 0.03 \\
\sigma_24 & 0.002 & 0.002 \\
\sigma_34 & 0.004 & 0.004 \\
\end{array}
\]
Table 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True</th>
<th>MPLE</th>
<th>Empirical SE (MPLE)</th>
<th>Estimated SE (MPLE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V$</td>
<td>0.20</td>
<td>0.22</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>$k_{a1}$</td>
<td>5.50</td>
<td>5.97</td>
<td>1.32</td>
<td>1.23</td>
</tr>
<tr>
<td>$k_{a2}$</td>
<td>2.65</td>
<td>2.79</td>
<td>0.49</td>
<td>0.47</td>
</tr>
<tr>
<td>$k_{a3}$</td>
<td>1.54</td>
<td>1.55</td>
<td>0.18</td>
<td>0.17</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>0.20</td>
<td>0.20</td>
<td>0.08</td>
<td>0.07</td>
</tr>
</tbody>
</table>

were ranked after simulation, and the empirical $p$-value was calculated as the percentage of those simulated Wald statistics larger than the one based on the S-oxybutynin data. The empirical $p$-value for the approximate $F$-test was obtained similarly. The empirical $p$-value for the Wald test is 0.035, which is smaller than the one based on chi-square distribution (0.051). The empirical $p$-value for the approximate $F$-test is 0.037, which is larger than the one based on the $F$-distribution (0.022).

Similarly, 500 replications were produced based on the average of $g_1(t_j), g_2(t_j), g_3(t_j)$ and other parameters in Table 2 to test $H_0: g_1(t_j) = g_2(t_j) = g_3(t_j)$, where $t_j = 0.5, 1.0, 1.5, 2.0, 3.0, 5.0, \text{ and } 8.0$ are distinct sampling time points after each dose. The empirical $p$-value for the Wald test is 0.31 (0.35 based on the chi-square distribution). The empirical $p$-value for the approximate $F$-test is 0.22 (0.067 based on the $F$ distribution). The same 500 replications are also used to test $H_0: \Delta = 0$ in the reduced model (22). The empirical $p$-value for the Wald test is 0.009 (0.017 based on the chi-square distribution). The empirical $p$-value for the approximate $F$-test is 0.011 (0.008 based on the $F$-distribution).

According to these simulation results, the Wald tests tend to be conservative and the approximate $F$-tests tend to be liberal. When the null hypothesis is to test some fixed parameters (e.g., $k_{a1} = k_{a2} = k_{a3}$ or $\Delta = 0$), both tests show that the significance level ($p$-values) based on the distribution are comparable with the empirical ones. However, when the null hypothesis is to test the nonparametric functions, e.g., $g_1(t_j) = g_2(t_j) = g_3(t_j)$, the Wald test gives more reliable
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**Figure 4.** Spline estimates of $k_d(t) = \exp\{I_{t<8} g_1(t) + I_{8<t<16} g_2(t) + I_{t>16} g_3(t)\}$ by simulation. a. MPLE represents the maximized penalized likelihood estimate; the solid line is the true $k_d(t)$ and the dashed line is the MPLE, $\hat{k}_d(t)$. b. The solid line is the empirical SEs of $\hat{k}_d(t)$ and the dashed line is the estimated SE of $\hat{k}_d(t)$. 
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p-value than the approximate F-test does. The simulation result of the approximate F-test between SEPK (22) and a two-compartment model shows the same pattern: the empirical p-value 0.044 is much larger than the one (0.011) based on the F-distribution, although both p-values suggest that SEPK provides a better fit than a two-compartment model does.

In order to evaluate the performance of SEPK, the 500 sets of estimates generated by model (22) are used to calculate mean and empirical and estimated standard errors. Table 2 and Figure 4a and 4b present the results.

6. Conclusion and Discussion

The spline-enhanced population PK models are able to quantify the drug concentration over time and describe time-dependent behavior for the drug absorption and disposition processes. The Wald tests and approximate F-tests verify that both absorption and disposition processes are changing over time and that SEPK performs better than a two-compartment model that is based on a constant PK parameter assumption. The simulation demonstrates that SEPK is almost as good as a two-compartment PK model in estimating absorption and disposition rates when the true model has two compartments, and it establishes an interpretation for SEPK’s parameters.

We are asked frequently why we model the whole disposition process as an arbitrary function of time ke(t) instead of modeling a subprocess as a spline. For example, letting ke(t) be an arbitrary function in a multicompartment model can definitely make the model easy to interpret. We did try this idea initially; however, ke(t) is highly correlated with the other intercompartment PK parameters because the flexibility of ke(t) tends to explain the same thing as the other parameters. That is the reason why we cannot distinguish the elimination process from the distribution process during the drug disposition through the SEPK. One possible way to solve this problem is to put some constraints on the elimination process and distribution processes when we model them. But how to restrict them needs more scientific input, and it is a potential research area in the future.

On the other hand, modeling ka as a spline function will not be as easy as that for ke. We know that ka is usually much larger than ke. As a result, the absorption phase is almost finished after 4–5 half-lives (the time at which half of the drug has been absorbed). It is difficult to estimate ka after that, and the estimation of that part of the spline will be extremely unstable. Hence, ka is defined as a step function in our model.

The biases of PK parameter estimates in the SEPK are not large (between 5% and 10%). This may be a problem for small sample sizes. Lin and Zhang (1999) discuss the bias correction for the generalized linear additive mixed model, and their methods can be extended to our situation.

Although S-oxybutynin has been used in the clinical setting for over 10 years, its time-dependent kinetics are not well understood. Potentially, AUC and Cmax may be greatly decreased following multiple-dose administration over a period of time. Based on our SEPK analysis, one major reason is the decreased absorption rate, which is possibly related to the saturability in the transport mechanism for passage across the gastrointestinal membranes. There is some mild evidence for a time-dependent disposition process, too. If this is due to the elimination process, the time-dependent kinetics are probably associated with the saturability in metabolism during the drug’s first pass through the gut wall and the liver or the induction of metabolism of coadministered drugs producing a drug interaction (autoinduction). Additional PK studies need to be done in order to verify these results. If this is confirmed by additional PK studies, it may be desirable to reformulate the drug in order to alter this pattern of absorption and elimination. In clinical practice, the individual dose level can be calibrated based on the estimated subject-specific PK parameters and SEPK through continuous monitoring and simulation in order to keep the drug at the target Cmax or AUC.
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**APPENDIX 1**

At convergence, the solution of (11) is equivalent to the maximization of a second-order Laplace approximation of $l_p$. Hence, we calculate the d.f. based on (12). Write

$$W = M_2 \alpha + e,$$

(24)

where $M_2 = (\bar{X}, \bar{C})$, $\alpha = (\gamma, a)$, $\text{cov}(a) = \Lambda$, and $\text{cov}(e) = \sigma_0^2 \Omega = ZD\tilde{Z} \pi / \sigma_0^2 + I = Q^{-1}Q$. $Q^{-1}Q$ is a Q-Q decomposition of $\Omega$. If we take a linear transformation of $W$, we have

$$\left(Q^T \right)^{-1} W = \left(Q^T \right)^{-1} M_2 \alpha + \left(Q^T \right)^{-1} e,$$

(25)

where $\text{cov}\{ (Q^T)^{-1} e \} = \sigma_0^2 I$. Hastie and Tibshirani (1990) proposed several estimators for d.f. for the linear additive model with independent observations. We extend one of them, which is based on the trace of smoothing matrix $S$, given by

$$\text{tr}(S) = \text{tr} \left[ \left( \left( Q^T \right)^{-1} M_2 M_2^T Q^{-1} \right)^{-1} \begin{bmatrix} \left( Q^T \right)^{-1} M_2 \alpha \end{bmatrix}^T \right] + \sigma_0^2 \text{diag}(0, \Lambda)^{-1} M_2^T Q^{-1} M_2$$

$$= \text{tr} \left[ \left( M_2^T V^{-1} \right) \left( M_2 + \sigma_0^2 \text{diag}(0, \Lambda) \right)^{-1} M_2^T V^{-1} M_2 \right].$$

(26)

Expression (26) can be more explicitly written as (13).