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When we read research studies or when we design exper-
iments, a common question frequently arises: Are the
populations being studied and compared with one another
similar? If any differences are present, are these differ-
ences a result of the treatment effect or study interven-
tion? Because studying the entire population is generally
not realistic, sample groups are drawn from the popula-
tion of interest and the results are then generalized to the
rest of the population. Statistical tests are available to
help decide if the difference between either the means or
proportions of sample groups (experiment and control) are
statistically significant. As discussed in a previous “Cur-
rent Concepts” article in this journal, if the outcome of
interest includes data that fall into discrete categories
(e.g., presence or absence of disease, gender, race), statis-
tical tests for discrete data are used.? If the outcome of
interest is a comparison of sample means for data that are
continuous (e.g., height or weight of two populations) then
statistical tests for continuous data are used.’ Specific
tests such as the Student’s ¢-test and analysis of variance
(ANOVA) are commonly used statistical methods for con-
tinuous data.

ONE-SAMPLE +TEST

Consider the example of evaluating the weight of high
school football players. Suppose a coach wanted to know if
the mean weight of the players on his team is similar to
the reported mean weight for all high school football play-
ers in the country. The coach would weigh all of the play-
ers on his team and obtain the mean weight (and standard
deviation) of the team; he would then compare that weight
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with the known mean weight of players across the coun-
try. Because weight falls on a continuous numeric scale,
the coach should investigate whether there is a bell-
shaped (Normal) distribution of weights on his team. If
the distribution of the data is symmetric (Normal), then
he might compare the mean weight of his team with the
countrywide mean weight using a one-sample ¢-test.

A one-sample t-test is used when the investigator wants
to compare a sample mean value of some variable with a
known value of some standard variable. This is accom-
plished by comparing the sample mean to the known value
in the population relative to the standard error. (The
mean and standard error are measures of central ten-
dency and spread, respectively. A basic review of these
concepts can be found in a previous “Current Concepts”
article.!) In this example of a one-sample ¢-test, the coach
compares his team’s mean weight with the countrywide
mean weight and then computes a ¢-statistic. (Formulas
for computing ¢-statistics are beyond the scope of this
article, but they can be found in any basic statistics text.)
The ¢-statistic is the critical value of the t-test and is
associated with a probability or P value. (The P value
associated with the critical ¢-statistic can be found in the
back of any statistics book.) Generally, if this P value is
less than 0.05, the investigator has enough evidence to
reject the null hypothesis that his team’s mean weight is
the same as the national mean weight of football players.
In this example, if the P value associated with the one-
sample #-test is 0.02, this would indicate a statistically
significant difference between the coach’s high school
players’ weights and the countrywide weight. The actual
mean weight must be noted to determine if the average
member of his team is lighter or heavier than the average
player countrywide.

INDEPENDENT TWO-SAMPLE +TEST

In another example, suppose that the coach suspects that
the archrival team across town has much heavier players
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than those on his team. The coach addresses this concern
by studying the mean weight of players from both teams.
This is a setting in which an independent two-sample t-test
can be used. The two-sample ¢-test compares the mean
values between two independent groups. (The groups are
independent because none of the players on the coach’s
team are also on the rival team.) Similar to the one-
sample ¢-test, the assumptions are that both teams have
the Normal distribution of weights and equal standard
deviations. The test is computed using a pooled standard
error. The two-sample ¢-test also has a critical value as-
sociated with a probability or P value. Again, if this P
value is less than 0.05, the coach has enough evidence to
show statistically that the weights are not the same. Sup-
pose in this example that the mean weight of the players
on the coach’s team was 210 pounds and the mean weight
of those on the archrival’s team was 220 pounds, with a
critical ¢-statistic associated with a P value of 0.01. This
would indicate a statistically significant difference be-
tween the average weight of the players on both teams.
The coach would conclude that his players weigh signifi-
cantly less than his archrival’s players.

PAIRED +TEST

Suppose a coach wants to know how his players’ weights
are affected by two practices per day in the preseason. To
evaluate this training, the coach weighs the members of
his team at both the beginning and end of a 2-week train-
ing session to monitor the effects of vigorous training on
weight. At first, the coach considers conducting a two-
sample independent ¢-test; that is, he considers comparing
the team’s mean weight before and after the 2-week train-
ing session. This is not the correct test to use because, in
this example, the two samples are not independent. That
is, the same players are being measured before and after
training. When the samples are not independent, a paired
t-test is required. The paired t-test measures the difference
in the weight of each player before and after training and
then uses the mean difference of each player to find the
critical ¢-statistic and associated P value.

If the training has no effect, the mean difference in
weight before and after training would be zero. This is the
null hypothesis. If the f-statistic is associated with a sig-
nificant P value (usually =0.05), then the null hypothesis
may be rejected in favor of a real difference in weight
before and after the training. If an independent two-sam-
ple #-test had been conducted, the average weight before
and after training would not reflect the paired difference
of each individual team member and could possibly result
in the coach erroneously concluding that the training had
no effect on players’ weights, when there may have been
one.

ANALYSIS OF VARIANCE (ANOVA)

The ANOVA is an extension of the ¢-test. In fact, when the
means between two independent groups are compared, the
conclusions from either the ¢-test or ANOVA are identical;
that is, either test may be used to determine statistical
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significance. However, ANOVA is used to determine a
significant difference in mean values when there are more
than two independent sample groups. Specifically, as its
name suggests, analysis of variance incorporates two
pieces of variation in the data to determine statistical
significance. The first source of variation summarizes the
variability from mean to mean from between groups of
observations. The second source is the within-group vari-
ance. It represents the variation from individual to indi-
vidual. It can be calculated by determining the total vari-
ation of all of the observations from the overall mean and
then subtracting the previously calculated between-group
variance. The ANOVA compares the calculated variance
between the means of all of the groups in the sample with
the calculated variance pooled from within each of the
groups. The ratio between these two variances is called
the F-ratio or F-statistic. We would expect this ratio to be
close to 1.0 if there is no difference among the groups we
are studying. The F-statistic has a specific probability
distribution, which is used to calculate the P value. This
distribution is influenced by degrees of freedom. For our
purposes it is important to note that the F-test is an
omnibus test; that is, if the F-statistic is significant (P <
0.05) then we know that at least one of the group means is
different.

For example, suppose a coach wants to study the
weights of team members by year in school—9th-, 10th-,
11th-, and 12th-grade athletes. The null hypothesis is that
the mean weights for players will be equal across all
grades; the research hypothesis is that at least one of the
mean weights is not equal to the others. The weights of
players from each of the four groups are measured and an
ANOVA is computed for these data. The F-statistic is
associated with an overall P value of 0.03. This indicates
that at least one of the groups of players has a mean
weight that is different from the other group means;
therefore, the coach rejects the null hypothesis in favor of
the research hypothesis.

However, there is still a problem in this example be-
cause the omnibus F-test does not tell the coach which
group mean is different from the other means, or if all of
the group means are different from the others, or anything
in between. There are several posterior tests that are used
to make specific comparisons between all of the possible
pairs of means. For example, the coach can compare 9th
with 10th graders, 9th with 11th graders, 9th with 12th
graders, 10th with 11th graders, and so forth. These types
of tests are called posterior because they are conducted
after the null hypothesis has been rejected based on a
significant P values associated with the omnibus F-test.
Comparing two groups at a time is known as a pairwise
comparison. The posterior tests should maintain the Type
I error equal to 0.05 for the entire series of comparisons.
This is important because the more comparisons that are
made, the more likely the investigator is to find a statis-
tically significant result due to chance alone. To reduce
this risk, the investigator should make adjustments for
multiple comparisons. Examples of specific tests that ad-
just for these multiple comparisons include the Bonferroni
method, the Student-Newman-Keuls procedure, the Tukey
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method, and the Scheffe method. It is important that the
coach conducts posterior tests after rejecting the null hy-
pothesis because these posterior tests allow him to make
comparisons between all of the grades, and give associated
P values that are adjusted for these multiple comparisons.

This example has been limited to what is referred to as
one-way design or a one-way analysis of variance; this is
because there is only one factor or characteristic— grade —
that is being evaluated. Analyses that include more than
one factor (for example, grade and position played) are
also available and may be referred to as factorial ANOVA
because more than one factor is being analyzed at the
same time. Another type of ANOVA that may be seen is a
repeated measures ANOVA. This type of ANOVA is com-
monly seen in health research literature. Repeated meas-
ures ANOVA is used when measurements of the variable
of interest are taken more than once for each individual.
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For example, if the coach wanted to measure players’
weights at several times throughout the season, a re-
peated measures ANOVA would be an appropriate test to
use.
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