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<td>Amplitudes for the sine and cosine term in the Van der Pol approximation</td>
<td>25</td>
</tr>
<tr>
<td>$[c_j(t,\mu)]$</td>
<td>Solution of the canonical form corresponding to the periodic solution, $p(t,\mu)$</td>
<td>56</td>
</tr>
<tr>
<td>$c_j(t,\mu)$</td>
<td>($j = 1,2,\ldots,n$) component of $[c_j(t,\mu)]$</td>
<td>25</td>
</tr>
<tr>
<td>$[c_{j0}]$</td>
<td>Generating solution in the $r_j$-coordinate system</td>
<td>56</td>
</tr>
<tr>
<td>$c_{j0}$</td>
<td>($j = 1,2,\ldots,n$) component of $[c_{j0}]$</td>
<td>57</td>
</tr>
<tr>
<td>$c_{jk}$</td>
<td>Coefficient of $\mu^k$ in the power series for $c_j(t,\mu)$</td>
<td>25</td>
</tr>
<tr>
<td>$\hat{c}_{jk}$</td>
<td>${c_{j0}, c_{j1}, \ldots, c_{jk}}$</td>
<td>81</td>
</tr>
<tr>
<td>$c_{1k}, c_{2k}$</td>
<td>($-\infty &lt; l &lt; \infty$) Fourier coefficients in the Fourier series representations for $c_{1k}(t)$ and $c_{2k}(t)$; if the superscript $l$ is replaced by &quot;$s_{\omega}, s_{2\omega}, \ldots\ldots$, etc., the coefficient of $e^{j\omega t}$, etc. is intended</td>
<td>89</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>First Used on Page</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>$c_{10}$</td>
<td>Complex coefficient in the generating solution; i.e., $p(t) = c_{10}e^{j\omega_s t} + c_{10}^*e^{-j\omega_s t}$</td>
<td>24</td>
</tr>
<tr>
<td>$c_1^0, c_2^0$</td>
<td>Mean values of $c_{1k}(t)$, $c_{2k}(t)$</td>
<td>69</td>
</tr>
</tbody>
</table>
| $d(|c_{10}|, \omega_s)$ | $d(|c_{10}|, \omega_s)$ = \left\{ \begin{array}{l} S_0^0 - \frac{A(j\omega_s)}{B(j\omega_s)} \right\}$ 
\left\{ \begin{array}{l} S_0^0 - \frac{A(-j\omega_s)}{B(-j\omega_s)} \right\}$
- $S_0^{+2s}$ $S_0^{-2s}$, [see Eq. (3.22)] | 69 |
<p>| $e(t)$ | Periodic forcing function with fundamental angular frequency $\omega_e$ | 4 |
| $f_j$ | $(j = 1,2, \ldots, n)$, components of the column matrix $F(t,x)$ or $F(t,x,\mu)$ | 17 |
| $g$ | Real part of Smirnova's $n_0$ | 12 |
| $g_1$ | Term in the first canonical form | 51 |
| $g_1$ | Coefficient of $\mu$ in the power series expansion for either $g_1$ or $g_2$ | 86 |
| $g_2$ | Term in the second canonical form | 54 |
| $g$ | Either $g_1$ or $g_2$ from the first and second canonical forms | 58 |
| $g_k$ | Coefficient of $\mu^k$ in the power series expansion for either $g_1$ or $g_2$ | 81 |
| $h(t;\omega_s)$ | Part of the generating solution for the second canonical form | 53 |
| $i$ | Integer ($i = 1,2, \ldots, n$), designates a characteristic exponent, $\alpha_i(\mu)$, and terms associated with $\alpha_i(\mu)$ | 29 |
| $j$ | As a coefficient: $j = \sqrt{1}$ | 9 |
| $j$ | As a subscript: $(j = 1, \ldots, n)$ specifies a component of a column matrix | 24 |
| $k$ | As a subscript, $k = 0,1,2, \ldots$, specifies the coefficient of $\mu^k$ in a power series | 25 |</p>
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>First Used on Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>k</td>
<td>As an exponent; $k = 0, 1, 2, \ldots$; e.g., $\mu^k$</td>
<td>25</td>
</tr>
<tr>
<td>(k)</td>
<td>As a superscript: indicate $k$th-derivative</td>
<td>6</td>
</tr>
<tr>
<td>l</td>
<td>An integer, $-\infty &lt; l &lt; \infty$, which as a superscript designates the $l$th coefficient in a Fourier series</td>
<td>67</td>
</tr>
<tr>
<td>m</td>
<td>A positive finite integer ($m &lt; n$)</td>
<td>5</td>
</tr>
<tr>
<td>n</td>
<td>A positive finite integer</td>
<td>5</td>
</tr>
<tr>
<td>$n_0$</td>
<td>Zeroth-order describing function</td>
<td>67</td>
</tr>
<tr>
<td>$n_o$</td>
<td>Smirnova's or Tucker's &quot;describing function&quot;</td>
<td>9</td>
</tr>
<tr>
<td>$n_k$</td>
<td>$k$th-order describing function</td>
<td>80</td>
</tr>
<tr>
<td>p</td>
<td>Positive integer; e.g., $\omega_s = \rho_n T$</td>
<td>2</td>
</tr>
<tr>
<td>p(t)</td>
<td>Generating solution of the &quot;$\mu = 0$&quot; differential equation</td>
<td>41</td>
</tr>
<tr>
<td>p(t)</td>
<td>$n$ component column matrix, periodic with period $T$, which is the periodic solution of a matrix differential equation</td>
<td>16</td>
</tr>
<tr>
<td>p(t,\mu)</td>
<td>Continuable periodic solution of the $\mu$-dependent family of differential equations</td>
<td>56</td>
</tr>
<tr>
<td>p(t,\mu)</td>
<td>$n$ component column matrix, periodic in $t$ with period $T$, which is the continuable periodic solution of a matrix differential equation</td>
<td>16</td>
</tr>
<tr>
<td>$p_1(t), p_2(t)$</td>
<td>Linearly independent solutions of Eq. (1.15)</td>
<td>20</td>
</tr>
<tr>
<td>$p_k(t)$</td>
<td>$(k = 1, 2, \ldots)$ coefficient of $\mu^k$ in the power series for $p(t,\mu)$; $p_k(t)$ is periodic with period $T$</td>
<td>173</td>
</tr>
<tr>
<td>$p^l_k$</td>
<td>$(-\infty &lt; l &lt; \infty; k = 1, 2, \ldots)$ coefficient in the Fourier series for $p_k(t)$; $p^l_k$ is the coefficient of $\sum_{\mu} e^{j\omega_T t}$, etc.</td>
<td>188</td>
</tr>
<tr>
<td>q</td>
<td>Positive integer</td>
<td>2</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>First Used on Page</td>
</tr>
<tr>
<td>----------</td>
<td>------------------------------------------------------------------------------</td>
<td>--------------------</td>
</tr>
<tr>
<td>$q_j(A,\mu)$</td>
<td>One of n expressions from Eq. (3.3) involving A and $\mu$</td>
<td>62</td>
</tr>
<tr>
<td>$\tilde{q}_j(A,\mu)$</td>
<td>($j = 1,2$) one of two expressions from Eq. (3.5) involving A and $\mu$</td>
<td>64</td>
</tr>
<tr>
<td>r</td>
<td>Positive integer, $0 &lt; r &lt; k$</td>
<td>66</td>
</tr>
<tr>
<td>$r_j$</td>
<td>($j = 1,2,\ldots,n$), dependent variables of the canonical forms</td>
<td>24</td>
</tr>
<tr>
<td>$r$</td>
<td>n component column matrix, $[r_1,r_2,\ldots,r_n]$</td>
<td>49</td>
</tr>
<tr>
<td>s</td>
<td>A complex variable</td>
<td>5</td>
</tr>
<tr>
<td>s</td>
<td>Variable of integration</td>
<td>58</td>
</tr>
<tr>
<td>t</td>
<td>Independent variable: time in seconds</td>
<td>5</td>
</tr>
<tr>
<td>$u_{ij}(t,\mu)$</td>
<td>($i = 1,2,\ldots,n$; $j = 1,\ldots,n$) components of the column matrix, $U_j(t,\mu)$</td>
<td>97</td>
</tr>
<tr>
<td>$u_{ijk}(t)$</td>
<td>Coefficient of $\mu^k$ in the power series representation of $u_{ij}(t,\mu)$ ($i,j = 1,2,\ldots,n$; $k = 1,2,\ldots$)</td>
<td>97</td>
</tr>
<tr>
<td>$u^s_{ij}$</td>
<td>Coefficient in the Fourier series for $u^s_{ijk}(t)$</td>
<td>195</td>
</tr>
<tr>
<td>$u^s_{ijk}$</td>
<td>Coefficient of $\epsilon^s$ in the Fourier series for $u^s_{ijk}(t)$: $-s$, $2s$, $-2s$, etc. relate to $-j\omega_s$, $j\omega_s$ etc.</td>
<td>195</td>
</tr>
<tr>
<td>$\tilde{u}_{121}(t)$</td>
<td>$\tilde{u}<em>{121}(t) = u</em>{121}(t) - u_{121}(0)\epsilon^s - j\omega_s t$</td>
<td>130</td>
</tr>
<tr>
<td>$\tilde{u}_{211}(t)$</td>
<td>$\tilde{u}<em>{211}(t) = u</em>{211}(t) - u_{211}(0)\epsilon^s - j\omega_s t$</td>
<td>135</td>
</tr>
<tr>
<td>u(t)</td>
<td>Periodic function of t</td>
<td>27</td>
</tr>
<tr>
<td>$v_{jn}$</td>
<td>Element of the matrix $V$, $j = 1,2,\ldots,n$ (see Appendix E)</td>
<td>51</td>
</tr>
<tr>
<td>w</td>
<td>$w = \frac{d}{dt}$</td>
<td>46</td>
</tr>
<tr>
<td>x</td>
<td>Dependent variable in Eq. (1.1); input to the nonlinear element</td>
<td>4</td>
</tr>
<tr>
<td>$x_o(t)$</td>
<td>The approximation of Smirnova or Tucker</td>
<td>9</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>First Used on Page</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>$x_r$</td>
<td>$x_r = c_{1r}e^{\lambda_1 t} + \ldots + c_{nr}e^{\lambda_n t}$ ($0 \leq r &lt; k$)</td>
<td>86</td>
</tr>
<tr>
<td>$x_d$</td>
<td>n component column matrix, $\begin{bmatrix} x, x_\dot{}, x_\ddot{}, \ldots, \frac{d^{(n-1)} x}{dt^{(n-1)}} \end{bmatrix}$</td>
<td>49</td>
</tr>
<tr>
<td>$x$</td>
<td>n component column matrix, $[x_1, x_2, \ldots, x_n]$</td>
<td>16</td>
</tr>
<tr>
<td>$y$</td>
<td>Output of the nonlinear element</td>
<td>4</td>
</tr>
<tr>
<td>$y$</td>
<td>n component column matrix; dependent variable in the variational equation</td>
<td>28</td>
</tr>
<tr>
<td>$y(t, I, \mu)$</td>
<td>General solution of Eq. (1.20)</td>
<td>28</td>
</tr>
<tr>
<td>$z$</td>
<td>$z = \frac{d}{dt}$, or a complex variable</td>
<td>4</td>
</tr>
<tr>
<td>$\Gamma_j(t, \mu)$</td>
<td>$\Gamma_j(t, \mu) = \frac{\partial \xi}{\partial c_j} e^{-\lambda_j t}$ ($j = 1, 2, \ldots, n$)</td>
<td>107</td>
</tr>
<tr>
<td>$\Gamma_{jk}(t)$</td>
<td>Coefficient of $\mu^k$ in the power series expansion for $\Gamma_j(t, \mu)$, ($k = 0, 1, \ldots$). $\Gamma_{j0}(t) = B(z + \lambda_j)S_0(t)$</td>
<td>107</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>An arbitrary determinant</td>
<td>74</td>
</tr>
<tr>
<td>$\left[ \Delta_j(t) \right]$</td>
<td>Transformed $\Phi(t)$</td>
<td>26</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>Summation point</td>
<td>4</td>
</tr>
<tr>
<td>$\Phi(t)$</td>
<td>Periodic solution of Eq. (1.1) with period T</td>
<td>6</td>
</tr>
<tr>
<td>$\Phi(t, \alpha, \mu)$</td>
<td>n component column matrix; a solution of Eq. (1.11)</td>
<td>17</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Part of the initial condition for the solution $\Phi(t, \alpha, \mu)$</td>
<td>17</td>
</tr>
<tr>
<td>$\alpha(\mu)$</td>
<td>Initial condition for which $\Phi(t, \alpha, \mu)$ is periodic in $t$ with period T</td>
<td>18</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>General characteristic exponent</td>
<td>27</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>First Used on Page</td>
</tr>
<tr>
<td>-------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>--------------------</td>
</tr>
<tr>
<td>$\alpha_i(\mu)$</td>
<td>$\mu$-dependent characteristic exponent ($i = 1, \ldots, n$)</td>
<td>28</td>
</tr>
<tr>
<td>$\alpha_{ik}$</td>
<td>Coefficient of $\mu^k$ in the power series for $\alpha_i(\mu)$</td>
<td>97</td>
</tr>
<tr>
<td>$\rho_{1l}, \rho_{2l}$</td>
<td>The two possibilities for $\rho_{1l}$</td>
<td>117</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Normalized frequency variable: $\beta = \frac{\omega}{\omega_{N_i}}$</td>
<td>45</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$\gamma \Rightarrow A(0), \mu = 0$</td>
<td>66</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Small, positive constant</td>
<td>6</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Small, positive constant</td>
<td>6</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Base of the natural logarithm system: $\epsilon = 2.71828\ldots$</td>
<td>6</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Argument of $c_{10}$: $\theta = \frac{a}{2} \epsilon^j$</td>
<td>74</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Phase angle of the Kryloff-Bogolioboff approximation</td>
<td>25</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Complex variable</td>
<td>14</td>
</tr>
<tr>
<td>$\lambda_j$</td>
<td>$(j = 1, 2, \ldots, n)$ characteristic roots of the $\mu = 0$ differential equation: $\lambda_1 = j\omega_s$, $\lambda_2 = -j\omega_s$</td>
<td>24</td>
</tr>
<tr>
<td>$\bar{\lambda}_j$</td>
<td>$(j = 1, 2, \ldots, n)$ characteristic roots of Eq. (2.6) and $\lambda_j = \beta \bar{\lambda}_j$ ($j = 1, 2, \ldots, n$)</td>
<td>45</td>
</tr>
<tr>
<td>$\mu$</td>
<td>A parameter</td>
<td>16</td>
</tr>
<tr>
<td>$\mu_0$</td>
<td>Upper bound on $</td>
<td>\mu</td>
</tr>
<tr>
<td>$\mu_1$</td>
<td>Sample value for the parameter $\mu$</td>
<td>35</td>
</tr>
<tr>
<td>$\pi$</td>
<td>$3.14159265\ldots$</td>
<td>3</td>
</tr>
<tr>
<td>$\rho_1, \rho_2$</td>
<td>Arbitrary complex constants</td>
<td>20</td>
</tr>
<tr>
<td>$[\rho_{j0}]$</td>
<td>Solution of a canonical form corresponding to $\rho_{j}(t, I)$ ($j = 1, 2, \ldots, n$)</td>
<td>58</td>
</tr>
<tr>
<td>$\rho_{j0}$</td>
<td>Component of $[\rho_{j0}]$</td>
<td>64</td>
</tr>
<tr>
<td>$[\rho_j(t, A, \mu)]$</td>
<td>A solution of the canonical satisfying the initial conditions $[\rho_j(0, A, \mu)] = A$</td>
<td>56</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>First Used on Page</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Auxiliary independent variable: $t = \beta \tau$</td>
<td>46</td>
</tr>
<tr>
<td>$\varphi_p(t,I)$</td>
<td>Periodic solution of the &quot;$\mu = 0$&quot; differential equation with initial conditions $I$</td>
<td>48</td>
</tr>
<tr>
<td>$\varphi(t,I,\mu)$</td>
<td>Solutions of the $\mu$-dependent family of differential equations. The initial conditions of $\varphi(t,I,\mu)$ are denoted $I$.</td>
<td>24</td>
</tr>
<tr>
<td>$\omega_T$</td>
<td>$\omega_T = \frac{2\pi}{T}$</td>
<td>67</td>
</tr>
<tr>
<td>$\omega_e$</td>
<td>$\omega_e = \frac{2\pi}{T_e}$, where $\begin{cases} \omega_s = \frac{2\pi}{q} \omega_e \ \omega_s = q \omega_T \end{cases}$</td>
<td>10</td>
</tr>
<tr>
<td>$\omega_s$</td>
<td>$\omega_s = \frac{2\pi}{T_s}$</td>
<td>9</td>
</tr>
<tr>
<td>$\omega_o$</td>
<td>$\omega_o = \frac{2\pi}{T_o}$</td>
<td></td>
</tr>
<tr>
<td>$\omega_{N_j}$</td>
<td>$\pm j \omega_{N_j}$ are characteristic roots of $A(z)x - B(z)N_jx = 0$ ($\omega_s = \beta \omega_{N_j}$ for the applicable $N_j$)</td>
<td>44</td>
</tr>
</tbody>
</table>
ACKNOWLEDGEMENTS

The author wishes to thank the members of his committee for their suggestions and helpful criticisms. He particularly wishes to acknowledge the guidance and encouragement of Professors Wilfred Kaplan and Alan B. Macnee.

Further, the author wishes to acknowledge the hospitality and assistance given him by the faculty of the Technische Hogeschool of Delft, Netherlands, where the initial phases of this research were carried out.

Finally, the author wishes to thank Mr. Robert E. Graham, Mrs. Frances P. Holt, and Mrs. Marilyn J. Miriani for their preparation of this paper for publication.

The major part of the research reported in this paper was supported by the U.S. Army Signal Corps.
# LIST OF APPENDICES

<table>
<thead>
<tr>
<th>Appendix</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Stability Criteria for Periodic Solutions of Ordinary Differential Equations: Variational Equations</td>
<td>213</td>
</tr>
<tr>
<td>B</td>
<td>Identities for the Jacobian Condition in Chapter III</td>
<td>216</td>
</tr>
<tr>
<td>C</td>
<td>Identities Involving Describing Functions</td>
<td>220</td>
</tr>
<tr>
<td>D</td>
<td>Commutation of the Operators $\frac{\partial}{\partial r_j}$ and $B(z)$</td>
<td>224</td>
</tr>
<tr>
<td>E</td>
<td>Inversion of the Vandermonde Matrix</td>
<td>227</td>
</tr>
</tbody>
</table>
ABSTRACT

The purpose of this study is to develop a new method for employing perturbation techniques for investigating the stability of and approximating the periodic responses of a class of nth-order nonlinear feedback systems under the influence of a periodic forcing function. The ordinary differential equation which characterizes the class of the system considered is assumed to be of the form:

\[ A(z)x - B(z) \left[ F(x) + e(t) \right] = 0 \quad \left( z = \frac{d}{dt} \right) \]

where \( A(z) \) is an nth-degree Hurwitz polynomial in \( z \) with real coefficients, \( B(z) \) is an mth-degree polynomial in \( z \) with real coefficients \((m < n)\), \( B(z)/A(z) \) can be identified with the transfer function of a physically realizable network, \( x \) is a real variable, \( F(s) \) is an entire function (\( s \) a complex variable), \( B(0) = 0, A(0) \neq 0 \), and \( e(t) \) is a bounded, continuous, periodic function of the independent variable \( t \) with least period \( T_e \) \((T_e > 0)\). Nontrivial solutions, \( x = \Phi(t) \) (there may be more than one), periodic in \( t \) with least period \( T, T = qT_e \) \((q \) a positive integer), are sought and their stability investigated.

If \( \Phi(t) \) is dominated by a term of least period \( T_s \), \( T_s = T/p \), \((p \) a positive integer) then the following designations have been used to describe the types of responses: (1) if \( p = q \), then synchronization, lock-in, or frequency entrainment have been used; (2) if \( p = 1 \) and \( q > 1 \), then subharmonic response has been used; (3) if \( p > 1 \) and \( q = 1 \), then ultraharmonic response has been used; (4) if \( p > 1, q > 1, \) and \( p \neq q \), then ultrasubharmonic response has been used. \( T_s \) is related to \( T_e \) by a rational factor \( q/p \); i.e., \( T_s = (q/p)T_e \), and \( T = pT_s = qT_e \).
The method developed in this study for finding the desired periodic solutions, Φ(t), is based upon a restatement of the problem, which allows certain ideas from perturbation theory to be applied. This restatement, called the "inverse-perturbation problem" in this study, involves the regrouping of the terms of the differential equation and the introduction of a parameter μ. Two canonical forms exist for this restatement. The form which is applicable in a particular case is determined by whether or not the frequency spectrum of e(t) contains a term of frequency $\frac{1}{T_s}$. The result of this restatement is an imbedding of the original differential equation into a family of differential equations which is continuously dependent on μ so that a separate member of the family corresponds to each value of μ. The member which corresponds to μ = 1 is the original differential equation. The member which corresponds to μ = 0 is a linear differential equation with constant coefficients. This linear differential equation is homogeneous or inhomogeneous, depending on which canonical form for the restatement is applicable. In either case, this linear differential equation has a two-parameter family of solutions periodic in t with period T.

Selected members of this last family, p(t), act as generating solutions or first approximations for the periodic solutions, x = Φ(t), of the original or μ = 1 differential equation. A method for accomplishing this selection is presented here. Further, an existence condition, based on the work of Coddington and Levinson, is developed which guarantees the existence of solutions, x = p(t,μ), for a family of differential equations periodic in t with period T, continuous in μ for arbitrarily small |μ|, and such that each $\lim_{\mu \to 0} p(t,\mu) = p(t)$, a generating solution. These p(t,μ) are developed recursively as power series in μ.
As an aid to this recursion procedure a set of describing functions and relations is defined. In the first canonical form the member of this set associated with the first approximation or generating solution is shown to be the usual describing function from control theory. Assuming that the radius of convergence of these power series in \( \mu \) includes \( \mu = 1 \), the solutions \( x = p(t, \mu) \) are of the desired type, \( x = \Phi(t) \), for the original or \( \mu = 1 \) differential equation. They are not, however, necessarily all solutions for the original differential equation of this type. This is one limitation of the method developed in this study.

The stability question for the periodic solutions, \( x = p(t, \mu) \) is answered by use of a method based upon some of the work of Moulton in celestial mechanics. For each \( p(t, \mu) \) a system of variational equations is obtained which has coefficients dependent on \( \mu \) as well as being periodic in \( t \). Associated with each of these variational systems is a set of \( n \) characteristic exponents dependent on \( \mu \). The signs of the real parts of these characteristic exponents determine whether or not the solutions, \( x = p(t, \mu) \), are stable. These characteristic exponents, along with certain particular solutions of the variational equations, are developed recursively in a power series of \( \mu \). These recursive developments are accomplished through transforming, by means of \( n \) linear time-dependent transformations, each variational system [i.e., one for each \( p(t, \mu) \)] into \( n \) different systems of \( n \) first-order linear differential equations. Because of the choice of transformation, each new system has a solution periodic in \( t \) with period \( T \). Each of these linear, time-dependent transformations is also dependent on one of the unknown characteristic exponents which in turn depends on \( \mu \); consequently, each transformation depends on \( \mu \). Therefore, these transformations are not known at the outset, but are obtained recursively along with the characteristic
exponents. The needed recursion procedures are developed by employing the periodicity conditions on the periodic solutions of the linear systems which result after transformation. Each linear system is suitable for determining only one characteristic exponent. Once the series for the characteristic exponents are known, the stability question is answered.

The final part of this study consists of a presentation of an algorithm based upon the results obtained in this study and a working of an example.
CHAPTER I
INTRODUCTION

1.1 Statement of the Problem

It is well known that if a periodic forcing function acts upon an oscillating nonlinear feedback system it may cause synchronous and resonant-like responses. Probably the most widely known example of such an interaction is the van der Pol oscillator under the influence of a sinusoidal forcing function [1]. This sinusoidal forcing function is assumed to have a least period $T_e$, which is within some small neighborhood of the undisturbed oscillator's least period of oscillation, $T_o$. If $T_e$ is imagined to vary slowly through $T_o$, then response can be observed in the oscillator which is typical of those of interest in this study. In particular, as $T_e$ comes sufficiently close to $T_o$, the period of oscillation will shift from $T_o$ to $T_e$, and the amplitude of oscillation will exhibit a resonance-like maximum as $T_e$ passes through $T_o$. The shift in the period of oscillation is known by various names: frequency entrainment, synchronization, and lock-in. The changes in amplitude of oscillation are usually referred to as nonlinear resonance. When both phenomena are considered simultaneously the term "harmonic response" has been used [2].

The preceding van der Pol oscillator case is a comparatively simple example of the systems of interest in this study. In general, both the nonlinear feedback system and the forcing function are considerably more complex. The order of nonlinear feedback system may be higher than two; that is, the differential equation which characterizes the system may be of order higher than two. In addition, the nonlinear element in the feedback loop may be described by a transfer characteristic which
is more complicated than the $y = ax - bx^3$ of the van der Pol oscillator. Further, the forcing function need not be limited to a simple sinusoid. It may be a more general periodic function of time. The least period may be near some rational multiple $^1\frac{p}{q}$ of $T_o$ instead of simply $T_o$ i.e., $T_e = (p/q)T_s$, where $T_s$ is within some small neighborhood of $T_o$.

As in the case of the simple van der Pol oscillator example, many of these more general systems exhibit some special response as $T_s$ passes slowly through $T_o$. As before, it is possible that as $T_s$ approaches sufficiently close to $T_o$ the period of oscillation will shift from $T_o$ to $T_s$ and a resonance-like reaction will occur in the amplitude of oscillation. It is not expected that a forcing function with a least period $T_e$, associated with every rational multiple of $T_s$, will cause such phenomena. In many physical systems only those forcing functions associated with the simpler rational numbers cause significant response: for example, it is more likely that in a given system a significant response will arise from a forcing function with least period $(1/2)T_s$ rather than one with least period $(249/323)T_s$. Moreover, it may be that even some of the simpler rational numbers (e.g., 1/2, 1/6, etc.) will not have significant responses associated with them. Whether or not this happens in a particular system can be determined only by a detailed examination of that system.

On the other hand, it is possible that a given system will exhibit a periodic response with a least period which has no obvious relation to $T_o$. Moreover, it may be that the undisturbed system does not execute a nontrivial periodic motion; therefore, it has no $T_o$ associated

---

1 Throughout this study each rational factor is assumed to have a numerator and denominator with no common divisor other than one.
with it. In any event, the periodic motions executed will preserve the feature of having their least periods, \( T \), be integer multiples of the least period, \( T_e \), of the forcing function. As an example of a system in which this might occur, consider an oscillator in which the linear network has one resonant peak at \( \omega_1 \) and another at \( \omega_2 \). Assume that \( \omega_1 \) and \( \omega_2 \) are not related by a rational factor. Further, assume that the entire system is such that the undisturbed oscillator executes a periodic motion with least period \( T_1 \), near \( 2\pi/\omega_1 \). It is then conceivable that as a forcing function with least period \( T_2 \), near \( 2\pi/\omega_2 \), is applied to the oscillator, a periodic motion with least period \( T_2 \) will be executed. There may be even more abstruse responses, but of all possible responses only those that are periodic with a least period \( T \) equal to some integer multiple of \( T_e \) are considered in this study.

If, in addition to being periodic with period \( T = qT_e \), the response is dominated\(^{1}\) by a term of least period \( T_s = T/p \) (\( p \) a positive integer), then the rational number \( p/q \) provides a convenient method for classifying the response. The simplest case is \( 1/q = 1 \), for which the designation is, as in the above van der Pol oscillator example, harmonic response. If \( p/q = p \), then the response is called ultraharmonic. If \( p/q = 1/q \), then the response is called subharmonic. And, if \( p/q \) is any other rational number, then the response is called ultra-subharmonic.

The purpose of the present study is to develop a technique for determining periodic responses, such as discussed in the preceding paragraphs, and ascertaining whether or not the determined solutions are

---

1 A periodic solution, \( \Phi(t) \), is said to be dominated by a term of period \( T_s \) if, in the frequency spectrum associated with \( \Phi(t) \), a term with frequency \( T_s \) is significantly larger than a combination of all the other frequency components of the spectrum.
stable. This is done for a special class of nonlinear feedback systems and a special class of periodic forcing functions. A block diagram which characterizes this class of systems is shown in Fig. 1.1.

\[ e(t) + \sum \frac{B(z)}{A(z)} = 0 \quad (z = \frac{d}{dt}) \quad (1.1) \]

The terms in this equation have the following definitions and restrictions.

i) \( x \) is a real variable.
ii) $t$ is a real variable: time.

iii) $n$ is a positive integer.

iv) $m$ is a positive integer, $m < n$.

v) $A(z)$ is an $n$th-degree Hurwitz polynomial in $z$ with real coefficients (coefficient of $z^n = 1$).

vi) $B(z)$ is an $m$th degree polynomial in $z$ with real coefficients ($m < n$).

vii) $B(z)/A(z)$ can be identified as a transfer function of a physically-realizable linear passive network.

viii) $F(s)$ is an entire function ($s$ a complex variable).

ix) $B(0) = 0$, $A(0) \neq 0$.

x) $e(t)$ is a real, continuous, sufficiently-differentiable, periodic function of $t$ with least period $T_e$.

xi) $y$ is the output of the nonlinear element.

It is readily seen that this differential equation is suitable for characterizing a large class of nonlinear feedback systems. The linear network is limited only by the requirements that it be physically realizable and have a transmission zero at $z = 0$ (considering $z$, for the moment, as the complex variable in a transfer function). This latter requirement guarantees that dynamic shifts of the operating point of the nonlinear element will not be transmitted from its output back through the linear network to its input. The methods which are developed in this study are, therefore, not immediately applicable to low-pass servomechanisms. However, it is shown in Chapter VII that this limitation can be rather easily removed. The only restriction on the transfer characteristic of the nonlinear element, $F(x)$, is that it be an entire function when considered as a function of a complex variable. This is a
mathematical convenience which does not limit seriously the types of nonlinear physical elements which can be characterized. However, \( P(x) \) is a function of \( x \) only and of none of the time derivatives of \( x \); therefore, it is not suitable for characterizing nonlinear elements which exhibit a hysteresis effect. The forcing function is suitable for almost all periodic forcing functions which are encountered physically.

The solutions \( \Phi(t) \) sought of Eq. (1.1) are, if they exist, nontrivial, periodic in \( t \) with least period \( T = qT_e \), and often dominated by a term of least period \( T_s = (q/p)T_e \). In addition to finding the solutions \( \Phi(t) \), it is also desired to know whether or not they are asymptotically stable. Throughout this study asymptotic stability is defined as follows:

A periodic solution \( \Phi(t) \) of Eq. (1.1) with period \( T \) which is defined for \( t \geq 0 \) is said to be asymptotically stable if, given any \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that any solution \( x \) of Eq. (1.1) satisfying

\[
\left| x^{(k)}(0) - \Phi^{(k)}(0) \right| < \delta \quad [k = 0, 1, 2, \ldots, (n-1)]
\]

where

\[
x^{(k)} = \frac{d^k x}{dt^k} \quad \text{and} \quad \Phi^{(k)} = \frac{d^k \Phi}{dt^k}
\]

satisfies

\[
\left| x^{(k)}(t) - \Phi^{(k)}(t) \right| < \epsilon \quad (t \geq 0) \quad [k = 0, 1, 2, \ldots, (n-1)]
\]

and

\[
\left| x^{(k)}(t) - \Phi^{(k)}(t) \right| \rightarrow 0 \quad (t \rightarrow \infty) \quad [k = 0, 1, 2, \ldots, (n-1)]
\]

A similar definition applies to differential equations in matrix form.

The usual situation of interest in this study is the one in which the system has a stable periodic motion when \( e(t) = 0 \). This periodic
motion is then disturbed as a nontrivial $e(t)$ is applied. On the other hand, the technique developed here is not limited to this situation. The undisturbed nonlinear system could have, among other possibilities, $x \equiv 0$ as its only asymptotically stable motion. The method is, however, limited to a consideration of only periodic responses to periodic forcing functions. Transient behavior is considered only in connection with the stability question for the periodic responses.

1.2 Review of the Literature Pertinent to the Problem

The literature which pertains to the problem of interest in this study can be divided into two groups. The first group consists of papers in which various approximation techniques are utilized in the analysis of physical systems similar to the one considered in this study. The second group consists of papers which consider various aspects of perturbation theory. This latter group is important to this study because perturbation theory is the central core of the techniques which are developed in it. A discussion of each of these groups of publications is given below.

1.2.1 Approximation Techniques: Many authors have treated the problem of forced oscillations in nonlinear feedback systems. References to their work is given in the bibliography under items [3], [4], [5], [6], [7], and [8]. The authors from this first group whose work is the closest to the present problem are Tucker [3] and Smirnova [4]. Each of these authors considers a nonlinear feedback system under the influence of a sinusoidal forcing function. The forcing function is, therefore, less general than that considered in this study. Their problem is further limited in that they consider only harmonic response and
not the subharmonic, ultra-harmonic, or ultra-subharmonic response. Therefore, the type of response, as well as the type of forcing function, considered by Tucker and Smirnova is less general than that considered in this study.

The nonlinear feedback system investigated by Tucker is a slight variation of the one shown in Fig. 1.1. A block diagram which characterizes Tucker's system is shown in Fig. 1.2.

![Block Diagram of the Nonlinear System Considered by Tucker](image)

**FIG. 1.2 BLOCK DIAGRAM OF THE NONLINEAR SYSTEM CONSIDERED BY TUCKER**

A comparison of this block diagram with the one shown in Fig. 1.1 shows that, except for the injection point of e(t) and the limitation of the forcing function to a sinusoid, Tucker's system is the same as that considered here.
The technique which Tucker employs for finding, or rather approximating, the periodic responses of the above system is based upon a set of plausible assumptions which are typical of linearization techniques such as the describing function method. The key assumptions are that a simple sinusoidal function, \( x(t) = C e^{j\omega_s t} + C^* e^{-j\omega_s t} \) (\( C^* \) = complex conjugate of \( C \)), is a satisfactory approximation for the periodic response and that the linear network, which is mathematically characterized by \( B(z)/A(z) \), has a pass band which includes \( \omega_s \) and stop bands which include all higher order harmonics of \( \omega_s \), i.e., \( 2\omega_s, 3\omega_s, \ldots, \) etc. Granting these two assumptions, the output of the nonlinear element, \( y(t) \), becomes a function periodic in \( t \) with least period \( 2\pi/\omega_s \); i.e., \( F(x + e) = F \left[ (E + C)e^{j\omega_s t} + (E + C^*)e^{-j\omega_s t} \right] \). [The forcing function, \( e(t) \), is equal to \( E e^{j\omega_s t} + E e^{-j\omega_s t} \) (\( E \) real).] This periodic function is not usually a simple sinusoidal function, but has an associated Fourier series with a fundamental period equal to \( 2\pi/\omega_s \); consequently, the output of the nonlinear element, \( y(t) \), has frequency components at integer multiples of \( \omega_s \). Since these higher order harmonics fall within the assumed stop bands of the linear network, they will not be transmitted through this network.

The fundamental, or \( \omega_s \), component is, therefore, the only component that must be considered. Tucker defines a "gain" for the nonlinear element as follows:

\[
\eta_o = \frac{\text{The magnitude of the fundamental component of the output of the nonlinear element}}{\text{The magnitude of the sinusoidal input to the nonlinear element}} \quad (1.2)
\]

This gain is a function of \( 2 |E + C| \), the magnitude of the sinusoidal input to the nonlinear element, and can be thought of as defining a linear element, characterized by \( \eta_o \), which replaces the nonlinear element,
characterized by \( P(x + e); \) i.e., \( F(x + e) \rightarrow n_o x + n_0 e. \)

After the preceding replacement has been made, Tucker derives a system equation in a manner similar to that which would be used if the system were actually a linear feedback system. The resulting system equation is

\[
\frac{A(j\omega_s)}{B(j\omega_s)} - n_o - \frac{A(j\omega_s)}{B(j\omega_s)} \left[ \frac{E}{E + C} \right] = 0 \tag{1.3}
\]

The solutions of this complex equation determine which values of \( C \) are admissible for a given amplitude, \( E \), and angular frequency, \( \omega_e \) (recall that \( \omega_s = \frac{F}{q} \omega_e \)), of the forcing function. It is possible that more than one \( C \) will satisfy the above system equation. For each allowed \( C \) there is a periodic response \( x_o(t) = C e^{j\omega_s t} + C^* e^{-j\omega_s t} \) which may or may not be asymptotically stable.

In addition to deriving Eq. (1.3), Tucker presents a graphical technique for solving it which involves the separation of Eq. (1.3) into real and imaginary parts. He also discusses the stability question. Unfortunately, his discussion of the stability question is not complete. As he himself points out, it was not possible for him to determine all the necessary stability criteria.

On the other hand, Smirnova claims to have been able, using essentially the same technique as Tucker, to obtain stability criteria. These criteria are only approximate, in the same sense as the solutions; nevertheless, they may be useful in many systems. Unfortunately, some of the steps in her argument are difficult to appreciate.

---

1 Neither Tucker's nor Smirnova's symbols are adhered to here.
The system considered by Smirnova is, except for the limitation of \( e(t) \) to a simple sinusoid, the same as that shown in Fig. 1.1. The only difference between it and Tucker's problem is, therefore, the injection point for \( e(t) \). The nonlinear ordinary differential equation which characterizes this system is

\[
A(z)x - B(z)[F(x) + 2Esin\omega t] = 0 \quad \left( z = \frac{d}{dt} \right) \tag{1.4}
\]

The symbols in this equation are, except for a real constant \( E \), defined above for Eq. (1.1).

The equation in Smirnova's method which plays the role played by Eq. (1.3) in Tucker's method is

\[
\frac{A(j\omega_s)}{B(j\omega_s)} - n_0 - \frac{E}{C} = 0 \tag{1.5}
\]

The difference between Eqs. (1.3) and (1.5) is due to the different injection point for \( e(t) \). Smirnova solves this equation graphically to obtain allowed values for \( C \) (magnitude and angle).

It should be remarked here that Smirnova's graphical technique appears to be different from Tucker's, although both techniques are basically the same. Smirnova solves Eq. (1.5) directly in the complex plane with vector quantities, whereas Tucker considers the real and imaginary parts of this complex equation separately.

Another difference between the methods of Tucker and Smirnova is the way in which each defines \( n_0 \), the equivalent linear gain for the

---

1 Neither Tucker's nor Smirnova's symbols are adhered to here.
nonlinear element. By Tucker's definition, Eq. (1.2), $n_o$ is real, whereas Smirnova's definition is intended to allow a complex $n_o$. Since Smirnova appears to believe that she has generalized $n_o$, it is of interest to inspect her definition. Assuming that $n_o = g + jb$ ($g$ and $b$ real), the linear replacement for the nonlinear element in Smirnova's work is characterized as follows:

$$F(x_o) \approx 2g|C|\sin(\omega_s t + \omega C) + 2b|C|\cos(\omega_s t + \omega C) \quad (1.6)$$

and

$$x_o(t) = 2|C|\sin(\omega_s t + \omega C) \quad (1.7)$$

The significant aspect of Eq. (1.6) is that it allows the linear replacement for the nonlinear element to introduce a phase shift between its input and output. However, according to Smirnova's definition, $b$ must be identically zero. This can be seen by considering her definition which is as follows:

$$b = \frac{\omega_s}{\pi C} \int_0^{2\pi/\omega_s} F\left[2|C|\sin(\omega_s t + \omega C)\right] \cos(\omega_s t + \omega C) \, dt \quad (1.6)$$

The above integral has a periodic integrand with period $\frac{2\pi}{\omega_s}$ and an interval of integration that is also $\frac{2\pi}{\omega_s}$; therefore, this integral is independent of the placement on the $t$-axis of the interval of integration. If the variable $t$ is transformed by translation such that the sine function in the above equation becomes a cosine and the cosine becomes a sine, then the function $F$ becomes an even function with respect to the new origin and is multiplied by a sine function; therefore, the new integrand is an odd function with respect to the new origin. Since the value of the integral is independent of the placement of the interval of integration, this interval can be centered about the new origin. The result is the
integral of an odd function over an interval centered about the origin: the value of this integral is zero.

It is apparent from the preceding argument that Smirnova has not generalized $n_0$ as she thought she had. Moreover, it is clear that any nonlinear element which is characterized by a function of $x$ only always has a real $n_0$ associated with it. This is true whether Tucker's or Smirnova's definition is considered. A complex $n_0$ is legitimate if the nonlinear element concerned is a function of the time derivatives of $x$ as well as of $x$ itself.\footnote{It is also shown in Chapter III of this study that a complex $n_0$ may arise in problems involving subharmonic, ultraharmonic, and ultratrans-subharmonic response.} An example would be a nonlinear element that exhibited a hysteresis effect. This is the point that Smirnova missed.

The approximate method used by Smirnova to handle the stability problem is an extension of the equivalent linearization method which she and Tucker each use to obtain the approximate periodic solutions, $x_0(t)$. A discussion of the rigorous approach to a stability problem of this nature is given in Appendix A. Contrasted with this rigorous approach, Smirnova's method seems to depend on two implied assumptions. The first is that a variational equation (see Appendix A) based upon $x_0(t)$, the approximate solution, answers the "yes or no" part of the stability question correctly even though the values of the characteristic exponents may be shifted away from those of a variational equation based upon the actual periodic solution. Unless the actual periodic solution is known exactly, this is an assumption which must always be made. The second assumption is that satisfactory estimates for the characteristic exponents of a linear differential equation with periodic coefficients
can be obtained if the periodic coefficients are replaced by constant coefficients equal to their mean values. For example, consider the system,

$$\dot{x} = L x + P(t) x.$$  \hspace{1cm} (1.9)

$L$ is an $n \times n$ constant matrix. $P(t)$ is a periodic matrix with mean value zero; i.e., each element of the matrix has mean value zero. This system has $n$ characteristic exponents associated with it. The second assumption is that each root of the characteristic equation, $\det[L - \lambda I] = 0$, is close to one of the characteristic exponents of Eq. (1.9). Above all, it is assumed that a characteristic root having a given sign for its real part implies the same sign for the real part of the neighboring characteristic exponent.

In order to appreciate the danger attending this assumption, recall the Mathieu equation [9] which is a classic example of this assumption not being justified. Unfortunately, Smirnova's steps in the implementation of these assumptions are not clear.

As has been pointed out previously, Tucker's and Smirnova's methods for finding the approximate periodic solutions are equivalent to the describing function method from control theory. The graphical method of Smirnova is exactly that which would be used if the describing function method were applied to the type of problem she considers. It is only with the stability questions that differences occur.

In addition to Tucker and Smirnova, Adler [5] has investigated a problem which is closely related to the one of interest in this study. The nonlinear system that he considers is not so general as that of Tucker or Smirnova; however, he does attempt to handle responses which are not limited to being periodic. The technique which Adler develops is based upon instantaneous frequency and phase concepts. His basic
result is a differential equation describing the behavior of the instantaneous frequency of oscillation. Adler's method is not related in an obvious manner to those of Smirnova or Tucker. Nevertheless, for very simple systems, similar results should be obtained from all three methods. Adler's method does not supply information regarding the amplitude behavior of the oscillation.

Huntoon and Weiss [6] have expanded Adler's method so that it predicts the behavior of the amplitude of oscillation as well as the frequency. Further, their method is suitable for treating more complicated oscillators than those treated by Adler.

1.2.2 Results from the Theory of Perturbations. As was stated previously, the second group of authors whose work pertains to the present problem is composed of writers who have discussed aspects of the Theory of Perturbations. These authors do not, in contradistinction to the foregoing group, consider directly the physical problem of interest here or even a closely related one. They are concerned with the mathematical tools of perturbation theory. It is just these tools, however, that are used in the creation of the analysis technique presented in this study. It will be shown in detail in Chapter II that the original problem can be restated as a problem which can be treated with the techniques from perturbation theory.

The results given below from the work of these authors are not intended to be a general survey. Only those results which are needed later in this study are selected and presented.

The idea behind perturbation theory is the assumption that as a differential equation is continuously transformed into a neighboring differential equation a periodic solution of the first differential
equation is continuously transformed into a periodic solution of the
second, or neighboring, differential equation. The application of per-
turbation theory can be considered as a process of continuation of a
known periodic solution to an unknown periodic solution.

The type of problem from perturbation theory to be considered
here is as follows. An ordinary differential equation that depends on
a parameter, say $\mu$, is assumed given. Let it have the form,

$$\frac{dx}{dt} = F(t, x, \mu),$$

(1.11)
in which $\frac{dx}{dt}$ and $F(t, x, \mu)$ are $n$ component column matrices. As $x$ appears
in $(t, x, \mu)$, it is an abbreviation for $x_1, x_2, x_3, \ldots, x_n$; where the
$x_1, x_2, \ldots, x_n$ are the components of the $n$-component column matrix
$x$. The column matrix $F(t, x, \mu)$ is periodic in $t$ with period $T$ (not
necessarily a least period) and satisfies continuity and Lipschitz con-
ditions.

It is assumed that a periodic solution $^1$, $p(t)$, with period $T$
(also not necessarily a least period) is known for this differential
equation for some value of $\mu$, say $\mu = 0$. The problem is then to deter-
mine whether or not a solution $p(t, \mu)$ exists for sufficiently small
$|\mu|$ which is continuous in $\mu$, periodic in $t$ with period $T$, and such that
$$\lim_{\mu \to 0} p(t, \mu) = p(t).$$
Further, it is useful to know the conditions under which $p(t, \mu)$ may be expanded in a convergent power series in $\mu$.

An important theorem by Poincare regarding the preceding prob-
lem in perturbation theory is as follows:

Theorem I. If $F$ and $F_x$ are real and continuous in $(t, x, \mu)$ when $(t, x)$
is in some domain $V$ of $(t, x)$ space containing the curve

---

1 Unless stated otherwise, all periodic solutions are nontrivial in this study.
[t, p(t)], and when $|\mu|$ is small, and if the first variation $^1$ of Eq. (1.11) at $\mu = 0$ with respect to the solution $p(t)$ has no solution of period $T$, then for small $|\mu|$ the Eq. (1.11) has a solution $p(t, \mu)$, periodic in $t$ with period $T$, continuous in $(t, \mu)$, and with $p(t, 0) = p(t)$. There is only one such solution for each $\mu$.

$F_x$ is the $n \times n$ matrix made up of $\frac{\partial f_j}{\partial x_k}$ $(j, k = 1, \ldots, n)$ where the $f_j$ are the components of the matrix $F$. Let the condition that the first variation of Eq. (1.11) with respect to $p(t)$ has no solution periodic in $t$ with period $T$ be denoted by $H$.

If the conditions of the above theorem are satisfied, then it is at least justifiable to consider periodic solutions, $p(t, \mu)$, for sufficiently small $|\mu|$. In this case, $p(t, \mu)$ is the continuation of $p(t)$ for $|\mu|$ sufficiently small. Note that this theorem says nothing about the maximum range of $\mu$ over which $p(t, \mu)$ exists.

A complete proof of this theorem is given on page 349 of [10]; however, since this proof follows a line of reasoning which is typical of theorems in perturbation theory, it is outlined here. The solution of Eq. (1.11) which assumes the initial value $p(0) + \alpha$ at $t = 0$ is denoted $\Phi = \Phi(t, \alpha, \mu)$. It follows from the uniqueness of $\Phi$ and the periodicity of $F$ that for this solution to be periodic of period $T$ it is necessary and sufficient that $\Phi(T, \alpha, \mu) = \Phi(0, \alpha, \mu)$ or that $\Phi(T, \alpha, \mu) - p(0) - \alpha = 0$. This last system of equations is an implicit relation between the components of $\alpha$ and $\mu$. For $\mu = 0$, it has a solution $\alpha = 0$. In order to see this, recall that $p(t)$ is a periodic solution for $\mu = 0$ and that $\Phi(T, 0, 0) = p(0)$. If the Jacobian of

---

1 See Appendix A for a discussion of first variations.
this system taken with respect to the components of \( \alpha \) is nonvanishing at \( \mu = 0, \alpha = 0 \), then it follows from the implicit function theorem that the system has a unique solution, \( \alpha = \alpha(\mu) \), in the neighborhood of \( \mu = 0, \alpha = 0 \), and \( \alpha(\mu) \) is continuous in \( \mu \) with \( \alpha(0) = 0 \). The remainder of the proof shows, by some manipulation of the equations involved, that the nonvanishing Jacobian condition is equivalent to the condition that the first variation with respect to \( p(t) \) have no periodic solution with period \( T \). The key idea in this proof is the employment of a periodicity condition in conjunction with the implicit function theorem. Note that the Jacobian which arises from the application of the implicit function theorem depends only upon the known solution \( p(t) \).

Unfortunately, in many important cases the condition \( H \) is not satisfied. A classic example is an autonomous system of differential equations. Such a system would characterize an undisturbed oscillator. Consider the following system of differential equations:

\[
\frac{dx}{dt} = F(x, \mu) \tag{1.12}
\]

The symbols in the above equation are similar to those in Eq. (1.11). The first variation of this equation with respect to a known periodic solution \( p(t) \), where \( p(t) \) is defined as before, is

\[
\frac{dy}{dt} = F_x[p(t), 0] y . \tag{1.13}
\]

It is easily shown that \( dp/dt \) is a periodic solution with period \( T \) of the variational equation, Eq. (1.13). This immediately demonstrates that the condition \( H \) cannot be satisfied by systems of this type; therefore, Theorem I is not applicable to this important class of differential equations.
It is shown on page 352 of [10] that if there exists only one periodic solution of the variational equation, then there exists for \(|\mu|\) small a unique solution \(p(t, \mu)\) of Eq. (1.12) continuous in \(\mu\) and periodic in \(t\) with period \(T_\mu\), where \(T_\mu = T(\mu)\), a continuous function of \(\mu\). It is, on second thought, not surprising that the period of oscillation of an autonomous system should depend on \(\mu\).

Another example of an important system that does not satisfy condition \(H\) is the following:

\[
\frac{dx}{dt} = Lx + \mu F(t, x, \mu). \tag{1.14}
\]

\(L\) is an \(nxn\) constant matrix; \(x, \frac{dx}{dt}\), and \(F\) are \(n\)-component column matrices; the components of \(F\) satisfy the same conditions as the \(F\) in Eq. (1.11); \(x\) in \((t, x, \mu)\) is shorthand for \(x_1, x_2, \ldots, x_n\); and \(\mu\) is a real parameter.

If \(\mu = 0\), then Eq. (1.14) reduces to the linear system,

\[
\frac{dx}{dt} = Lx. \tag{1.15}
\]

It is assumed, as before, that this reduced, or \(\mu = 0\), differential equation has a periodic solution \(p(t)\), with period \(T\). Since the first variation of Eq. (1.14) with respect to \(p(t)\) is the same as Eq. (1.15), \(p(t)\) must also be a periodic solution with period \(T\) of the variational equation. Therefore, the condition \(H\) is not satisfied, and Theorem I does not apply.

Therefore, the difficulty which arises in the consideration of systems which are characterized by Eq. (1.14) is the determination of which solutions, \(p(t)\), if any, can be continued. As before, the word "continued" is intended to mean here the relation between \(p(t)\) and \(p(t, \mu)\).
The problem is that the $\mu = 0$ differential equation is linear; therefore, it has a family of periodic solutions. For example, if $p_1(t)$ and $p_2(t)$ are two linearly independent periodic solutions with period $T$ (not necessarily a least period) of the $\mu = 0$ differential equation, Eq. (1.15), then $\rho_1 p_1(t) + \rho_2 p_2(t)$ ($\rho_1$ and $\rho_2$ arbitrary constants) is also a periodic solution. If the linear differential equation has $k$ linearly-independent periodic solutions with period $T$ (not necessarily a least period), then it is said to have a $k$-parameter family of periodic solutions. It should not be surprising that in most cases only selected members of this $k$-parameter family of solutions may be continued for $\mu \neq 0$. The linear system, Eq. (1.15), is the limit, as $\mu \to 0$, of a nonlinear system, Eq. (1.14). The limit cycles associated with each $p(t, \mu)$ are expected to approach limit cycles of the $\mu = 0$ differential equation as $\mu \to 0$. It is not usually the case for nonlinear, $\mu \neq 0$ differential equations that these limit cycles of the $\mu = 0$ differential equation which are approached will comprise the entire $k$-parameter family of solutions; however, such a situation is not impossible.

Systems of the type discussed in the preceding two paragraphs are a form of degenerate system. The order of their degeneracy is said to be equal to the number, $k$, of linearly independent solutions with period $T$ of the variational equation. For a general discussion of degenerate systems see [11], [12], [13], and [14]. The particular degenerate problem of interest in this study, i.e., Eq. (1.14), has been treated by Coddington and Levinson [10]. They present a method for selecting the members of the $k$-parameter family of periodic solutions of the $\mu = 0$ differential equation which can be continued. Further, they show that if a certain Jacobian is nonvanishing, then the existence and uniqueness of the continuations, $p(t, \mu)$, are guaranteed for $\mu$ suffi-
ciently small. The essential features of the Coddington and Levinson method are, as in the proof of Theorem I, the utilization of a periodicity condition to obtain an implicit relation between the initial conditions and \( \mu \) and the application of the implicit function theorem.

Coddington and Levinson show also that if \( F \) is analytic in \( x \) and \( \mu \), then the desired periodic solution, \( p(t, \mu) \), can be obtained recursively as a power series in \( \mu \).

Lewis [15] has considered a problem which includes the problem considered by Coddington and Levinson. The important difference between Lewis's results and those of Coddington and Levinson is that Lewis is able to estimate a range of \( \mu \) over which the solution can be continued, whereas Coddington and Levinson develop a solution for which the existence and uniqueness is guaranteed only for \( |\mu| \) sufficiently small. Unfortunately, Lewis's method depends upon making an a priori estimate of the maximum value of \( x \) to be expected. This is a disadvantage, because the guaranteed range of \( \mu \) may depend on this initial estimate.

Moulton [16] has considered another problem in perturbation theory which pertains to the stability of the periodic responses of the nonlinear feedback systems considered in this study. The problem considered by Moulton is the finding of the solutions and characteristic exponents of a system of \( n \) first-order linear differential equations that have coefficients periodic in \( t \) with period \( T \) and analytic in \( \mu \) for \( 0 \leq \mu < \mu_0 \). The importance of this problem to the present study is discussed in Section 4 of this chapter.

1.3 An Outline of the Development of the Technique Developed for Determining Periodic Responses

The development of the method for determining the periodic responses of a class of nonlinear feedback systems to periodic forcing func-
tions proceeds in three steps. Each of these steps is accomplished in one of the three following chapters.

The first, and crucial, step is a restatement of the differential equation which characterizes the nonlinear feedback system under the influence of a periodic forcing function. This restatement results in a new differential equation amenable to treatment by the techniques of perturbation theory. This step is accomplished in Chapter II of this study. The restatement has two parts: (1) a regrouping of the terms of the original differential equation, and (2) the introduction of a parameter \( \mu \).

If, after restatement, \( \mu \) is set equal to zero, a linear system with constant coefficients is obtained which has two linearly-independent periodic solutions of period \( T \) (not necessarily a least period) and, as before, \( T = qT_e \). If, also after restatement, \( \mu \) is set equal to one, the original differential equation is obtained. The regrouping is accomplished by dividing the original differential equation into two sections. The first section contains all those terms which comprise the "\( \mu = 0 \)" linear differential equation. The second section contains those terms which make up the difference between the original differential equation and the "\( \mu = 0 \)" linear differential equation. This latter section contains all the nonlinear terms. The parameter \( \mu \) is introduced as a multiplying factor for this second section.

The above restatement of the original differential equation can be thought of as an imbedding of the original differential equation into a family of differential equations. A separate member of this family corresponds to each value of \( \mu \). The member of this family that corresponds to \( \mu = 1 \) is the original differential equation. The member which corresponds to \( \mu = 0 \) is the aforementioned linear differential equation.
with constant coefficients. Recalling the discussion in Section 2 of this chapter, it can be seen that this $\mu$-dependent family of differential equations is related to the type of problem treated by Coddington and Levinson. The "$\mu = 0$" differential equation has a known two-parameter family of periodic solutions with period $T$ (not necessarily a least period). The group of terms multiplied by $\mu$ is either independent of $t$ or periodic in $t$ with period $T_e$ ($T = qT_e$). The group is independent of $t$ if the forcing function, $e(t)$, is not a part of it. If the forcing function is a part of it, then the group is explicitly and periodically dependent on $t$. The period is, of course, $T_e$. Concomitantly, the "$\mu = 0$" linear differential equation is homogeneous if $e(t)$ is multiplied by $\mu$, and inhomogeneous if it is not. The existence of the possibility of these two locations for $e(t)$ motivates the use of two canonical forms in the restatement of the original differential equation.

The choice between these two canonical forms for a given problem depends upon the frequency spectrum associated with $e(t)$. If this spectrum contains a term of the same frequency as that of the periodic solution, $p(t)$, for the "$\mu = 0$" linear differential equation, then the canonical form is chosen in which the forcing function is multiplied by $\mu$. The reason for such a choice is simply to avoid the resonance response that would occur in such a inhomogeneous system, i.e., $t \sin t$. This type of response would destroy the periodicity of the solutions of the "$\mu = 0$" differential equation. The reason for choosing the other canonical form is more subtle, because it is related to the satisfaction of the nonvanishing Jacobian condition. The choice of canonical forms is discussed in Chapter III.

In addition to the above restatement, a transformation of variables is carried out in Chapter II. The transformation used is similar
to that employed in the variation-of-constants technique. The result is
the transformation of an nth-order differential equation obtained after
restatement into a system of n first-order differential equations of the
following form:
\[
\begin{align*}
\dot{r}_1 &= \mu f_1 (r_1, r_2, \ldots, r_n, t) \\
\dot{r}_2 &= \mu f_2 (r_1, r_2, \ldots, r_n, t) \\
&\quad \ldots \\
\dot{r}_n &= \mu f_n (r_1, r_2, \ldots, r_n, t)
\end{align*}
\] (1.16)

The form of the solution to the original, untransformed differential
equation with initial conditions \( I \) \((I \mapsto I_1, I_2, \ldots, I_n)\) is denoted,

\[ x = \varphi(t, I, \mu), \]

and the corresponding solutions of Eq. (1.16) are denoted,

\[ r_j = \rho_j(t, A, \mu), \quad (j = 1, 2, \ldots, n), \]

where

\[ \varphi(t, I, \mu) = \rho_1(t, A, \mu) e^{\lambda_1 t} + \rho_2(t, A, \mu) e^{\lambda_2 t} + \ldots + \rho_n(t, A, \mu) e^{\lambda_n t}, \quad (1.17) \]

and \( A \mapsto (a_1, a_2, \ldots, a_n) \) is the transformation of \( I \) and the \( \lambda \)'s are the
characteristic roots associated with the \( ^\mu = 0 \) linear differential equa-
tion. This form of the solution is shown later to have a corresponding
generating solution or first approximation of the form,

\[ p(t) = c_{10} e^{j\omega t} + c_{10}^* e^{-j\omega t}, \quad (1.18) \]

where \( c_{10} \) is a constant (\( c_{10}^* \) is the complex conjugate of \( c_{10} \)) and (\( r_1 = \)
\( c_{10}, r_2 = c_{10}^*, r_3 = 0, \ldots, r_n = 0 \)) is a solution of Eq. (1.16) at \( \mu = 0. \)
This complex form for the generating solution is to be compared with that of van der Pol, \( p(t) = b_1 \cos \omega_s t + b_2 \sin \omega_s t \), and that of Kryloff and Bogoliuboff, \( p(t) = A \cos (\omega_s t + \Theta) \).

In Chapter III, the method of Coddington and Levinson is adapted so that it can be applied to Eq. (1.16). The results of this chapter are the development of a graphical technique for the finding of the generating solutions (i.e., \( c_{10} \)) and determining whether the Jacobian condition is satisfied or not.

In Chapter IV, a recursion technique is presented for obtaining \( \rho_j[t, A(\mu), \mu] = c_j(t, \mu)'s \) \([A(\mu)]\) are those initial conditions which correspond to the selected solutions of Eq. (1.16)] which correspond to periodic solutions, \( p(t, \mu) \), of the untransformed, \( \mu \)-dependent family of differential equations as a power series in \( \mu \); i.e.,

\[
c_j(t, \mu) = \sum_{k=0}^{\infty} c_{jk}(t) \mu^k \quad (j = 1, 2, ..., n) \quad (1.19)
\]

The actual periodic solution is obtained by substituting the above expression into Eq. (1.16). As part of this recursion technique, additional functions and relations are designated which are similar in nature to the describing function. It is, in fact, shown that the member of this group associated with the determination of the \( c_{j0}(t) \)'s, the generating solutions, is just the ordinary describing function. Table 1.1 lists, defines, and relates some of the more important differential equation solutions and variables that appear in this study.

1.4 An Outline of the Technique Developed for Handling the Stability Question

The general approach to the question of asymptotic stability for a periodic solution of a nonlinear differential equation is presented
TABLE 1.1

All elements of the left-hand column refer to the variable $x$, and all elements in the right-hand column refer to the $r_j$ variables: both columns are related by the coordinate transformations which relate the $r_j$'s to $x$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>Dependent variable in Eq. (1.1), and input to the nonlinear element (also, used as a column matrix in other parts of this study)</th>
<th>$[r_j]$ $(j = 1, 2, \ldots, n)$</th>
<th>An $n$-component column matrix which results from a transformation of $x$ and its derivatives. Dependent variables in both canonical forms.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varphi_p(t, I)$</td>
<td>Periodic solutions of the $\mu = 0$ diff. eq. with period $T$ and initial conditions $I$. Includes all such solutions for the $\mu = 0$ diff. eq.</td>
<td>$[\rho_j]$ $(j = 1, 2, \ldots, n)$</td>
<td>Solution of the canonical form at $\mu = 0$ corresponding to $\varphi_p(t, I)$</td>
</tr>
<tr>
<td>$p(t)$</td>
<td>Continuable $\varphi_p(t, I)$; i.e., $p(t) = \varphi_p(t, I(0)) = \varphi(t, 0)$, Generating solutions</td>
<td>$[c_{j,0}]$ $(j = 1, 2, \ldots, n)$</td>
<td>Solution of canonical form corresponding to $p(t)$</td>
</tr>
<tr>
<td>$\varphi(t, I, \mu)$</td>
<td>Solution of the $\mu$-dependent family of differential eq's. with initial conditions $I$.</td>
<td>$[\rho_j(t, A, \mu)]$ $(j = 1, \ldots, n)$</td>
<td>Solution of canonical form with initial conditions $I$, $A$ is the transformation</td>
</tr>
<tr>
<td>$p(t, \mu)$</td>
<td>Continuable periodic solutions of the $\mu$-dependent family of diff. eq's., $p(t, 0) = p(t)$ and $p(t, \mu) = \varphi(t, I(\mu), \mu)$</td>
<td>$[c_j(t, \mu)]$ $j = 1, \ldots, n$</td>
<td>Solutions of canonical form corresponding to $p(t, \mu)$, $c_j(t, 0) = c_{j,0}$; and $c_j(t, \mu)$, $\rho_j(t, A(\mu), \mu)$</td>
</tr>
<tr>
<td>$I$</td>
<td>Arbitrary initial conditions</td>
<td>$A$</td>
<td>Arbitrary initial conditions</td>
</tr>
<tr>
<td>$I(\mu)$</td>
<td>Initial conditions for $p(t, \mu)$</td>
<td>$A(\mu)$</td>
<td>$c_j(t, \mu)$</td>
</tr>
<tr>
<td>$\Phi(t)$</td>
<td>Desired periodic solutions of original differential eq., Eq. (1.1). It is assumed that $\Phi(t) = p(t, 1)$</td>
<td>$[\Delta_j(t)]$ $(j = 1, \ldots, n)$</td>
<td>Transformation of $\Phi(t)$ It is assumed that $\Delta_j(t) = c_j(t, 1)$ $(j = 1, 2, \ldots, n)$</td>
</tr>
</tbody>
</table>
in Appendix A. This approach leads immediately to a so-called first vari-
ation of the differential equation with respect to the periodic solution or, more concisely, the variational equation. This variational equation is, as has been mentioned before, a linear differential equation with periodic coefficients. The common period of these periodic coefficients is the same as that of the periodic solution for which the stability is being tested. According to Floquet [17], the preceding linear system has solutions made up of combinations of functions of the form $e^{\alpha t} u(t)$, where $u(t)$ is a periodic function with a period equal to that of the coefficients, and $\alpha$ is a constant. The $\alpha$ is referred to as a characteristic exponent, and there are $n$ of them associated with an $n$th-order variational equation. These characteristic exponents are comparable in nature with the characteristic roots associated with a linear differential equation with constant coefficients.

If all the characteristic exponents have negative real parts, then the periodic solution of the nonlinear differential equation is asymptotically stable (see Appendix A). Unfortunately, it is usually difficult and laborious to determine these characteristic exponents. One approximate method is to replace the periodic coefficients in the linear differential equation by their mean values and treat the linear system as if it had constant coefficients. Markus [18] has shown that in certain cases this method gives satisfactory results. In more general problems, methods from perturbation theory, quite similar to those utilized here to develop recursively the periodic solution of the nonlinear differential equation itself, have been applied.

However, in the present situation there exists the added difficulty that the solution about which the stability question is being asked
is known only approximately. This lack of knowledge causes difficulty because the periodic coefficients of the variational equation are functions of this solution; therefore, so are the characteristic exponents. This means that if the solution is known only approximately, then the "true variational equation" is known only approximately. In such a case, even if this "approximate variational equation" were solved exactly, there would still be some question about the stability. It is, therefore, clear that something more must be done than just finding a method for determining the characteristic exponents of a linear differential equation with periodic coefficients.

The key to this problem is supplied by some of the work of Moulton in celestial mechanics [16]. The type of equation considered by Moulton is a linear differential equation that has coefficients dependent on a parameter $\mu$ as well as being periodic in $t$. The form of this type of problem is,

$$\dot{y} = P(t, \mu)y \quad \left( \dot{y} = \frac{dy}{dt} \right), \quad (1.20)$$

where $\dot{y}$ and $y$ are $n$-component column matrices, and $P(t, \mu)$ is an $n \times n$ matrix analytic in $\mu$ for $0 \leq \mu < \mu_0$ and periodic in $t$ with period $T$. $P(t, 0)$ is a constant matrix. The general solution for this differential equation is of the form,

$$y(t, I, \mu) = D(t, \mu)e^{tR(\mu)}I. \quad (1.21)$$

$D(t, \mu)$ is an $n \times n$ matrix analytic in $\mu$ for some finite $\mu$ interval and periodic in $t$ with period $T$. $R(\mu)$ is an $n \times n$ matrix analytic for $\mu$ in some finite $\mu$ interval. $I$ is an $n$-component column matrix of initial values. The $n$ characteristic exponents of Eq. (1.20) are denoted $\alpha_i(\mu)$ ($i = 1, 2, \ldots, n$) and are solutions of the equation,
\[ \det \left[ R(\mu) - \alpha \mathbf{E} \right] = 0, \]  
\hspace{1cm} \text{(1.22)}

where \( \mathbf{E} \) is the identity matrix.

The basic idea behind Moulton's approach to the problem of determining the \( \alpha_i(\mu) \) is the recognition that there exist \( n \) linearly independent choices for the initial value vector, \( \mathbf{I} \), such that the solution associated with each of these choices is of the form,

\[ y(t, \mathbf{I}_i(\mu), \mu) = \epsilon_i^{\alpha_i(\mu)t} U_i(t, \mu), \]  
\hspace{1cm} \text{(1.23)}

where \( \mathbf{I}_i(\mu) \) is the \( i \)th choice of initial condition vector \( \mathbf{I} \), and \( U_i(t, \mu) \) is an \( n \)-component periodic column matrix with period \( T \). \( \epsilon_i^{\alpha_i(\mu)t} \) is a scalar multiplier. A different characteristic exponent, \( \alpha_i \), appears in this multiplier for each choice of an initial value vector from the above-mentioned linearly independent group. The immediate consequence of this selection of initial conditions is that a complete set of linearly independent solutions to Eq. (1.20) is obtained, each member of which contains one and only one characteristic exponent.

At this point Moulton introduces \( n \) linear time-dependent transformations of the form,

\[ y = \epsilon_i^{\alpha_i t} \mathbf{U} \]  
\hspace{1cm} \text{(1.24)}

After substituting Eq. (1.24) into Eq. (1.20), the following linear differential equation for \( \mathbf{U} \) is obtained:

\[ \dot{\mathbf{U}} = \left[ -\alpha_i \mathbf{E} + \mathbf{P}(t, \mu) \right] \mathbf{U}, \]  
\hspace{1cm} \text{(1.25)}

where \( \mathbf{E} \) is the identity matrix. The characteristic exponent that appears in this equation is as yet unknown. It is known that one solution of the above differential equation is periodic in \( t \) with period \( T \). This follows
from the discussion regarding Eq. (1.23). It also follows from the same
discussion that the periodic solution is $U_1(t)$. All this assumes, of
course, that the proper value of $\alpha_1$ has somehow been determined and been
substituted into Eq. (1.25).

The technique which is presented by Moulton for treating Eq.
(1.25) is a recursion procedure somewhat similar to that used in Chapter
IV to determine the periodic solutions of the nonlinear differential
equation characterizing the nonlinear feedback system. The significant
difference is that in addition to developing the periodic solution as a
power series in $\mu$ the characteristic exponent $\alpha_1(\mu)$ is also developed as
a power series in $\mu$.

The above method is modified and applied in Chapter V so that
it constitutes a technique with which the stability question can be
answered.
CHAPTER II
DEVELOPMENT OF CANONICAL FORMS

2.1 Introduction

The purpose of this chapter is the development of two canonical forms for the restatement of the original differential equation, Eq. (1.1), as a problem amenable to treatment by perturbation techniques. Assuming that the desired periodic solutions, \( \Phi(t) \), of Eq. (1.1) are dominated by terms of frequency \( \frac{\omega_s}{2\pi} \), the first canonical form is intended for those systems in which the forcing function, \( e(t) \), contains a term of frequency \( \frac{\omega_s}{2\pi} \), and the second canonical form is intended for those systems in which \( e(t) \) does not contain a term of frequency \( \frac{\omega_s}{2\pi} \).

A discussion of certain aspects of perturbation theory which is meant as a background for the actual development of the canonical forms is given in the next two sections of this chapter. The first of these two sections deals with what is called in this study the "normal perturbation problem;" the second deals with what is called in this study the "inverse perturbation problem." As these names imply, some type of inverse relation exists between these two problems. As is demonstrated in the next sections, this inverse relation arises from the fact that the "normal perturbation problem" is essentially an analytic problem, whereas the "inverse perturbation problem" is essentially a synthetic problem.

The actual development of the two canonical forms is carried out in the last two sections of this chapter.

2.2 Normal Perturbation Problem

Although, so far as application of perturbation techniques to physical problems is concerned, the "normal perturbation problem" is the
second stage and the "inverse perturbation problem" is the first, these
two "problems" are discussed here in reverse order of appearance because
a prior understanding of the "normal perturbation problem" facilitates
comprehension of the "inverse perturbation problem." The word "normal"
has been used in the title of the "normal perturbation problem" merely
because it is "normally" the problem considered in the mathematical
literature. Conversely, the "inverse perturbation problem" is usually
given scant attention, if treated at all. In fact, the motivation for
making a definite distinction between these two "problems" is the desire
to emphasize their existence and their fundamentally different character,
i.e., analysis versus synthesis.

At the outset of a "normal perturbation problem," a \( \mu \)-dependent
(\( \mu \) a parameter) family of differential equations is given. One member of
this family, say the "\( \mu = 0 \)" member, is assumed to have one or more known
periodic solutions. Presumably, other members of this family also have
periodic solutions, and it is reasonable to suspect that members of this
family which are neighbors of one another may have, in some sense, neigh-
boring periodic solutions. In particular, members neighboring the "\( \mu = 0 \)"
differential equation may have periodic solutions which neighbor, in
some sense, certain known periodic solutions of the "\( \mu = 0 \)" differential
equation. However, it is easy to construct counterexamples which demon-
strate that this suspicion is not always justified; i.e., \( \dot{x} + \mu \dot{x} + x = 0 \)
has a periodic solution for only \( \mu = 0 \). On the other hand, there do
exist \( \mu \)-dependent families of differential equations that do possess solu-
tions periodic in \( t \) and continuous in \( \mu \) over some \( \mu \) interval. This
type of periodic solution for the \( \mu \)-dependent family of differential
equations is referred to in this study as "continuable." The "normal per-
turbation problem" is to discover the existence of and determine
expressions for continuable periodic solutions which approach distinct periodic solutions of the "\( \mu = 0 \)" differential equation as \( \mu \to 0 \). An example of such a continuable periodic solution for a time-dependent system is shown in Fig. 2.1. Note that this figure is not the usual phase-space representation of the solution trajectories of a differential equation. It merely portrays the functional relation between \( x, \frac{dx}{dt}, \) and \( \mu \) for one continuable periodic solution, and it does not portray the more general or aperiodic behavior as would be the case in the usual phase-space representation. Also, the disappearance of periodic solutions for \( \mu > 3 \) should not be considered the only manner in which a solution can fail to be continuable.

It can now be seen that the "normal perturbation problem" actually consists of three problems. The first of these is the problem of determining which, if any, of the known periodic solution of the "\( \mu = 0 \)" differential equation can be continued away from \( \mu = 0 \). These periodic solutions are referred to in this study as generating solutions and can be considered as first approximations to the continued periodic solutions for values of \( \mu \) other than zero.

The second of these three problems is to determine the composition of these solutions for \( \mu \neq 0 \). This is usually accomplished by a recursion procedure which develops the solution as a power series in \( \mu \).

The third problem is to determine the \( \mu \) intervals over which the periodic solutions can be continued. Whereas the two preceding difficulties can be handled more or less easily, this last problem still awaits complete solution. In this study a Jacobian existence condition is developed which guarantees the \( \mu \) interval for \( |\mu| \) sufficiently small. As was mentioned in Chapter I, Lewis [15] has published results regarding this
FIG. 2.1 EXAMPLE OF A CONTINUABLE PERIODIC SOLUTION
problem.

A convenient method for graphically presenting the information regarding allowable $\mu$ intervals is shown in Fig. 2.2. Each horizontal line in this figure is associated with a particular periodic solution and has a projection on the $\mu$-axis which corresponds to the $\mu$ interval over which the solution in question can be continued. For example, solution number 1 can be continued over an interval including $\mu = 0$ and $\mu = \mu_1$. Solution number 2 can be continued away from $\mu = 0$, but not all

![Graphical Representation of Allowable $\mu$ Intervals](image)

**FIG. 2.2** GRAPHICAL REPRESENTATION OF THE ALLOWABLE $\mu$ INTERVALS FOR A "NORMAL PERTURBATION PROBLEM"

the way to $\mu_1$. Solution number 3 cannot be continued at all. Of these three examples, numbers 1 and 2 would satisfy the aforementioned Jacobian condition at $\mu = 0$, and solution number 3 would not. It is assumed here that the periodic solutions are denumerable, but if they are not, the
insight gained with this figure is still valid.

Finally it can be seen, from the above statement, that the "normal perturbation problem" is the analysis of (i.e., the finding of the periodic solutions of) a **given** differential equation.

### 2.3 Inverse Perturbation Problem

In this case a differential equation is also given at the outset of the problem, but it does not depend upon the parameter \( \mu \). It is desired to find the periodic solutions of this original differential equation with the aid of perturbation techniques, and in order to do this the original differential equation must be imbedded into some "normal perturbation problem." The selection or synthesis of this "normal perturbation problem" constitutes the "inverse perturbation problem."

This selection can be divided into two separate parts: (1) the selection of a "\( \mu = 0 \)" differential equation, and (2) the selection of a \( \mu \)-dependent family of differential equations which contains both the "\( \mu = 0 \)" and the original differential equations as members.

It is, of course, not to be expected that every imbedding will be a satisfactory solution to the "inverse perturbation problem." To begin with, there is the unsolved problem of allowable \( \mu \) intervals. The sizes of the various intervals depend on the selections of both the "\( \mu = 0 \)" differential equation and the \( \mu \)-dependent family of differential equations.

A diagram, similar to Fig. 2.2, which presents a possible configuration for the continuable periodic solutions of some \( \mu \)-dependent family of differential equations is shown in Fig. 2.3. In this figure \( \mu = \mu_1 \) is assumed to correspond to the original differential equation. Solution number 1 is an example of the desired type of continuable solution. Its
allowable $\mu$ interval includes both $\mu = 0$ and $\mu = \mu_1$. Considering it from left to right, the continuable periodic solution of the "$\mu = 0$" differential equation, which satisfies the Jacobian condition, can be thought of as predicting a periodic solution of the "$\mu = \mu_1$" or original differential equation. The word "predicting" is used here to emphasize the danger which exists as long as no actual guarantee of the $\mu$ intervals is employed. For instance, solution number 2 satisfies the Jacobian condition, but predicts a non-existent periodic solution of the "$\mu = \mu_1$" differential equation. Viewing solution number 1 from right to left, it can be seen that a periodic solution exists at $\mu = \mu_1$ which is predicted by a periodic solution at $\mu = 0$. Solutions numbers 4 and 5 exist at $\mu = \mu_1$, but are not predicted by periodic solutions at $\mu = 0$. Solution number 6 is continuable over a satisfactory $\mu$ interval except at one point, "a". This point could be the transition between stable and unstable periodic solutions. Solution number 7 does
not exist at either $\mu = 0$ or $\mu = \mu_1$; therefore, it would have small im-
portance as far as the original differential equation is concerned.

It is now apparent that the relation, in the above context, be-
tween the "$\mu = 0" and the original differential equations is a completely
mutual relation; i.e., either of these equations may be viewed as a per-
turbed differential equation whose periodic solutions are continued until,
assuming continuability, they become periodic solutions of the other. The
only difference between them is that one happens to have periodic solu-
tions which are relatively easy to find.

As was previously mentioned, the $\mu$-interval problem is only
partially solved in this study, and a Jacobian existence condition is re-
lied upon; i.e., every periodic solution of either the "$\mu = 0" or the
"$\mu = \mu_1$" differential equations is assumed to be part of continuable peri-
odic solution similar to solution number 1 in Fig. 2.3.

Now along with those factors which relate to the $\mu$-interval prob-
lem, there are several desirable characteristics which the selected "$\mu = 0" 
differential equation should exhibit. Naturally, it should possess periodic
solutions; however, this is not enough. Unless these solutions are easily
found, there is little point in introducing perturbation techniques. Some
of these periodic solutions should satisfy sufficient conditions for their
being continuable away from $\mu = 0$, and the ascertaining of whether or not
these conditions are satisfied should not be too laborious. These continu-
able periodic solutions are, of course, the generating solutions. Finally,
these generating solutions should be good approximations to the correspond-
ing periodic solutions of the original differential equation.

With the above desired characteristics as a background, consider
the possible choices for a "$\mu = 0" differential equation. Nonlinear
differential equations can be immediately ruled out simply because their periodic solutions are not usually easy to find. The fact that nonlinear differential equations exist which have easily determined periodic solutions does not help a great deal. The main interest of this study is the creation of an analytic tool which can be used upon a wide range of nonlinear feedback systems. Therefore, the "μ = 0" differential equation must be drawn from a class of differential equations, any member of which would be a satisfactory "μ = 0" differential equation. The class of nonlinear differential equations is notoriously not such a class. However, it does seem possible that certain subclasses of nonlinear equations might be constructed—perhaps all nth-order differential equations with \( x_j(t) = a_j \cos(\omega t + \phi_j) \) as solutions—but this is outside the scope of this study.

The range of possible choices for the "μ = 0" differential equation is, therefore, rather quickly reduced to the class of linear differential equations. Linear differential equations with time-dependent coefficients are eliminated just as quickly using roughly the same argument. Consequently, the "μ = 0" differential equation becomes restricted to the class of linear differential equations with constant coefficients. The problem, then, becomes one of determining which linear differential equation with constant coefficients is satisfactory for a given original differential equation. Needless to say, as in any synthesis problem, there is no single answer.

The first decision to be made is whether to choose a homogeneous or an inhomogeneous differential equation. Some of the statements which follow regarding this decision are necessarily somewhat vague. Their clarification occurs in Chapter III, where the details of finding the generating
solutions are developed, especially the details of the Jacobian condition.

It is shown in Chapter III that an inhomogeneous "μ = 0" differential equation has continuable periodic solutions in cases where a related homogeneous equation would not have them; i.e., in the latter situation the Jacobian is not satisfied. Obviously, in such cases the inhomogeneous differential equation should be chosen. On the other hand, if the forcing function of the inhomogeneous equation contains a term equal in frequency to a natural mode of undamped oscillation for the reduced homogeneous equation, a resonant response of the form, t \sin \omega t, results which implies that the "μ = 0" differential equation cannot have periodic solutions.

There are other, less important, differences between homogeneous and inhomogeneous "μ = 0" differential equations. For instance, a given-order inhomogeneous differential equation can have more involved generating solutions, whereas an nth-order homogeneous equation is limited to generating solutions which contain, at most, $\frac{n}{2}$ different frequencies. This could be important in relation to the first approximation problem. Differences of similar importance between homogeneous and inhomogeneous "μ = 0" differential equations will become apparent in the course of this study.

Whether the selected equation is homogeneous or inhomogeneous, the problem of choosing the location of the characteristic roots exists. Those characteristic roots whose associated characteristic solutions are periodic have, of course, real parts equal to zero. Further, since the only solutions of interest in this study are those that are periodic with a period $T (T = qT_e)$, periodic characteristic solutions which form part of a generating solution must have period $T$ (not necessarily a least period). Add to this latter consideration the assumption that the periodic solution
of the original differential equation is dominated by a term of frequency \( \frac{\omega_s}{2\pi} \), and the first choice for the location of the characteristic roots becomes \( \pm j\omega_s \) and the remaining \( (n-2) \) with nonzero real parts. For a homogeneous "\( \mu = 0 \)" differential equation of this type, the generating solution would be

\[
p(t) = c_{10} e^{j\omega_s t} + c_{10}^* e^{-j\omega_s t}.
\]

Assuming that the order of the "\( \mu = 0 \)" differential equation were four or higher, this approach could be carried another step, and two characteristic roots could be placed at, for example, \( \pm j3\omega_s \) (i.e., some harmonic suspected of contributing a significant term to the solution) in addition to those at \( \pm j\omega_s \). Presumably, this would lead to a generating solution which was a better first approximation, but, because the coefficients of \( e^{j3\omega_s t} \) and \( e^{-j3\omega_s t} \) as well as \( c_{10} \) and \( c_{10}^* \) would have to be determined, it would also lead to a generating solution whose determination was more laborious. This procedure could be continued until all the characteristic roots were at various, separate, integer multiples of \( \frac{2\pi}{T} \). If singular perturbations [19] were allowed, a "\( \mu = 0 \)" differential equation of higher order than the original differential equation could be used; therefore, a generating solution of arbitrary complexity could be considered. However, at this point the determination of the generating solution becomes as formidable as the determination of the periodic solution of the original differential equation.

After the "\( \mu = 0 \)" differential equation has been chosen, a \( \mu \)-dependent family of differential equations must be selected. Clearly,

\[1 \] Recall that \( \omega_s = \frac{2\pi}{T_s} \) and that \( T_s = (\frac{Q}{P})T_e \) where \( \frac{Q}{P} \) is a rational number.
there are an infinite number of these families which contain both the "\( \mu = 0 \)" and original differential equation. The somewhat arbitrary choice made in this study was one of the simplest: the difference between the original and "\( \mu = 0 \)" differential equations was multiplied by \( \mu \) and added to the "\( \mu = 0 \)" differential equation. Therefore, the original differential equation corresponds to the "\( \mu = 1 \)" member. The implications of other choices for the \( \mu \)-dependent family have not been investigated by the author.

Note that in the above discussion the method for choosing \( T_s \) is not actually given. The reason for this is that there does not exist a straightforward \textit{a priori} procedure for ascertaining \( T_s \). The usual procedure employed is simply to make an intuitive guess. In relatively simple nonlinear systems this guess is usually satisfactory.

2.4 First Canonical Form

With the preceding three sections as a foundation, it is now possible to appreciate the steps taken in the following development of the first canonical form. This canonical form can be considered a partial solution of the particular "inverse perturbation problem" associated with the nonlinear feedback system characterized by Eq. (1.1). The part of this "inverse perturbation problem" solved in this section is the selection of a "\( \mu = 0 \)" differential equation and a \( \mu \)-dependent family of differential equations. The part left unsolved is the determination of the allowable ranges for \( \mu \).

Equation (1.1) is repeated below.

\[
A(z)x - B(z)[F(x) + e(t)] = 0 \quad (1.1)
\]
The symbols in this equation are defined on pages 4 and 5 of Chapter I.

It can be seen from the discussion in the preceding sections of this chapter that the first move in the solution of this "inverse perturbation problem" is the selection of a "μ = 0" differential equation. As was previously stated, the type of "μ = 0" differential equation selected in this study for the first canonical form is a homogeneous linear differential equation with constant coefficients. However, the selection of a satisfactory "μ = 0" differential equation from this class of differential equations is not straightforward. This is especially true when Eq. (1.1) is of large order (i.e., n large). Even assuming that two of the n characteristic roots of such a "μ = 0" differential equation are known (e.g., λ₁ = +jωₕ and λ₂ = -jωₕ), the selection is still complicated by the existence of a seemingly-infinite number of possibilities for the location of the other (n-2) characteristic roots, and, in the sense that there is an infinite number of linear differential equations with constant coefficients "close to" the original or "μ = 1" differential equation, an infinite number of these possible "μ = 0" differential equations is satisfactory.

Moreover, there exists another consideration which affects the selection of the "μ = 0" differential equation for both the first and second canonical forms. In addition to having a "μ = 0" differential equation that satisfies all the requirements connected with the perturbation problem, it is desirable for the selection of a "μ = 0" differential equation to result in recognizable and tractable functions appearing in the later stages of the analysis. For instance, it is obviously desirable for any selection of a "μ = 0" differential equation to keep the functions A(z), B(z), F(x), and e(t) somehow intact and recognizable.
as building blocks.

It is this last consideration, together with the considerations discussed in the previous sections, which motivates the particular choice of the first canonical form which follows. The main idea behind this choice is the development of a formal procedure for selecting suitable locations for all the characteristic roots associated with the \( \mu = 0 \) differential equation.

As a first step in this procedure for the first canonical form, introduce a real constant, \( N \), into Eq. (1.1). This constant, \( N \), serves in the formation of a linear approximation for \( F(x) \): \( Nx \approx F(x) \). It is not, however, equivalent to a describing function which appears later and is denoted \( n_0 \). The following differential equation is obtained from Eq. (1.1) by adding the quantity, \(-B(z)Nx\), to both sides of the equation and rearranging some terms.

\[
A(z)x - B(z)Nx = B(z)[F(x) - Nx] + B(z)e(t) \quad (2.4)
\]

Now consider the linear differential equation with constant coefficients which is obtained if the left side of Eq. (2.4) is equated to zero,

\[
A(z)x - B(z)Nx = 0. \quad (2.5)
\]

The characteristic roots of the above differential equation are a function of the real constant, \( N \). It is assumed that for one or more values of \( N \), two characteristic roots are purely imaginary and the complex conjugates of one another. Let these values of \( N \) be designated \( N_j \); denote the corresponding pair of imaginary characteristic roots by \( \pm j\omega_{N_j} \). Thus,
the differential equation,

\[ A(z)x - B(z)N^j_jx = 0, \quad (2.6) \]

has \( \pm j \omega^N_j \) as two of its characteristic roots. The other \((n-2)\) characteristic roots are assumed to have nonzero real parts and to be distinct. Therefore, Eq. (2.6) has the following periodic solution:

\[ x(t) = c^0_{10} e^{j \omega^N_j t} + c^0_{10}^* e^{-j \omega^N_j t}. \quad (2.7) \]

(Since throughout this study only real solutions are of interest, complex conjugate coefficients, \( c^0_{10} \) and \( c^0_{10}^* \), are used.) Equation (2.6) has, therefore, some of the features desired for a "\( \mu = 0 \)" differential equation. However, the angular frequency, \( \omega^N_j \), of the periodic solution Eq. (2.7) does not necessarily have the proper relation to \( \omega_e \), the fundamental angular frequency of the forcing function. Recall that it was desired that the least period of the periodic solutions of "\( \mu = 0 \)" differential equation be related to the least period of the forcing function by a rational factor; i.e., \( T_s = \frac{3}{p} T_e \). Therefore, the characteristic roots, \( \pm j \omega^N_j \), must be shifted somehow to \( \pm j \omega_s \).

The shift of these characteristic roots is accomplished by subtracting selected terms from Eq. (2.6) so that if the characteristic roots of the equation were located at \( \lambda_1, \lambda_2, \ldots, \lambda_n \), then the characteristic roots of the resulting differential equation would be located at \( \lambda_1 = \beta \lambda_1, \lambda_2 = \beta \lambda_2, \ldots, \lambda_n = \beta \lambda_n \) (\( \beta \) is a real constant). In particular, \( \lambda_1 = j \omega_s \) and \( \lambda_2 = -j \omega_s \). The selection of the terms which are to be subtracted can be most easily understood with the aid of a transformation of the time scale.
Let

\[ A(z) = z^n + C(z). \]  \hspace{1cm} (2.8)

Equation (2.5) becomes

\[ z^n x + C(z)x - B(z)N_j x = 0. \]  \hspace{1cm} (2.9)

Transform \( t \) to a new independent variable, \( \tau \), with the linear transformation,

\[ t = \beta \tau. \]  \hspace{1cm} (2.10)

This transformation implies that

\[ \frac{d^k}{dt^k} \rightarrow \frac{1}{\beta^k} \frac{d^k}{d\tau^k}, \text{ or } z^k = \frac{1}{\beta^k} w^k, \]  \hspace{1cm} (2.11)

where \( w = \frac{d}{d\tau} \). Equation (2.9) becomes

\[ w^n x + p^n C(\frac{w}{\beta}) x - \beta^n p(\frac{w}{\beta}) N_j x = 0. \]  \hspace{1cm} (2.12)

This is, of course, still a linear differential equation with constant coefficients that has a known periodic solution. This periodic solution is

\[ x(\tau) = c_{10} e^{+j \omega_n \beta \tau} N_j + c_{10}^* e^{-j \omega_n \beta \tau} N_j^*. \]  \hspace{1cm} (2.13)

The angular frequency of this periodic function of \( \tau \) is \( \omega_n N_j \). If \( \beta \) is chosen such that

\[ \beta = \frac{\omega_s}{\omega_n N_j}, \]  \hspace{1cm} (2.14)
then the angular frequency of the function $x(t)$ becomes $\omega_s$. Correspondingly, the characteristic roots of Eq. (2.12) will be at $\lambda_1 = \beta \lambda_1$, $\lambda_2 = \beta \lambda_2$, ..., $\lambda_n = \beta \lambda_n$.

If in Eq. (2.12), $t$ is substituted for $\tau$ and $z$ for $w$, Eq. (2.12) becomes a suitable "$\mu = 0"$ differential equation. The terms which must be subtracted from Eq. (2.9) in order to obtain Eq. (2.12) are

$$\left[ C(z)x - N_j B(z)x \right] - \beta^n \left[ C(\frac{z}{\beta})x - N_j B(\frac{z}{\beta})x \right].$$

(2.15)

The choice for the "$\mu = 0"$ differential equation is then

$$z^n x + \beta^n \left[ C(\frac{z}{\beta}) - N_j B(\frac{z}{\beta}) \right] x = 0.$$  

(2.16)

The choice for the $\mu$-dependent family of differential equations is

$$z^n x + \beta^n \left[ C(\frac{z}{\beta})x - N_j B(\frac{z}{\beta})x \right] = \mu \left[ \beta^n \left\{ C(\frac{z}{\beta})x - N_j B(\frac{z}{\beta})x \right\} \right] - \left\{ C(z)x - N_j B(z)x \right\} + B(z) \left\{ F(x) - N_j x \right\} + B(z)e(t).$$

(2.17)

Immediately notice that the terms in Eq. (2.17) multiplied by $\mu$ are nothing more than the difference between the original differential equation, Eq. (1.1) and the "$\mu = 0"$ differential equation, Eq. (2.16). The member of this family corresponding to $\mu = 1$ is, therefore, the original differential equation. Also, note that most of the desired functions have been kept intact. Even $A(z)$ is present and intact, although it doesn't appear that this is the case in Eq. (2.17). The "$\mu = 0"$ differential equation has periodic solutions of the form,
\[ \varphi_p(t,l) = \rho_{10} e^{j\omega_s t} + \rho_{20} e^{-j\omega_s t} \]  

(2.18)

from which the generating solutions, \( p(t) = c_{10} e^{j\omega_s t} + c_{10}^* e^{-j\omega_s t} \), must be selected.

Since Eq. (2.17) includes both the "\( \mu = 0 \)" and the "\( \mu = 1 \)" differential equations, it is a possible \( \mu \)-dependent family of differential equations. However, it is not in a convenient form for further analysis. A representation of this equation as a system of \( n \) first-order equations is a form which leads to easier manipulation. The coordinate transformation from the variation-of-constants technique is utilized below to transform Eq. (2.17) into such a form. This coordinate transformation is as follows:

\[
\begin{bmatrix}
x
\end{bmatrix}
\begin{bmatrix}
\lambda_1 t \\
\varepsilon \\
\lambda_1 e \\
\vdots \\
x^{(n-1)}
\end{bmatrix}
= 
\begin{bmatrix}
\lambda_1 \\
\lambda_1 t \\
\lambda_1 e \\
\vdots \\
\lambda_n
\end{bmatrix}
\begin{bmatrix}
\lambda_1 \\
\lambda_1 t \\
\lambda_1 e \\
\vdots \\
\lambda_n
\end{bmatrix}
\begin{bmatrix}
r_1 \\
r_2 \\
r_3 \\
\vdots \\
r_n
\end{bmatrix}
\]

(2.19)

where \( x, \dot{x}, \ldots, x^{(n-1)} \) are, respectively, \( \frac{dx}{dt}, \frac{d^2x}{dt^2}, \ldots, \frac{d^{(n-1)}x}{dt^{(n-1)}} \); \( \lambda_1, \lambda_2, \ldots, \lambda_n \) (\( \lambda_1 = j\omega_s \) and \( \lambda_2 = -j\omega_s \)) are the characteristic roots of the "\( \mu = 0 \)" differential equation, and the \( r_j \)'s are the new coordinates. Expressed in matrix form, Eq. (2.19) becomes \(^1\)

\(^1\) Throughout this study symbols are used for matrix equations that are similar to symbols used in scalar equations. In case a possibility of confusion exists, the type of equation intended will be specifically stated.
\[ x_d = \begin{bmatrix} x \\ \dot{x} \\ y \\ \vdots \\ x^{(n-1)} \end{bmatrix}, \quad r = \begin{bmatrix} r_1 \\ r_2 \\ r_3 \\ \vdots \\ r_n \end{bmatrix} \]

where

\[ y^{-1} = \begin{bmatrix} 1 & 1 & \ldots & 1 \\ \lambda_1 & \lambda_2 & \ldots & \lambda_n \\ \lambda_1^2 & \lambda_2^2 & \ldots & \lambda_n^2 \\ \vdots & \vdots & \ddots & \vdots \\ \lambda_1^{(n-1)} & \lambda_2^{(n-1)} & \ldots & \lambda_n^{(n-1)} \end{bmatrix} \]  

and

\[ Y = \begin{bmatrix} \lambda_1 \epsilon^{t} & 0 & 0 & 0 \\ 0 & \lambda_2 \epsilon^{t} & 0 & \ldots \ldots \\ 0 & 0 & \lambda_3 \epsilon^{t} & 0 & \ldots \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \lambda_n \epsilon^{t} & \epsilon \end{bmatrix} \]
Note that $V^{-1}$ is the Vandermonde matrix which can be relatively easily inverted (see Appendix E).

A direct consequence of Eq. (2.19) is that the following relation is satisfied for all $t$.

\[
\begin{bmatrix}
\lambda_1 t & \lambda_2 t & \ldots & \lambda_n t \\
\epsilon_1 & \epsilon_2 & \ldots & \epsilon_n \\
\lambda_1 \epsilon & \lambda_2 \epsilon & \ldots & \lambda_n \epsilon \\
\epsilon_1 & \epsilon_2 & \ldots & \epsilon_n \\
\ldots & \ldots & \ldots & \ldots \\
(n-2) \lambda_1 t & (n-2) \lambda_2 t & \ldots & (n-2) \lambda_n t \\
\lambda_1 \epsilon & \lambda_2 \epsilon & \ldots & \lambda_n \epsilon \\
\epsilon_1 & \epsilon_2 & \ldots & \epsilon_n \\
\end{bmatrix}
\begin{bmatrix}
\dot{r}_1 \\
\dot{r}_2 \\
\dot{r}_3 \\
\vdots \\
\dot{r}_n \\
\end{bmatrix} = 0 \quad (\dot{r}_j \equiv \frac{dr_j}{dt})
\]

This relation can be verified by a consideration of the time derivative of Eq. (2.19). Note that this relation involves $n$ unknowns and $(n-1)$ equations.

Now substitute the appropriate components of Eq. (2.19) into Eq. (2.17). The resulting equation is

\[
\begin{bmatrix}
\dot{r}_1 \\
\dot{r}_2 \\
\dot{r}_3 \\
\vdots \\
\dot{r}_n \\
\end{bmatrix} = \frac{\lambda_1 t}{\epsilon_1} + \ldots + \frac{(n-1) \lambda_n t}{\epsilon_n}
\]

\[
\mu \left[ \beta^n \sum_{j=1}^{n} r_j \{C(z) - N_j B(z)\} \epsilon_j t - \sum_{j=1}^{n} r_j \{C(z) - N_j B(z)\} \epsilon_j t
\]

\[
+ B(z) F \left\{ r_1 \epsilon_{1} t + \ldots + r_n \epsilon_{n} t \right\} - N_j \sum_{j=1}^{n} r_j B(z) \epsilon_{j} t + B(z) \epsilon(t) \right)
\]

It is significant in Eq. (2.24) that although the $r_j$'s are

\[1\] Note that the subscript "j" of $N_j$ in Eq. (2.24) is not a summation index.
functions of time they can be considered to be constants as far as the linear operators \( B(z) \) and \( C(z) \) are concerned. This is true because these operators do not involve derivatives of order higher than \((n-1)\). Referring to Eq. (2.19), it can be seen that derivatives of \( x \) of order less than \( n \) do not involve derivatives of the \( r_j \)'s. Therefore, the operation by \( B(z) \) or \( C(z) \) and multiplication by the \( r_j \)'s can be commuted as follows:

\[
B(z) \left[ r_1^\lambda_1^t + \ldots + r_n^\lambda_n^t \right] = r_1 B(z) r_1^\lambda_1^t + \ldots + r_n B(z) r_n^\lambda_n^t \tag{2.25}
\]

For the same reason, \( B(z)F \) contains no derivative of an \( r_j \).

Further, from Eq. (2.16),

\[
z^n r_j^\lambda_j^t = -B^n \left[ C(z) - N_j B(z) \right] r_j^\lambda_j^t. \tag{2.26}
\]

This is true because each \( r_j^\lambda_j^t \) is by definition a characteristic function for this "\( \mu = 0 \)" differential equation. Substituting Eqs. (2.26) and (2.5) into Eq. (2.24) and combining the resulting equation with Eq. (2.23) gives the following system equation:

\[
\begin{align*}
\dot{x}_1 &= \mu v_{1n} r_1^\lambda_1^t g_1(t, r_1, \ldots, r_n) \\
\dot{x}_2 &= \mu v_{2n} r_1^\lambda_1^t g_1(t, r_1, \ldots, r_n) \\
&\hspace{1cm} \ldots \ldots \ldots \ldots \ldots \\
\dot{x}_n &= \mu v_{nn} r_1^\lambda_1^t g_1(t, r_1, \ldots, r_n),
\end{align*} \tag{2.27}
\]

where the \( v_{jn} \) are elements of the matrix \( V \) [Eq. (2.21)] and
\[ g_{\perp}(t, r_1, \ldots, r_n) = B(z) F \left\{ r_1 e^{\lambda_1 t} + \ldots + r_n e^{\lambda_n t} \right\} + B(z) e(t) - \sum_{j=1}^{n} r_j A(z) e^{\lambda_j t}. \]

(2.28)

The above two equations constitute the first canonical form. Note that periodic solutions of Eq. (1.1) do not transform into periodic solutions of Eq. (2.27). The needed "periodicity" condition is developed in Chapter III and is of the form

\[ c_j(T, \mu) e^{\lambda_j^T} - c_j(0, \mu) = 0 \quad (j = 1, 2, \ldots, n) \]

(2.29)

where \( r_j = c_j(t, \mu) \) \((j = 1, 2, \ldots, n)\) is the desired solution of the canonical form in question.

2.5 Second Canonical Form

The second canonical form is developed in a manner that is similar to the development of the first canonical form. The basic difference is that the term \( B(z) e(t) \) is not included in the group of terms which is multiplied by \( \mu; \) therefore, the "\( \mu = 0 \)" differential equation becomes an inhomogeneous differential equation. The main reason for introducing this second form is that the first form does not lead to a satisfaction of the Jacobian condition if the frequency spectrum of \( e(t) \) does not contain a term of frequency \( \omega_s \). Therefore, the second canonical form presupposes that the frequency spectrum of \( e(t) \) does not contain a term with frequency \( \frac{\omega_s}{2\pi} \). Moreover, as was mentioned previously, if this assumption were not made, the "\( \mu = 0 \)" differential equation for the second canonical form would not have a periodic solution.

The "\( \mu = 0 \)" differential equation for the second canonical form
is the following inhomogeneous equation:

\[ z^n x + \beta^n \left[ C(\frac{z}{\beta}) - N_j B(\frac{z}{\beta}) \right] x = B(z)e(t). \]  \hspace{1cm} (2.30)

The "\( \mu = 0 \)" differential equation has periodic solutions of the following form:

\[ \varphi_p(t, I) = \rho_{10} e^{j\omega_s t} + \rho_{20} e^{-j\omega_s t} + h(t; \omega_s), \]  \hspace{1cm} (2.31)

where \( h(t; \omega_s) \) is the particular solution corresponding to the forced oscillation of this linear system caused by \( B(z)e(t) \). Here, \( h(t; \omega_s) \) is considered to be a function of \( \omega_s \left( \omega_s = \frac{p}{q} \omega_e \right) \) as well as \( t \) in order to simplify later consideration of the Jacobian condition. \( e(t) \) can be expanded in a Fourier series as follows:

\[ e(t) = \sum_{l=-\infty}^{\infty} E^l \epsilon^{j\omega_T t} \]  \hspace{1cm} (2.32)

(Note that \( \omega_T \) is used instead of \( \omega_e \). Since \( \omega_e = \omega_T \), only every \( q \)th \( E^l \) can be nonzero.) Therefore, \( h(t; \omega_s) \) has the following form:

\[ h(t; \omega_s) = \sum_{l=-\infty}^{\infty} E^l \frac{B(j\omega_T)}{[(j\omega_T)^n + \beta^n \{ C(\frac{j\omega_T}{\beta}) - N_j B(\frac{j\omega_T}{\beta}) \}]} \]  \hspace{1cm} (2.33)

\[ (\omega_s = \frac{p \omega_T}{q}) \]

Since the \( e(t) \)'s which can be used with the second canonical form do not contain terms of frequency \( \frac{\omega_s}{2\pi} \), \( h(t; \omega_s) \) does not contain a term of frequency \( \frac{\omega_s}{2\pi} \). The generating solutions, \( p(t) \), are, of course, a set of periodic solutions of the "\( \mu = 0 \)" differential equation, Eq. (2.30), which must be selected from among the \( \varphi_p(t, I) \)'s in Eq. (2.31).

The \( \mu \)-dependent family of differential equations similar to
Eq. (2.17) of the previous section is:

\[
z^n x + \beta^n \left[ C(z) x - N_j B(z)x \right] = B(z)e(t) + \mu \left[ \beta^n \left[ C(z)x - N_j B(z)x \right] \right] - \left\{ C(z)x - N_j B(z)x \right\} + B(z) \left\{ F(x) - N_j x \right\} \]

(2.34)

Now, similarly to Eq. (2.19), introduce the following coordinate transformation:

\[
\begin{bmatrix}
x \\
\dot{x} \\
\vdots \\
x^{(n-1)}
\end{bmatrix} = 
\begin{bmatrix}
\lambda_1^t & \cdots & \lambda_n^t \\
\epsilon_1 & \cdots & \epsilon_n \\
\lambda_1 & \cdots & \lambda_n \\
\epsilon_1 & \cdots & \epsilon_n \\
\vdots & \cdots & \vdots \\
\lambda_1 & \cdots & \lambda_n \\
\epsilon_1 & \cdots & \epsilon_n \\
\end{bmatrix} 
\begin{bmatrix}
r_1 \\
r_2 \\
\vdots \\
r_n
\end{bmatrix} + 
\begin{bmatrix}
h(t;\omega_s) \\
h(t;\omega_s) \\
\vdots \\
h(t;\omega_s)
\end{bmatrix}
\]

(2.35)

It can be shown that Eq. (2.23) is satisfied by the \( r_j \)'s defined in Eq. (2.35).

Substituting Eqs. (2.33) and (2.35) into Eq. (2.34), gives

\[
\dot{r}_1^t \lambda_1 + \cdots + \dot{r}_n^t \lambda_n = \mu \left[ -A(z)h(t;\omega_s) - \sum_{j=1}^{n} r_j A(z) \lambda_j^t 
+ B(z) F \left\{ r_1^t \lambda_1 + \cdots + r_n^t \lambda_n + h(t;\omega_s) \right\} \right]
\]

(2.36)

Combining Eqs. (2.35) and (2.36), gives the second canonical form:

\[
\begin{align*}
\dot{r}_1 &= \mu \nu_{1n} \epsilon_1 \lambda_1^t g_2(t, r_1, \ldots, r_n) \\
& \quad \ldots \ldots \ldots \ldots \ldots \ldots \\
\dot{r}_n &= \mu \nu_{nn} \epsilon_n \lambda_n^t g_2(t, r_1, \ldots, r_n),
\end{align*}
\]

(2.37)
where
\[ g_2(t, r_1, \ldots, r_n) = B(z)F\left\{ r_1 e^{\lambda_1 t} + \ldots + r_n e^{\lambda_n t} + h(t; \omega_s)\right\} - \sum_{j=1}^{n} r_j A(z)e^{\lambda_j t} - A(z)h(t; \omega_s). \]

Therefore, as far as the \( r_j \) variables are concerned, formally the two canonical forms are quite similar. In particular, both forms reduce to the same equation at \( \mu = 0 \). However, it should be kept in mind that the untransformed "\( \mu = 0 \)" differential equations, Eqs. (2.16) and (2.30), are, respectively, homogeneous and inhomogeneous.

Finally, it should be realized that there does exist some latitude regarding the two canonical forms which are presented in this chapter. It is possible that a mixture of the two might be used. A part of the forcing function \( e(t) \) could be included among those terms multiplied by \( \mu \), and the remaining part could be independent of \( \mu \).
CHAPTER III

FIRST APPROXIMATION AND EXISTENCE CONDITIONS

3.1 Introduction

Two canonical forms, Eqs. (2.27) and (2.37), for the restatement of the original differential equation, Eq. (1.1), as a form which is amenable to treatment by perturbation techniques, are developed at the end of Chapter II. Each of these two canonical forms is a system of \( n \) first order \( \mu \)-dependent differential equations in \( n \) variables \( (r_1, r_2, \ldots, r_n) \). The solution of this system, which takes on the arbitrary initial conditions \( A \Rightarrow (a_1, a_2, \ldots, a_n) \), is denoted \( r_j = \rho_j(t, A, \mu) \) \( (j = 1, 2, \ldots, n) \).

The desired solutions of this system, denoted \([c_j(t, \mu)] = [\rho_j(t, A(\mu), \mu)]\) [where \( A(\mu) \) is a special set of \( \mu \)-dependent initial conditions], are those solutions which are analytic in \( \mu \) for \( |\mu| \leq 1 \) and which satisfy the following "periodicity" condition for \( |\mu| \leq 1 \).

\[
c_j(T, \mu)e^{\lambda T} - c_j(0, \mu) = 0 \quad (j = 1, 2, \ldots, n)
\]

This requirement is called a "periodicity" condition because it is the necessary and sufficient condition for the periodicity in \( t \) with period \( T \) of \( p(t, \mu) \), where \( p(t, \mu) = \sum_{j=1}^{n} c_j(t, \mu)e^{\lambda_j t} \) [see Eqs. (2.19) and (2.35)]. As \( \mu \to 0 \), a desired solution, \([c_j(t, \mu)]\), approaches a solution, \([c_{j0}]\), of the transformed \(^1\) "\( \mu = 0 \)" differential equation. This solution, \([c_{j0}]\),

\(^1\) Note that there are actually two "\( \mu = 0 \)" differential equations for a given problem; (1) the untransformed "\( \mu = 0 \)" differential equation [e.g., Eq. (2.16)], and (2) its transformed representation in the \( r_j \) variables [e.g., Eq. (2.27) with \( \mu \) set equal to zero]. Similarly, the generating solutions for a given problem occur in pairs; (1) the continuous periodic solution, \( p(t) \), of the untransformed "\( \mu = 0 \)" differential equation, and (2) its transformed representation, \([c_{j0}]\), which is a solution of the transformed representation of the "\( \mu=0 \)" differential equation.
is referred to as the generating solution for the desired solution which approaches it as $\mu \to 0$. In this chapter, perturbation techniques are employed for the determination of the generating solutions. In the following chapter, a recursion procedure is developed for the determination of the desired $c_j(t,\mu)$'s as power series in $\mu$; i.e., $c_j(t,\mu) = c_{j0} + \mu c_{j1}(t) + \mu^2 c_{j2}(t) \ldots$. The method used throughout both these chapters is an adaptation of the one employed by Coddington and Levinson ([10], pages 363-4) for the treatment of a perturbed system which is closely related to the class of systems encompassed by both the canonical forms in this study.

Before becoming enmeshed in the details and proliferation of symbols which follows, it is worthwhile to consider a simple outline of the argument presented in this and the following chapter. Referring to Eqs. (2.27) and (2.37), it can be seen that both canonical forms have the following $"\mu = 0"$ differential equation.

$$\dot{r}_1 = 0$$

$$\dot{r}_2 = 0$$

$$(\dot{r}_j \equiv \frac{dr_j}{dt})$$

$$\ldots$$

$$\dot{r}_n = 0$$

Therefore, the general solution of the $"\mu = 0"$ differential equation is an arbitrary set of constants, $(a_1, \ldots, a_n)$. The purpose of this chapter is to develop a method for choosing those solutions $(a_1, a_2, \ldots, a_n)$, if any, of the above $"\mu = 0"$ differential equation which are generating solutions [$c_{j0}$]. The approach to this problem has two parts, (1) the development of two necessary conditions for the existence of a [$c_j(t,\mu)$] which
select what might be called tentative generating solutions, and (2) the development of a set of sufficient conditions for the existence of \([c_j(t, \mu)]\) for \(|\mu|\) sufficiently small. These sufficient conditions are suitable for determining whether or not a tentative generating solution is a true generating solution.

At the outset of the development of the aforementioned two necessary conditions, a solution, \([c_j(t, \mu)]\) of the desired character is assumed to exist. The two necessary conditions are then developed by considering the behavior, as \(\mu \to 0\), of the equation which is obtained by requiring the following integral equation expressions for the \(c_j(t, \mu)'s\), which are obtained from a straightforward integration of either canonical form,

\[
c_j(t, \mu) = c_j(0, \mu) + \mu v_jn \int_0^t e^{-\lambda_js} g(s, c_1, ..., c_n) \, ds, \quad (j = 1, ..., n)
\]

to satisfy the "periodicity" condition; i.e.,

\[
(\epsilon_j^{T} - 1) c_j(0, \mu) + \mu v_jn \int_0^T e^{-\lambda_jt} g(t, c_1, ..., c_n) \, dt = 0, \quad (j = 1, ..., n).
\]

The first necessary condition is simply that the generating solutions, \([c_{j0}]\), must be selected from among those solutions of the "\(\mu = 0"\) differential equation which satisfy the "periodicity" condition. These latter solutions are denoted \([\rho_{j0}]\) and are a special subset of all possible solutions of the "\(\mu = 0"\) differential equation. The generating solutions, \([c_{j0}]\), are, in turn, a subset of the \([\rho_{j0}]\). This first necessary condition is arrived at by merely noting that as \(\mu \to 0\) the above integral expression for the "periodicity" condition reduces to

\[
(\epsilon_j^{T} - 1) c_j(0, 0) = (\epsilon_j^{T} - 1) c_{j0} = 0, \quad (j = 1, ..., n)
\]
The second necessary condition, which in effect selects the \([c_{jo}]'s\) from among the \([\rho_{jo}]'s\), is arrived at by noting from the above integral expression for the "periodicity" condition that for \(j = 1\) and \(j = 2\) the following integrals must vanish for all \(\mu\) within the domain of existence of \([c_j(t,\mu)]\).

\[
\int_0^T \epsilon^{-\lambda_j t} g(t, c_1, ..., c_n) \, dt = 0 \quad (j = 1, 2)
\]

That this condition is justified follows from the fact that \((\epsilon^{\lambda_j T} - 1) = 0\) for \(j = 1\) or \(j = 2\). The above condition must be satisfied at \(\mu = 0\), and, as is shown later in this chapter, it is suitable for selecting tentative \([c_{jo}]'s\) from among the \([\rho_{jo}]'s\).

The second part of the approach employed in this chapter is the determination of a sufficient set of conditions for the existence of \([c_j(t,\mu)]\). If the existence of \([c_j(t,\mu)]\) is not assumed a priori, then the previous two necessary conditions can be thought of as selecting tentative generating solutions, \([c_{jo}]\), which may or may not be part of a continuable solution, \([c_j(t,\mu)]\). It is shown in this chapter that by viewing the integral expression for the "periodicity" condition as an implicit relation between \(\mu\) and the initial conditions of the desired solution, \([c_j(t,\mu)]\), the implicit function theorem can be employed to develop a Jacobian condition which, if satisfied, guarantees the existence of \([c_j(t,\mu)]\) for \(|\mu|\) sufficiently small. This Jacobian condition can be thought of as selecting the actual generating solutions \([c_{jo}]\) from among the tentative generating solutions.

Throughout this chapter the expressions which determine the first approximations or generating functions are reduced to describing-function-type relations. Furthermore, the last section of this chapter
presents some useful relations between the Jacobian condition and the behavior of the generating solutions as the forcing function frequency, \( \frac{\omega}{2\pi} \), is varied.

In Chapter IV, a recursion technique is developed for the determination of the \( c_j(t, \mu) \)'s as a power series in \( \mu \); i.e.,

\[
c_j(t, \mu) = c_{j0} + \mu c_{j1}(t) + \mu^2 c_{j2}(t) + \ldots
\]

The key tool in the development of this recursion procedure is the requirement that each \( c_{jk}(t) \) must satisfy the "periodicity" condition.

### 3.2 Determination of the Generating Solutions for the First Canonical Form

Consider the first canonical form, which is repeated below:

\[
\begin{align*}
\dot{r}_1 &= \mu \nu_1 \epsilon^{-\lambda_1 t} g_1(t, r_1, \ldots, r_n) \\
\dot{r}_2 &= \mu \nu_2 \epsilon^{-\lambda_2 t} g_1(t, r_1, \ldots, r_n) \\
&\vdots \\
\dot{r}_n &= \mu \nu_n \epsilon^{-\lambda_n t} g_1(t, r_1, \ldots, r_n),
\end{align*}
\]

where

\[
g_1(t, r_1, \ldots, r_n) = B(z)F \left\{ r_1^{\lambda_1 t} + \ldots + r_n^{\lambda_n t} \right\}
\]

\[
+ B(z)e(t) - \sum_{j=1}^{n} r_j A(z) \epsilon^{\lambda_j t}
\]

Suppose that Eq. (2.27) has a unique solution \( [r_j = \rho_j(t, A, \mu)] \) with initial conditions, \( A \Rightarrow (a_1, \ldots, a_n) \), which exists for \( t \) in some interval containing
the interval \(0 \leq t \leq T\), and is continuous in \(\mu\) for \(\mu\) sufficiently near \(\mu = 0\). The solutions of Eq. (2.27) which are sought are those that correspond to continuible periodic solutions of Eq. (2.17) with period \(T\), \(p(t,\mu) = \varphi[t, I(\mu), \mu]\) [where \(I(\mu)\) denotes a special set of \(\mu\)-dependent initial conditions]. The corresponding solutions of Eq. (2.27) are denoted \([c_j(t,\mu)] = \{\rho_j(t, A(\mu), \mu)\}\), and, just as \(p(t,\mu) \to p(t)\) as \(\mu \to 0\), \([c_j(t,\mu)] \to [c_{j0}]\) as \(\mu \to 0\). Owing to the nature of the transformation, Eq. (2.19), the solutions, \(c_j(t,\mu)\), are not themselves necessarily periodic with period \(T\), although the corresponding \(p(t,\mu)\) is. However, the periodicity of the \(p(t,\mu)\)'s can be utilized to develop a corresponding "periodicity" condition for the \(c_j(t,\mu)\)'s. Since Eq. (2.17) is, in its explicit dependence on \(t\), periodic with period \(T\), and since the solutions of Eq. (2.17) are unique, the following is a necessary and sufficient condition that a solution of Eq. (2.17) be periodic in \(t\) with period \(T\).

\[
\varphi^{(k)}(T, I, \mu) = \varphi^{(k)}(0, I, \mu) = 0 \quad (k = 0, 1, 2, \ldots, n-1), \quad (3.1)
\]

where \(\varphi^{(k)} = \frac{\partial^k \varphi}{\partial t^k}\). From Eq. (2.19), (2.20), and (2.22), Eq. (3.1) becomes

\[
V^{-1} \begin{bmatrix}
\lambda_1^T & - \rho_1(0, A, \mu) \\
\rho_1(T, A, \mu) & \lambda_2^T & - \rho_2(0, A, \mu) \\
& \rho_2(T, A, \mu) & \lambda_3^T \\
& & \ddots & \ddots \\
& & & \rho_n(T, A, \mu) & \lambda_n^T & - \rho_n(0, A, \mu)
\end{bmatrix} = 0 \quad (3.1A)
\]

Since the determinant of \(V^{-1}\) is nonzero (all \(\lambda_j\)'s are distinct), the only solution of Eq. (3.1A) is the trivial solution; therefore, the "periodicity"
condition on the individual $\rho_j(t, A, \mu)$'s is

$$
\rho_j(T, A, \mu) e^{\lambda_j^T T} - \rho_j(0, A, \mu) = 0 \quad (j = 1, 2, \ldots, n). \tag{3.2}
$$

Integrating Eq. (2.27) and substituting the result into Eq. (3.2), this "periodicity" condition becomes

$$
q_j(A, \mu) = \left( e^{J T} - 1 \right) \rho_j(0, A, \mu) + \mu v_j \int_0^T \left( e^{J t} - e^{-J t} \right) g_1(t, \rho_1, \ldots, \rho_n) \, dt = 0 \tag{3.3}
$$

$(j = 1, 2, 3, \ldots, n)$

$q_j(A, \mu)$ is introduced for subsequent convenience.] Therefore, the above equation is the necessary and sufficient condition that a solution of Eq. (2.27), $[\rho_j(t, A, \mu)]$, corresponds to a solution of Eq. (2.17), $p(t, \mu)$, with the desired periodicity. Considering this condition, Eq. (3.3), as an implicit relation between $A$ and $\mu$, the desired type of continuous solutions of Eq. (2.27) corresponds to solutions, $A(\mu)$, of this implicit relation which are continuous and unique for $|\mu| \leq 1$; i.e., $[c_j(t, \mu)] = \{\rho_j(t, A(\mu), \mu)\}$.

In order to ascertain the necessary conditions for the existence of $A(\mu)$ for $|\mu|$ sufficiently small, and, thereby, the necessary conditions for the existence of continuous periodic solutions of Eq. (2.17), $p(t, \mu)$ for $|\mu|$ sufficiently small, assume that such a function, $A(\mu) \Rightarrow [a_1(\mu), \ldots, a_n(\mu)]$, exists. As $\mu \to 0$, Eq. (3.3) reduces to

$$
\left( e^{J T} - 1 \right) \rho_j[0, A(0), 0] = 0 \quad (j = 1, 2, \ldots, n), \tag{3.4}
$$

where

$$
\rho_j[0, A(0), 0] = a_j(0) \quad (j = 1, 2, \ldots, n).
$$
Since at $\mu = 0$ Eq. (2.27) reduces to

$$
\begin{bmatrix}
\dot{r}_1 \\
\dot{r}_2 \\
\vdots \\
\dot{r}_n
\end{bmatrix} = 0,
$$

(3.4A)

it is apparent that $\rho_j[t, A(0), 0] = \rho_j[0, A(0), 0] = a_j(0)$; therefore, $c_j = a_j(0)$. Now referring back to the transformation, Eq. (2.19), that relates

$$
\begin{bmatrix}
x, \frac{dx}{dt}, \ldots, \frac{d^{(n-1)}x}{dt^{(n-1)}}
\end{bmatrix}
$$

to $(r_1, r_2, \ldots, r_n)$, it can be seen that Eq. (3.4) is equivalent to requiring the solution $[c_j]$ to correspond, through the transformation, Eq. (2.19), to a periodic solution of the untransformed "$\mu = 0"$ differential equation, Eq. (2.16). This necessary condition was, of course, expected.

Now let $[\rho_j]$ denote all solutions of Eq. (3.4A) which satisfy the necessary condition, Eq. (3.4). Not every solution $[\rho_j]$ is a generating solution, $[c_j]$: the $[c_j]$'s are a selected subset of the $[\rho_j]$'s. The $[\rho_j]$'s can be further delineated by taking into account the assumed distribution of the $\lambda_j$'s and the requirement that eventual expression of any solution in

$$
\begin{bmatrix}
x, \frac{dx}{dt}, \ldots, \frac{d^{(n-1)}x}{dt^{(n-1)}}
\end{bmatrix}
$$

must be a real function of $t$. Since all $\lambda_j$'s except $\lambda_1$ and $\lambda_2$ have non-zero real parts, the condition, Eq. (3.4), can be satisfied only if $\rho_j = 0$ for $j = 3, 4, \ldots, n$. On the other hand, $\lambda_1 T$ and $\lambda_2 T$ are both integer
multiples of $j2\pi$; therefore, $(\epsilon \lambda_1^T - 1) = 0$ and $(\epsilon \lambda_2^T - 1) = 0$. Consequently, the condition, Eq. (3.4), is satisfied by $[\rho_{j0}] = [\rho_{10}, \rho_{20}, 0, 0, \ldots, 0]$, where $\rho_{10}$ and $\rho_{20}$ are arbitrary complex numbers. Finally, because $\epsilon$ is the complex conjugate of $\epsilon^{-1} \left( \lambda_1 = j\omega, \lambda_2 = -j\omega \right)$, and because of the reality condition on the $\chi$, it is necessary that $\rho_{20} = \rho_{10}^*$. In order to determine which $\rho_{10}$ corresponds to $c_{10}$, Eq. (3.3) must be considered again. Because $(\epsilon \lambda_1^T - 1) = 0$ and $(\epsilon \lambda_2^T - 1) = 0$, independently of $\mu$, the condition, Eq. (3.3), reduces to

$$\tilde{q}_j(A, \mu) = v_{jn} \int_0^T \epsilon^{-\lambda_j^T} e_j(t, \rho_1, \ldots, \rho_n)dt = 0 \quad (j = 1, 2)$$  \hspace{1cm} (3.5)

for $j = 1, 2$ and $|\mu|$ sufficiently small. As it appears in Eq. (3.3), this integral is multiplied by $\mu$; therefore, it might be thought that Eq. (3.5) does not hold at $\mu = 0$. However, the integral is continuous in the $\rho_j$'s, which, by assumption, are continuous in $\mu$; therefore, the integral is continuous in $\mu$, and the condition, Eq. (3.5), must be satisfied at $\mu = 0$. Therefore, employing the conclusions reached regarding the first necessary condition, Eq. (3.4), at $\mu = 0$, Eq. (3.5) becomes

$$\tilde{q}_j(A, 0) = v_{jn} \int_0^T \epsilon^{-\lambda_j^T} e_j(t, \rho_{10}, \rho_{10}^*, 0, \ldots, 0)dt = 0 \quad (j = 1, 2)$$  \hspace{1cm} (3.6)

This appears to be an over-determined system with two equations, $j = 1$ and $j = 2$, and one unknown, $\rho_{10}$. However, referring to the definition of $e_j$, Eq. (2.28), it can be seen that $e_j^* = e_j$ for all values of $[\rho_{j0}] = [\rho_{10}, \rho_{10}^*, 0, \ldots, 0]$; therefore, since $\lambda_2 = \lambda_1^*$, the two equations of Eq. (3.6) form a consistent set. The satisfaction of either of the above two equations is the second necessary condition for the existence of a generating solution. Furthermore, all $\rho_{10}$'s which satisfy Eq. (3.6) can be thought
of as tentative generating solutions.

So far, only necessary conditions have been given for the existence of a continuable solution which terminates in \([c_{j0}]\) at \(\mu = 0\). Now the sufficient conditions for the existence of such a solution will be presented, i.e., sufficient conditions that a tentative generating solution from Eq. (3.6) be a genuine generating solution.

First, of course, the necessary conditions in Eqs. (3.4) and (3.6) must be satisfied by the tentative generating solution in question. Then the standard theorems regarding the dependence of solutions of differential equations on parameters and initial conditions (see Ref. [10], pages 32-37) guarantee the existence of unique solutions, \([\rho_j(t,A,\mu,)]\), for Eq. (2.27) which are continuous in the initial conditions and \(\mu\) for initial conditions sufficiently close to those of the tentative generating solution and \(|\mu|\) sufficiently small. These latter solutions do not all satisfy Eq. (3.2). The desired solution, \([c_j(t,\mu)]\), if it exists, is that one whose initial conditions form a unique, continuous function, \(A(\mu)\), which satisfies Eqs. (3.3) and (3.5), and is such that \(A(\mu) \rightarrow [a_1(0), a_2(0), \ldots, a_n(0)] = (c_{10}, c_{10}^*, 0, \ldots, 0)\), as \(\mu \rightarrow 0\), where the generating solution \((c_{10}, c_{10}^*, \ldots, 0)\) is equal to the tentative generating solution under consideration. The implicit relation between \(A\) and \(\mu\) which is obtained through considering Eq. (3.3) for \(j = 3, 4, \ldots, n\) and Eq. (3.5) for \(j = 1, 2\) is, because of its known solution at \(\mu = 0\), in just the form needed for the application of the implicit function theorem. According to this theorem ([20], p. 191) if the following Jacobian condition is satisfied, then for \(|\mu|\) sufficiently small a unique, continuous function, \(A(\mu)\), exists such that \(A(\mu) \rightarrow [a_1(0), a_2(0), \ldots, a_n(0)] = (\rho_{10}, \rho_{10}^*, 0, \ldots, 0)\), as \(\mu \rightarrow 0\).
\[ J(A, \mu) \mid_\gamma = \det \begin{vmatrix} \frac{\partial q_1}{\partial \mu} & \frac{\partial q_1}{\partial \nu} & \cdots & \frac{\partial q_1}{\partial \mu} \\ \frac{\partial \tilde{q}_2}{\partial \mu} & \frac{\partial \tilde{q}_2}{\partial \nu} & \cdots & \frac{\partial \tilde{q}_2}{\partial \mu} \\ \cdots & \cdots & \cdots & \cdots \\ \frac{\partial \tilde{q}_n}{\partial \mu} & \frac{\partial \tilde{q}_n}{\partial \nu} & \cdots & \frac{\partial \tilde{q}_n}{\partial \mu} \end{vmatrix} \leq 0, \quad (3.9) \]

where \( \lambda \) implies \( A = A(0) \) and \( \mu = 0 \). \( q_j \) \((j = 3, 4, \ldots, n)\) is defined in Eq. (3.3) and \( \tilde{q}_j \) \((j = 1, 2)\) is defined in Eq. (3.5).

There can, of course, be more than one tentative generating solution which satisfies the necessary conditions given in Eqs. (3.4) and (3.6). However, each such solution corresponds to a continuable periodic solution of Eq. (2.17) only if the above Jacobian condition is also satisfied. Those which do are denoted \( (c_{10}, c_{10}^*, 0, \ldots, 0) \) in order to distinguish them from the tentative generating solutions, i.e., the \( (c_{10}, c_{10}^*, 0, \ldots) \), which satisfy Eqs. (3.4) and (3.6).

At this point it is possible with the aid of the relations, Eqs. (3.4), (3.6), and (3.9), to determine which solutions of the "\( \mu = 0 \)" differential equation can be continued away from \( \mu = 0 \). However, these relations are not expressed in a convenient form. A simplification of these expressions is carried out in the remainder of this section.

Zeroth-Order Describing Function Relation:

Assuming for the moment that a generating solution, \( [c_{j0}] \), is known to exist, substitute \( [c_{j0}] \) into Eq. (2.28), the definition for \( \nu_1 \), and then substitute Eq. (2.28) into Eq. (3.6). The necessary condition, Eq. (3.6), thereby becomes, since \( v_{jn} \) \((j = 1, \ldots, n) \neq 0 \) [see Appendix E],
\[ \int_0^T \epsilon \left[ (B(z)F \left\{ c_{10} e^{j \omega_s t} + c_{10}^* e^{-j \omega_s t} \right\} + B(z)e(t) - c_{10} A(j \omega_s) e^{j \omega_s t} - c_{10}^* A(-j \omega_s) e^{-j \omega_s t} \right] dt = 0 \quad (j = 1, 2), \]  

where \( \lambda_1 = j \omega_s \) and \( \lambda_2 = -j \omega_s \).

Assume that

\[ e(t) = \sum_{l=-\infty}^{\infty} E^l e^{j l \omega_s t} \quad \text{(recall that } \omega_s = p \omega_T), \]  

(3.11)

\[ F \left\{ c_{10} e^{j \omega_s t} + c_{10}^* e^{-j \omega_s t} \right\} = \sum_{l=-\infty}^{\infty} F^l e^{j l \omega_s t}, \]  

(3.12)

and

\[ \frac{dF}{dx} \left\{ c_{10} e^{j \omega_s t} + c_{10}^* e^{-j \omega_s t} \right\} = \sum_{l=-\infty}^{\infty} S^l e^{j l \omega_s t}. \]  

(3.13)

(This function is needed in the following discussion of the Jacobian condition.)

Then, substituting Eqs. (3.11) and (3.12) into Eq. (3.10) and integrating gives the following two consistent, equations:

\[ B(j \omega_s) F^+ S^+ + B(j \omega_s) E^+ S^+ - c_{10} A(j \omega_s) = 0, \]  

(3.14)

and

\[ B(-j \omega_s) F^- S^- + B(-j \omega_s) E^- S^- - c_{10}^* A(-j \omega_s) = 0, \]  

(3.15)

where \( E^\pm \) and \( F^\pm \) are the Fourier coefficients of the terms of frequency \( \pm \frac{\omega_s}{2\pi} \), i.e., such that \( l \omega_T = \omega_s \). That \( E^+ S^+ \) is nonzero, is a prerequisite for the use of the first canonical form. The necessary condition for an allowable \( c_{10} \) is thus

\[ \frac{A(j \omega_s)}{n_o - B(j \omega_s)} + \frac{E^+ S^+}{c_{10}} = 0, \]  

(3.16)
where

\[ n_0 = \frac{F^{+s}}{c_{10}} = \frac{F^{-s}}{c_{10}} \]

(a real function of the magnitude of \(|c_{10}|\), see Appendix C)

If the existence of \([c_{j0}^]\) is not assumed, then the solutions of the above equation are the tentative generating solutions which must be tested with the Jacobian condition. Note that \(n_0\) is equivalent to the normal describing function \([21]\). Further, note that Eq. (3.16) is formally the same as Eq. (1.5), which is Smirnova's system equation. The difference between Eqs. (1.5) and (3.16) is that the solution of Eq. (3.16) is intended as a first approximation to the periodic response of the nonlinear system to the general forcing function, \(e(t)\), rather than to just a simple sinusoidal forcing function, as is the case for Eq. (1.5). The implication here is that for a first approximation to the response, only the term in the frequency spectrum of \(e(t)\) equal in frequency to the dominant term of the solution need be considered. The other terms of this frequency spectrum enter into higher-order approximations, which are developed in Chapter IV.

**Simplification of the Jacobian Condition:**

Now consider the simplification of the Jacobian condition, Eq. (3.9). Recalling that \(p_j(0,A,\mu) = a_j\), it can be seen from Eq. (3.3) that

\[
\frac{\partial a_j}{\partial a_k}_{|\mu=0} = 0 \text{ for } j \neq k; \ j, k \neq 1, 2 \tag{3.17}
\]

and

\[
\frac{\partial a_j}{\partial \lambda^T_{j,-1}}_{|\mu=0} = (\epsilon_j^T \text{ -1}) \text{ for } j \neq 1, 2 \tag{3.18}
\]
Therefore, the Jacobian condition, Eq. (3.9), reduces to

\[
\begin{bmatrix}
\frac{\partial \tilde{q}_1}{\partial \tilde{a}_1} & \frac{\partial \tilde{q}_2}{\partial \tilde{a}_2} \\
\frac{\partial \tilde{q}_1}{\partial \tilde{a}_2} & \frac{\partial \tilde{q}_2}{\partial \tilde{a}_1}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial \tilde{q}_1}{\partial \tilde{a}_1} & \frac{\partial \tilde{q}_2}{\partial \tilde{a}_2} \\
\frac{\partial \tilde{q}_1}{\partial \tilde{a}_2} & \frac{\partial \tilde{q}_2}{\partial \tilde{a}_1}
\end{bmatrix}
\prod_{j=3}^{n} \left( \lambda_j^T - 1 \right) \neq 0. \tag{3.19}
\]

But all \( \lambda_j \)'s for \( j \neq 1, 2 \) have nonzero real parts; therefore, the product in Eq. (3.19) is always nonzero. The Jacobian condition is, therefore, further reduced to

\[
\begin{bmatrix}
\frac{\partial \tilde{q}_1}{\partial \tilde{a}_1} & \frac{\partial \tilde{q}_2}{\partial \tilde{a}_2} \\
\frac{\partial \tilde{q}_1}{\partial \tilde{a}_2} & \frac{\partial \tilde{q}_2}{\partial \tilde{a}_1}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial \tilde{q}_1}{\partial \tilde{a}_1} & \frac{\partial \tilde{q}_2}{\partial \tilde{a}_2} \\
\frac{\partial \tilde{q}_1}{\partial \tilde{a}_2} & \frac{\partial \tilde{q}_2}{\partial \tilde{a}_1}
\end{bmatrix} \neq 0. \tag{3.20}
\]

It is shown in Appendix B that following a procedure similar to that used in the derivation of Eq. (3.16), the Jacobian condition, Eq. (3.20), becomes:

\[
v_{\ln N} \left\{ B(\omega_s)S_o^0 - A(\omega_s) \right\} \left\{ B(-\omega_s)S_o^0 - A(-\omega_s) \right\} \tag{3.21}
\]

\[-v_{\ln N} B(\omega_s)B(-\omega_s)S_o^{+2s} S_o^{-2s} \neq 0,
\]

where \( S_o^0 \) and \( S_o^{+2s} \) are defined in Eq. (3.13). Assuming \( v_{\ln N} B(\omega_s)B(-\omega_s) \neq 0 \), Eq. (3.21) becomes

\[
\begin{bmatrix}
S_o^0 - A(\omega_s) \\
B(\omega_s)
\end{bmatrix}
\begin{bmatrix}
S_o^0 - A(-\omega_s) \\
B(-\omega_s)
\end{bmatrix} - S_o^{+2s} S_o^{-2s} \neq 0. \tag{3.22}
\]

If the above expression is considered to be a function of \( \omega_s \) and \( |c_{10}| \) (Appendix C shows that it is independent of \( \angle c_{10} \)) and denoted by \( d \), then the equation, \( d = d(\omega_s, |c_{10}|) \), describes a surface above (or below) the \( \omega_s, |c_{10}| \)-plane. Those combinations of \( \omega_s \) and \( |c_{10}| \) which lie on the intersection of the \( d \)-surface with the \( \omega_s, |c_{10}| \)-plane are the points at which the Jacobian condition is not satisfied. This point is discussed

1 In the remainder of this study, the expressions in (3.21) and (3.22) are both referred to as the "Jacobian expression". In all cases, the intended reference is apparent.
again in the last section of this chapter.

The determination of generating solutions for the first canonical form has now been reduced to a simple two-step procedure: (1) tentative generating solutions are selected by the condition, Eq. (3.16); (2) these tentative generating solutions are tested with the condition, Eq. (3.22), and those that pass are up-graded to genuine generating solutions, \((c_{10}, c_{10}^*, 0, \ldots, 0)\). Transformed into the \(\left[ x, \frac{dx}{dt}, \ldots, \frac{d^{(n-1)}x}{dt^{(n-1)}} \right] \) coordinate system these generating solutions become

\[
p(t) = c_{10}^* e^{j\omega t} + c_{10} e^{-j\omega t}
\]  

(3.23)

3.3 Determination of the Generating Solutions for the Second Canonical Form

Since the argument which must be made regarding necessary and sufficient conditions for the existence of continuable solutions of the second canonical form follows closely the argument used for the first canonical form, the development of the conditions associated with the second form is only sketched in this section. Recall that the second canonical form is

\[
\dot{r}_1 = \mu \nu_{1n} e^{-\lambda_1 t} g_2(t, r_1, \ldots, r_n) \\
\dot{r}_2 = \mu \nu_{2n} e^{-\lambda_2 t} g_2(t, r_1, \ldots, r_n) \\
\vdots \\
\dot{r}_n = \mu \nu_{nn} e^{-\lambda_n t} g_2(t, r_1, \ldots, r_n),
\]

(2.37)

where

\[
g_2(t, r_1, \ldots, r_n) = B(z)P \left\{ r_1 e^{\lambda_1 t} + \cdots + r_n e^{\lambda_n t} \right\} - \sum_{j=1}^{n} r_j A(z) e^{\lambda_j t} - A(z) h(t; \omega_0)
\]

(2.38)
The "periodicity" condition for the desired solutions of Eq. (2.37) is once again
\[ \rho_j(T,A,\mu)T - \rho_j(0,A,\mu) = 0 \quad (j = 1, 2, \ldots, n). \]

And, similarly to Eq. (3.3), this condition becomes
\[
q_j(A,\mu) = (\epsilon_j^T - 1)\rho_j(0,A,\mu) + \int_0^T \epsilon_j^T g_2(t, \rho_1, \ldots, \rho_n) dt = 0 \quad (j = 1, 2, \ldots, n). \tag{3.24}
\]

The first necessary condition for the \( \rho_j(0,A(0), 0)'s \) is
\[
(\epsilon_j^T - 1)\rho_j(0,A(0), 0) = 0 \quad (j = 1, 2, \ldots, n), \tag{3.25}
\]
which has, once again, solutions of the form \((\rho_{10}, \rho_{10}^*, 0, \ldots, 0)\). The tentative generating solutions are then selected from among the solutions of Eq. (3.25) by the following necessary condition which is developed following an argument similar to that followed for the condition, Eq. (3.6).
\[
\int_0^T \epsilon_j^T g_2(t, \rho_{10}, \rho_{10}^*, 0, \ldots, 0) dt = 0 \quad (j = 1, 2). \tag{3.26}
\]

The solutions of these two, again consistent, equations are the tentative generating solutions. In order to simplify Eq. (3.26), let
\[
F\left\{ \begin{array}{c}
\frac{j\omega_s T}{10} + c_{10} e^{-j\omega_s t} + h(t; \omega_s)
\end{array} \right\} = \sum_{l=-\infty}^{\infty} F_l e^{j\omega_l \omega T}, \tag{3.27}
\]
where \( \omega_T = \frac{2\pi}{T} \),
and
\[
n_o = \frac{F^{+s}}{c_{10}} \quad \text{and} \quad n_o^* = \frac{F^{-s}}{c_{10}}. \tag{3.28}
\]
As before, \( F_0^{+s} \) is the Fourier coefficient of the term in Eq. (3.27) with angular frequency \( \pm \omega_s \). Substituting Eqs. (2.38), (3.27), and (3.28) into Eq. (3.26) and then integrating gives the following simplified expression for Eq. (3.26).

\[
\frac{A(j\omega_s)}{n_o - \frac{B(j\omega_s)}{E(j\omega_s)}} = 0. \tag{3.29}
\]

Note that \( n_o \) is no longer necessarily a real number. The presence of \( h(t; \omega_s) \) in the argument of \( F \) introduces the possibility of complex \( n_o \)'s, even though \( F(x) \) is not a function of \( \dot{x} \). Moreover, \( n_o \) may now be a function of \( \omega_s \) as well as the amplitude and argument of \( c_{10} \).

The Jacobian condition is again

\[
\left[ \begin{array}{cc}
\frac{\partial q_1}{\partial \zeta} & \frac{\partial q_2}{\partial \zeta} \\
\frac{\partial \dot{q}_1}{\partial \zeta} & \frac{\partial \dot{q}_2}{\partial \zeta}
\end{array} \right] = 0. \tag{3.30}
\]

Referring to Appendix B, this Jacobian condition reduces to

\[
\left[ \begin{array}{c}
S_0^+ - \frac{A(j\omega_s)}{B(j\omega_s)} \\
S_0^- - \frac{A(-j\omega_s)}{B(-j\omega_s)}
\end{array} \right] = S_0^+ S_0^- \neq 0. \tag{3.31}
\]

Here it is assumed that

\[
\frac{dF}{dx} \left\{ c_{10} e^{j\omega_s t} + c_{10}^* e^{-j\omega_s t} + h(t; \omega_s) \right\} = \sum_{l=-\infty}^{\infty} S_0^l e^{j\omega_{lt}} \tag{3.32}
\]

where \( \omega_t = \frac{2\pi}{T} \), and \( S_0^{+2s} \) is the Fourier coefficient of the term in Eq. (3.32) with angular frequency \( \pm 2\omega_s \).
3.4 Relations Between the Jacobian Condition and Behavior of Generating
Solutions as Functions of the Forcing-Function Frequency

A. First Canonical Form

It is shown in this section that for either of the canonical forms a simple relation exists for the determination of whether or not the Jacobian condition is satisfied.

First Canonical Form:

Consider Eq. (3.16) again:

\[
\frac{A(j\omega_s)}{B(j\omega_s)} - \frac{E^{+s}}{c_{10}} = 0
\]  \hspace{1cm} (3.16)

If \(E^{+s}\) were zero, this equation would reduce to

\[
\frac{A(j\omega_s)}{B(j\omega_s)} = 0
\]  \hspace{1cm} (3.34)

which is the usual describing function for an undisturbed oscillator.

However, it is possible for \(E^{+s}\) to be zero and \(e(t) \neq 0\). In such a situation the first approximation, given by a solution of Eq. (3.34), would not reflect the presence of a forcing function and would not, in most cases, even result in a generating solution whose frequency was commensurate with that of the forcing function. Moreover, substituting Eq. (3.34) into the Jacobian condition, Eq. (3.22), gives

\[
\{ S_o^o - n_o \} \{ S_o^o - n_o \} - S_o^{+2s} S_o^{-2s} \neq 0.
\]  \hspace{1cm} (3.35)

But from Eqs. (C5) and (C6) in Appendix C,

\[
S_o^{+2s} S_o^{-2s} = \{ S_o^o - n_o \} \{ S_o^o - n_o \}
\]  \hspace{1cm} (3.36)
Therefore, if \( E^{+s} = 0 \), the Jacobian condition in Eq. (3.35) cannot be satisfied. Thus, there are two reasons for not using the first canonical form if \( E^{+s} = 0 \). First, since the \( n_o \), as defined for the first canonical form, is real, Eq. (3.34) does not usually have a nontrivial solution which is a continuous function of \( \omega_s \). Secondly, even if Eq. (3.34) is satisfied, the Jacobian condition cannot be satisfied.

Now the conditions under which the Jacobian condition is not satisfied with \( E^{+s} \neq 0 \) will be investigated.

Let \( c_{10} = \frac{a}{2} e^{j\Theta} \), where "a" and \( \Theta \) are real. Equation (3.16) becomes

\[
n_o(a) - \frac{A(j\omega_s)}{B(j\omega_s)} \frac{2E^{+s}}{a} e^{-j\Theta} = 0. \tag{3.37}
\]

Assume that this equation has a solution of the form: \( \omega_s = \omega_s(a) \) and \( \Theta = \Theta(a) \). The following system of equations is obtained by differentiating Eq. (3.37) and its complex conjugate with respect to "a."

\[
\frac{d}{d\omega_s} \left[ \frac{A(j\omega_s)}{B(j\omega_s)} \right] \frac{d\omega_s}{da} + j \frac{2E^{+s}}{a} e^{-j\Theta} \frac{d\Theta}{da} = \frac{dn_o}{da} - \frac{2E^{+s}}{a^2} e^{-j\Theta} \tag{3.38}
\]

\[
\frac{d}{d\omega_s} \left[ \frac{A(-j\omega_s)}{B(-j\omega_s)} \right] \frac{d\omega_s}{da} - j \frac{2E^{-s}}{a} e^{+j\Theta} \frac{d\Theta}{da} = \frac{dn_o}{da} - \frac{2E^{-s}}{a^2} e^{+j\Theta}
\]

Assume that the determinant of this system is not zero; i.e.,

\[
\Delta = -j \frac{2E^{-s}}{a} e^{+j\Theta} \frac{d}{d\omega_s} \left[ \frac{A(j\omega_s)}{B(j\omega_s)} \right] - j \frac{2E^{+s}}{a} e^{-j\Theta} \frac{d}{d\omega_s} \left[ \frac{A(-j\omega_s)}{B(-j\omega_s)} \right] \neq 0. \tag{3.39}
\]

Then the solutions of the system, Eq. (3.38), are
\[
\frac{d\omega_s}{da} = \frac{1}{a} \left[ \frac{E_s}{c_{10}} \left( \frac{a}{\frac{dn_o}{da} - \frac{E_s}{c_{10}}} \right) + \frac{E^-s}{c_{10}} \left( \frac{a}{\frac{dn_o}{da} - \frac{E_s}{c_{10}}} \right) \right] 
\]
\[
\frac{d\omega_s}{da} = \frac{1}{a} \left[ \frac{E_s}{c_{10}} \left( \frac{a}{\frac{dn_o}{da} - \frac{E^+s}{c_{10}}} \right) \frac{d}{\frac{dn_o}{da} - \frac{E^-s}{c_{10}}} \left( \frac{A(-j\omega_s)}{B(-j\omega_s)} \right) \right] 
\]
\[
\frac{d\omega_s}{da} = \frac{1}{a} \left[ \frac{E_s}{c_{10}} \left( \frac{a}{\frac{dn_o}{da} - \frac{E^+s}{c_{10}}} \right) \frac{d}{\frac{dn_o}{da} - \frac{E^-s}{c_{10}}} \left( \frac{A(+j\omega_s)}{B(+j\omega_s)} \right) \right] 
\]

Now consider the numerator of the right side of Eq. (3.40):

\[
\frac{E_s}{c_{10}} \left( \frac{a}{\frac{dn_o}{da} - \frac{E^+s}{c_{10}}} \right) + \frac{E^-s}{c_{10}} \left( \frac{a}{\frac{dn_o}{da} - \frac{E^-s}{c_{10}}} \right) 
\]

From Appendix C and Eq. (3.16) this expression is equivalent to

\[
\left( S^0_o - \frac{A(j\omega_s)}{B(j\omega_s)} \right) \left( S^0_o - \frac{A(-j\omega_s)}{B(-j\omega_s)} \right) - S^0_o S^{-2s} = \frac{S^0_o S^{-2s}}{ \omega_e - \frac{2\pi}{\omega_e} } .
\]

But this is just the expression which appears in the Jacobian condition, Eq. (3.22).

Therefore, a sufficient condition for the Jacobian condition not to be satisfied is that the slope of \( \omega_s \) versus "a," for constant \( E^+s \), be zero. Further, except for those special points at which both the numerator and denominator of Eq. (3.40) vanish, this is also a necessary condition. Since \( \omega_s \) is determined by \( \omega_e (\omega_s = \frac{2\pi}{\omega_e}) \), the testing of whether or not the Jacobian condition is satisfied reduces to investigating the slope of the generating solution amplitude versus the forcing function frequency, \( \omega_e \).

B. Second Canonical Form:

The Jacobian condition for the second canonical form is
\[
\left( S^0 - \frac{A(j\omega_s)}{B(j\omega_s)} \right) \left( S^0 - \frac{A(-j\omega_s)}{B(-j\omega_s)} \right) - S_s^{+2s} S_s^{-2s} = 0, \quad (3.31)
\]

and the equation which determines the tentative generating solutions is

\[
n_o(a, \Theta, \omega_s) - \frac{A(j\omega_s)}{B(j\omega_s)} = 0, \quad (3.29)
\]

Assume that this equation has a solution of the form: \( \omega_s = \omega_s(a) \) and \( \Theta = \Theta(a) \). Differentiating this equation and its complex conjugate with respect to "a" gives

\[
\left[ \frac{d}{d\omega_s} \frac{A(j\omega_s)}{B(j\omega_s)} - \frac{d\Theta}{d\omega_s} \right], \quad \frac{d\omega_s}{da} - \frac{d\Theta}{d\Theta} \frac{d\Theta}{da} = \frac{d\Theta}{da}
\]

\[
\left[ \frac{d}{d\omega_s} \frac{A(-j\omega_s)}{B(-j\omega_s)} - \frac{d\Theta^*}{d\omega_s} \right], \quad \frac{d\omega_s}{da} - \frac{d\Theta^*}{d\Theta} \frac{d\Theta^*}{da} = \frac{d\Theta^*}{da}
\]

Assuming that the determinant,

\[
\Delta = \frac{d\Theta}{d\Theta} \left[ \frac{\frac{d}{d\omega_s} A(-j\omega_s)}{B(-j\omega_s)} \right] - \frac{d\Theta^*}{d\Theta} \left[ \frac{\frac{d}{d\omega_s} A(j\omega_s)}{B(j\omega_s)} \right] \quad (3.44)
\]

the solutions of Eq. (3.44) are

\[
\frac{d\omega_s}{da} = \frac{1}{\Delta} \left[ \frac{d\Theta^*}{d\Theta} \frac{d\Theta}{d\Theta} - \frac{d\Theta}{d\Theta} \frac{d\Theta^*}{d\Theta} \right]
\]

\[
\frac{d\Theta}{da} = \frac{1}{\Delta} \left[ \frac{d\Theta^*}{d\Theta} \left( \frac{\frac{d}{d\omega_s} A(j\omega_s)}{B(j\omega_s)} - \frac{d\Theta}{d\Theta} \right) - \frac{d\Theta^*}{d\Theta} \left( \frac{\frac{d}{d\omega_s} A(-j\omega_s)}{B(-j\omega_s)} - \frac{d\Theta^*}{d\Theta} \right) \right]
\]

Noting from Appendix C that

\[
\frac{d\Theta}{d\Theta} = j(S^0 - S_s^{+2s} e^{-j2\Phi} - n_o), \quad (C10)
\]
\[
\frac{\partial n_o}{\partial a} = \frac{1}{a} \left( S_o^0 + S_o^{+2s} e^{-j2\Theta} - n_o \right)
\]  
(C12)

it can be seen that the expression in brackets on the right-hand side of
Eq. (3.46) reduces to

\[
\frac{2j}{a} \left[ (S_o^0 - n_o) (S_o^0 - n_o^*) - S_o^{+2s} S_o^{-2s} \right].
\]

But, from Eqs. (3.29),

\[
n_o = \frac{A(j\omega_s)}{B(j\omega_s)} \quad \text{and} \quad n_o^* = \frac{A(-j\omega_s)}{B(-j\omega_s)}.
\]

Therefore, Eq. (3.46) becomes

\[
\frac{\partial \omega_s}{\partial a} = \frac{2j}{a} \left\{ \begin{bmatrix} S_o^0 - \frac{A(j\omega_s)}{B(j\omega_s)} \end{bmatrix} \begin{bmatrix} S_o^0 - \frac{A(-j\omega_s)}{B(-j\omega_s)} \end{bmatrix} - S_o^{+2s} S_o^{-2s} \right\}
\]

This numerator is, except for the coefficient \(\frac{2j}{a}\), the same as the expres-

sion which appears in the Jacobian condition.

Therefore, as in the first canonical form, a sufficient condi-
tion that the Jacobian condition not be satisfied is \(d\omega_s/da = 0\). Also
similarly to the first canonical form, as long as the determinant, Eq.
(3.45), is nonzero, this condition is necessary.
CHAPTER IV
HIGHER-ORDER APPROXIMATIONS

4.1 Introduction

In the preceding chapter a procedure was developed for determining the generating solutions, \([c_{j0}]\). In this chapter the next step is taken: a procedure is developed for determining continuable solutions \([c_j(t,\mu)]\). This procedure is a recursion procedure which determines the continuable \(c_j(t,\mu)\)'s in power series of \(\mu\). The corresponding \(p(t,\mu)\)'s are developed in the following form:

First Canonical Form

\[
p(t,\mu) = \epsilon_1^t \sum_{k=0}^{\infty} c_{1k}(t,\mu)^k + \ldots + \epsilon_n^t \sum_{k=0}^{\infty} c_{nk}(t,\mu)^k. \tag{4.1}
\]

Second Canonical Form

\[
p(t,\mu) = \epsilon_1^t \sum_{k=0}^{\infty} c_{1k}(t,\mu)^k + \ldots + \epsilon_n^t \sum_{k=0}^{\infty} c_{nk}(t,\mu)^k + h(t;\omega_s), \tag{4.2}
\]

where \(h(t;\omega_s)\) and the \(\lambda_j\)'s are as previously defined in Chapter II, and each \(c_{jk}(t)\) [not the same functions in Eq. (4.1) and Eq. (4.2)] is a function of \(t\) satisfying the following "periodicity" condition:

\[
c_{jk}(T)\epsilon_j^T \lambda_j^T - c_{jk}(0) = 0, \quad j = 1,2,\ldots,n \\
k = 0,1,2,\ldots \tag{4.3}
\]

This will be recognized as a sufficient condition for the periodicity of \(p(t,\mu)\) in \(t\) with period \(T\). There is a separate series such as Eq. (4.1) or Eq. (4.2) for each continuable periodic solution \(p(t,\mu)\). At \(\mu = 0\), these series reduce to the generating solutions as follows:
First Canonical Form

\[ p(t,0) = p(t) = c_{10}e^{j\omega_s t} + c_{10}e^{-j\omega_s t} \]  \hspace{1cm} (4.4)

Second Canonical Form

\[ p(t,0) = p(t) = c_{10}e^{j\omega_s t} + c_{10}e^{-j\omega_s t} + h(t;\omega_s) \]  \hspace{1cm} (4.4A)

At \( \mu = 1 \), the series, Eqs. (4.1) and (4.2), correspond to the desired periodic solutions, \( \Phi(t) \), of the original differential equation, Eq. (1.1).

Because of the formal similarity between the canonical forms, Eqs. (2.27) and (2.37), it is not necessary to develop completely separate recursion procedures for each canonical form. Those minor differences that exist between the first and second canonical-form cases are pointed out toward the latter part of the development of the recursion procedure which follows.

Finally, in the recursion procedure, a hierarchy of equations arises which can be viewed as a set of describing function relations.

Each succeeding equation of this hierarchy is associated with a succeeding step in the recursion procedure. It is shown that the first relation of this hierarchy is—-not too surprisingly—-exactly the same as that obtained in Chapter III as a necessary condition for continuability of a generating solution. Depending upon the canonical form considered, the first equation of the hierarchy is, therefore, either First Canonical Form,

\[ n_o - \frac{A(j\omega_s)}{B(j\omega_s)} + \frac{E^g}{c_{10}} = 0, \]  \hspace{1cm} (3.16)

or Second Canonical Form,

\[ n_o - \frac{A(j\omega_s)}{B(j\omega_s)} = 0. \]  \hspace{1cm} (3.29)

The succeeding equations have similar forms but involve more complicated
describing functions, which are labeled $n_k$. Again, the initial steps of this development are variations on the work of Coddington and Levinson ([10], pages 356-364).

4.2 Development of the Recursion Procedure

Assuming that a generating solution, $[c_j]$, is known, its continuation, $[c_j(t,\mu)]$, exists for $|\mu|$ sufficiently small by definition of the term "generating solution." Integration of either of the canonical forms, Eqs. (2.27) or (2.37), gives the following integral equation expression for $[c_j(t,\mu)]$.

\[
c_1(t,\mu) = a_1(\mu) + \mu \nu_{1n} \int_0^t e^{-\lambda_1 s} g(s,c_1,\ldots,c_n) ds
\]

\[
c_n(t,\mu) = a_n(\mu) + \mu \nu_{nn} \int_0^t e^{-\lambda_n s} g(s,c_1,\ldots,c_n) ds,
\]

where the function $g$ is either $g_1$ or $g_2$. $A(\mu)$ is the set of initial conditions for the desired solution.

The first question which must be answered is whether or not the $c_j(t,\mu)$'s are analytic in $\mu$ for $|\mu|$ sufficiently small. That this is indeed the case follows easily from a consideration of the usual theorems regarding the dependence of differential equations upon parameters (Ref. [10], pages 32-37) and the implicit function theorem for analytic functions (Ref. [20], page 191). The former theorem guarantees that all the solutions of Eq. (2.27) or Eq. (2.37), with initial conditions within a sufficiently small neighborhood of the initial conditions of the generating solution and with $|\mu|$ sufficiently small, are analytic in both $\mu$ and the initial conditions. The latter theorem guarantees that the initial conditions of the desired solutions are analytic in $\mu$ for $|\mu|$ sufficiently
small. The $c_j(t,\mu)$'s can, therefore, be represented as follows:

$$c_j(t,\mu) = \sum_{k=0}^{\infty} c_j(t)\mu^k \quad (j = 1, 2, \ldots, n),$$  \hspace{1cm} (4.6)

for $|\mu|$ sufficiently small. The initial conditions of such a solution are expressible as follows:

$$a_j(\mu) = a_{j0} + a_{j1}\mu + a_{j2}\mu^2 + \ldots \quad (j = 1, 2, \ldots, n).$$  \hspace{1cm} (4.7)

The periodicity condition on the $c_j(t,\mu)$'s is, from Chapter III,

$$c_j(T,\mu)e^{\lambda_j T} - c_j(0,\mu) = 0,$$  \hspace{1cm} (3.2)

for $|\mu|$ sufficiently small. Substituting Eq. (4.6) into Eq. (3.2) gives

$$\sum_{k=0}^{\infty} \left[ c_{jk}(T)e^{\lambda_j T} - c_{jk}(0) \right]\mu^k = 0 \quad (j = 1, 2, \ldots, n),$$  \hspace{1cm} (4.8)

for $|\mu|$ sufficiently small. Therefore, each coefficient in this power series of $\mu$ must be equal to zero, and the condition, Eq. (4.3), is justified.

In order to obtain a recursive procedure for developing Eq. (4.6), substitute Eqs. (4.6) and (4.7) into Eq. (4.5), and equate equal powers of $\mu$. The resulting recursion formulas are

$$c_{j0}(t) = a_{j0}, \text{ (a constant)} \quad (j = 1, 2, \ldots, n)$$  \hspace{1cm} (4.9)

and

$$c_{j(k+1)}(t) = a_{j(k+1)} + v_{jn} \int_0^t e^{-\lambda_j s} g_k(s, \hat{c}_{lk}, \ldots, \hat{c}_{nk}) ds,$$  \hspace{1cm} (4.10)

where

$$g(s, c_1, \ldots, c_n) = \sum_{k=0}^{\infty} g_k(s, \hat{c}_{lk}, \ldots, \hat{c}_{nk})\mu^k$$  \hspace{1cm} (4.11)
\[ c_{jk} \Rightarrow (c_{j0}, c_{j1}, c_{j2}, \ldots, c_{jk}). \]

Each \( c_{j(k+1)}(t) \) depends only upon the preceding \( c_{jk}(t) \)'s, which have presumably been determined in earlier stages of the recursion procedure. It remains only to choose the \( a_{j(k+1)} \)'s so that: (1) the \( c_{j(k+1)}(t) \)'s satisfy the condition, Eq. (4.3), and (2) the \( c_{j(k+2)}(t) \)'s can be chosen to satisfy Eq. (4.3).

The \( a_{j0} \)'s are the first set of \( a_{jk} \)'s which must be chosen. Since \( p(t, \mu) \) must be real and \( \lambda_1 = j\omega_s \) and \( \lambda_2 = -j\omega_s \) and all other \( \lambda_j \)'s have nonzero real parts, it is apparent, as well as expected from Chapter III, that the \( a_{j0} \)'s which lead to \( c_{j0} \)'s that satisfy Eq. (4.3) are

\[
\begin{align*}
  a_{10} &= a_{10} \quad \text{(arbitrary)} \\
  a_{20} &= a_{10}^* \\
  a_{30} &= 0 \\
  \cdots \\
  a_{n0} &= 0.
\end{align*}
\]

Thus, (n-2) of the \( a_{j0} \)'s are determined by the requirement that the \( c_{j0} \)'s satisfy the condition, Eq. (4.3). The remaining two \( a_{j0} \)'s, \( a_{10} \) and \( a_{20} \), are determined by requiring that it be possible to select a set of \( c_{j1}(t) \)'s which satisfy Eq. (4.3). From Eq. (4.10), the expression for \( c_{j1}(t) \) is

\[
c_{j1}(t) = a_{j1} + v_{jn} \int_o^t e^{-\lambda_j s} g_0[s, a_{10}] ds \quad (j = 1, 2, \ldots, n). \tag{4.13}
\]

As all \( c_{j0} \)'s and \( a_{j0} \)'s, except \( a_{10} \), are determined before this stage, \( g_0 \) is considered to be a function of only \( t \) and \( a_{10} \) in Eq. (4.13). Applying
the condition, Eq. (4.3), to Eq. (4.13) gives

\[ (\epsilon^* T - 1)a_{jn} + v_{jn} \int_0^T e^{-\lambda_j^* T} g_0(t, a_{10}) dt = 0 \quad (j = 1, 2, \ldots, n) \quad (4.14) \]

Since \((\epsilon^* - 1) = 0\) and \((\epsilon^2 - 1) = 0\), the above condition for \(j = 1\) or \(j = 2\) reduces to

\[ \int_0^T e^{-\lambda_j T} g_0(t, a_{10}) dt = 0 \quad (j = 1, 2). \quad (4.15) \]

These two equations are consistent for the same reason that the two equations in Eq. (3.6) are consistent, and either one of them determines the real and the imaginary parts of \(a_{10}\). This completes the determination of \([c_j]\).

It is shown below that \(g_0(t, a_{10})\) is a periodic function of \(t\) with period \(T\) for any \(a_{10}\); therefore, Eq. (4.15) is equivalent to requiring that \(g_0(t, a_{10})\) have no components in its frequency spectrum of frequency \(\pm \frac{\omega}{2\pi}\). This last statement can be justified by merely noting that Eq. (4.15) is the definition for the pertinent Fourier coefficients. Moreover, referring back to Chapter III demonstrates that Eq. (4.15) is the same as Eq. (3.6) or Eq. (3.26).

At this point the function \(g_0\) in Eq. (4.13) is completely determined; consequently, the \(c_j\)'s, except for their initial conditions \(a_{j1}\) are, after integration, also completely determined. The stage in the recursion procedure has therefore been reached at which the second set of initial conditions, the \(a_{j1}\)'s, must be selected.

Since the \(\lambda_j\)'s for \(j\)'s other than 1 or 2 have nonzero real parts, \((n-2)\) of the \(a_{j1}\)'s can be easily obtained from Eq. (4.14) as follows:
\( a_{j1} = \frac{\nu_j n^e}{\lambda_j T} \int_0^T e^{-\lambda_j t} g_0[t, a_{10}] dt, \quad (j = 3, 4, \ldots, n). \quad (4.16) \)

It is important to note that Eq. (4.16) is equivalent to requiring that \( c_{j1}(t) \) have mean value zero in the sense of Cesari [22]. That is, after integration the integral in Eq. (4.13) results in a constant plus a periodic function of \( t \) multiplied by \( e^{-\lambda_j t} \). If \( a_{j1} \) is chosen such that the sum of this constant and \( a_{j1} \) is zero, then \( c_{j1}(t) \) has a zero mean value in the sense of Cesari. For example, let

\[ g_0[s, a_{10}] = \sum_{l=-\infty}^{\infty} g_0^I e^{j\omega_T s} \]

then

\[ \int_0^T e^{-\lambda_j s} g_0[s, a_{10}] ds = \sum_{l=-\infty}^{\infty} g_0^I \left( e^{(-\lambda_j+j\omega_T)t} - 1 \right). \]

Therefore, the mean value of \( c_{j1}(t) \) [see Eq. (4.13)] in the sense of Cesari is zero, if

\[ a_{j1} = \nu_j n^e \sum_{l=-\infty}^{\infty} \frac{g_0^I}{(-\lambda_j+j\omega_T)} \]

which can be shown to be equivalent to Eq. (4.16). The choice of the \( a_{j1} \)'s for \( j = 3, 4, \ldots, n \) is, therefore, quite straightforward. It is necessary merely to choose them such that the mean values of the \( c_{j1}(t) \)'s \( (j = 3, 4, \ldots, n) \) in the sense of Cesari are zero. This requirement can be seen to be related to the requirement in the preceding step of the recursion procedure that the \( a_{j0} = 0 \) \( (j = 3, 4, 5, \ldots, n) \).

Now there remains only the determination of \( a_{11} \) and \( a_{21} \) to complete the determination of the \( c_{11} \) and \( c_{21} \). Once again, due to the reality condition on \( p(t, \mu) \), \( a_{21} = a_{11}^* \). The initial condition, \( a_{11} \), is determined
analogously to $a_{10}$ in the previous step, by requiring that it be possible to select a set of $c_{j2}(t)$'s which satisfy Eq. (4.3).

Now consider the general case. Assume that, except for the initial condition $a_{1k}$ ($a_{2k} = a_{1k}^*$), the $c_{jk}$'s are known completely. Substituting Eq. (4.10) into the condition, Eq. (4.3), gives, as in the case of Eq. (4.14),

$$\left(\epsilon J^T - I\right)a_{j(k+1)} + v_n \epsilon J^T \int_0^T \epsilon J \mathbf{g}_k [t, a_{1k}] \, dt = 0 \quad (j = 1, 2, \ldots, n). \quad (4.17)$$

Again, $\mathbf{g}_k$ is a function of only $t$ and $a_{1k}$. It will be shown later in this discussion that $\mathbf{g}_k [t, a_{1k}]$ is a periodic function of $t$ with period $T$ for any $a_{1k}$. Following an argument similar to that which led to Eq. (4.15), $a_{1k}$ is determined from either of the following two equations.

$$\int_0^T \epsilon J \mathbf{g}_k [t, a_{1k}] \, dt = 0 \quad (j = 1, 2). \quad (4.18)$$

This $a_{1k}$ is, in turn, substituted into the integral expression, Eq. (4.10), which determines $c_{j(k+1)}$. Integration of the resulting integral in Eq. (4.10) determines $c_{j(k+1)}(t)$ up to its initial condition, $a_{j(k+1)}$. As in the case of Eq. (4.16), the $a_{j(k+1)}$ for $j = 3, 4, \ldots, n$, are determined by

$$a_{j(k+1)} = \frac{v_n \epsilon J^T \int_0^T \epsilon J \mathbf{g}_k [s, a_{1k}] \, ds}{(1 - \epsilon J^T)} \quad (j = 3, 4, \ldots, n). \quad (4.19)$$

The above expression is again a requirement that the mean values in the sense of Cesari of the $c_{j(k+1)}(t)$'s be zero. The remaining initial condition, $a_{1(k+1)}$ (again, $a_{2(k+1)} = a_{1(k+1)}^*$), is determined by requiring that it be possible to select a set of $c_{j(k+2)}$ which satisfy Eq. (4.3). This requirement results in an equation similar to Eq. (4.18), wherein
k is replaced by \((k+1)\).

The proof for the uniqueness of the above recursion procedure follows the argument used by Coddington and Levinson ([10], pages 363-364).

An adequate recursion procedure has now, in principle, been developed. However, for the purposes of this study, the structure of the terms which arise in this procedure must be investigated in more detail so that simpler and more familiar expressions can be obtained.

First consider the above recursion procedure applied to the first canonical form. In this case, \(g = g_1\). [Note that there is a possibility of confusion between the \(g_1\) of the first canonical form and the \(g_1\) of Eq. (4.11).] The definition of \(g_1\) is repeated below:

\[
g_1(t,c_1,\ldots,c_n) = B(z)F\left\{c_1 e^{\lambda_1 t} + \cdots + c_n e^{\lambda_n t}\right\} + B(z)e(t) - \sum_{j=1}^{n} c_j A(z)e_j e^t.
\]

By substituting Eq. (4.6) into \(F\left\{c_1 e^{\lambda_1 t} + \cdots + c_n e^{\lambda_n t}\right\}\) and recognizing that \(F\left\{c_1 e^{\lambda_1 t} + \cdots + c_n e^{\lambda_n t}\right\}\) is an analytic function of \(\mu\) for \(|\mu|\) sufficiently small, the following expression is obtained:

\[
F\left\{c_1 e^{\lambda_1 t} + \cdots + c_n e^{\lambda_n t}\right\} = \sum_{k=0}^{\infty} F_k \mu^k.
\]

As \(F_k\) appears in this equation it is a function of \(t, \hat{c}_{1k}, \hat{c}_{2k}, \ldots, \hat{c}_{nk}\); however, at the stage in the recursion procedure where \(F_k\) is to be employed, the \(c_{jk}\)'s are presumably known completely except for the initial condition of \(c_{1k}\), i.e., \(a_{1k}\). Therefore, \(F_k\) can be considered as a function of \(t\) and \(a_{1k}\). Moreover, since the \(c_j\)'s in each \(x_r = c_{1r} e^{\lambda_1 t} + \cdots + c_{nr} e^{\lambda_n t}\),
where $0 \leq r < k$, are determined by the steps in the recursion procedure so that each $x_r$ is periodic in $t$ with period $T$ and $x_k$ itself is periodic in $t$ with period $T$ for all values of $a_{lk}$, $F_k(t, a_{lk})$ must be periodic in $t$ with period $T$ for all $a_{lk}$. Therefore, $F_k(t, a_{lk})$ can be expressed as follows:

$$F_k(t, a_{lk}) = \sum_{l=-\infty}^{\infty} F^l_k(a_{lk}) e^{j\omega_T t}, \quad (4.21)$$

where $F^l_k(a_{lk})$ is considered as a function of only $a_{lk}$. Recalling Eq. (3.11), $e(t)$ can be expressed as

$$e(t) = \sum_{l=-\infty}^{\infty} E^l e^{j\omega_T t}. \quad (3.11)$$

Substituting Eqs. (4.21), (3.11) and (4.6) into Eq. (2.28) gives the following expression for the $g_k$ of Eq. (4.11):

For $k = 0$

$$g_k(t, a_{l0}) = B(z) \sum_{l=-\infty}^{\infty} F^l_0(a_{l0}) e^{j\omega_T t}$$

$$+ \frac{2}{B(z)} \sum_{l=-\infty}^{\infty} E^l e^{j\omega_T t} - \sum_{j=1}^{n} c_{j0} A(z) \epsilon^j t. \quad (4.22)$$

In the above equation use is made of the fact that $c_{j0} = 0$ for $j = 3, 4, \ldots, n$.

For $k > 0$

$$g_k(t, a_{lk}) = B(z) \sum_{l=-\infty}^{\infty} F^l_k(a_{lk}) e^{j\omega_T t} - \sum_{j=1}^{2} c_{jk}(t, a_{lk}) A(z) \epsilon^j t$$

$$- \sum_{j=3}^{n} c_{jk}(t) A(z) \epsilon^j t. \quad (4.23)$$

It can be seen by inspection of the above two equations that $g_k(t, a_{lk})$ ($k = 0, 1, 2, \ldots$) is periodic in $t$ with period $T$ for all $a_{lk}$. 
Note that $c_{jk}$ is a function of $a_{lk}$ for $j = 1, 2$ and independent of $a_{lk}$ for $j = 3, 4, \ldots, n$. This follows directly from the definition of $c_{jk}$: see Eq. (4.10).

Applying the condition, Eq. (4.15), to Eq. (4.22) gives

$$n_0 - \frac{A(j\omega_s)}{B(j\omega_s)} + \frac{E^{+s}}{c_{10}} = 0,$$

(4.24)

which determines $a_{10}$. This equation is, of course, exactly the same as Eq. (3.16).

As was previously shown, the initial condition $a_{lk}$ is chosen in the course of the recursion procedure such that $g_k(t, a_{lk})$ contains no terms of frequency $\frac{\omega_s}{2\pi}$; therefore, $a_{lk}$ is chosen such that Eq. (4.23) contains no terms of frequency $\frac{\omega_s}{2\pi}$. However, the making of this choice is not so simple as it was for $g_0$ in Eq. (4.22). Since the $c_{jk}$'s which appear in Eq. (4.23) are functions of $t$ rather than constants as are the $c_{j0}$'s, it is necessary to investigate the composition of these $c_{jk}$'s in order to discover which of their components contribute to terms of frequency $\frac{\omega_s}{2\pi}$ in Eq. (4.23). From Eq. (4.10), the equation for $c_{jk}$ is

$$c_{jk}(t) = a_{jk} + v_j n \int_0^t \epsilon^{-\lambda_j s} g_{k-1}[s, a_{l(k-1)}] ds, \quad (j = 1, 2, \ldots, n).$$

(4.25)

Assume that all $c_{jk}(t)$'s have been completely determined except for the initial condition $a_{lk}$. This means, among other things, that the initial condition $a_{lk}$ has been chosen such that $g_{k-1}[t, a_{k-1}]$ contains no terms of frequency $\pm \frac{\omega_s}{2\pi}$. This in turn means, since $\lambda_1 = j\omega_s$ and $\lambda_2 = -j\omega_s$ and all other $\lambda_j$'s have nonzero real parts, that only $c_{1k}$ and $c_{2k}$ of the $c_{jk}(t)e^{\lambda_j t}$'s in Eq. (4.23) contain terms of frequency $\pm \frac{\omega_s}{2\pi}$. Further, $c_{1k}$ and $c_{2k}$ must be periodic in $t$ with period $T$. Consequently, $c_{jk}(t)$'s are periodic with period $T$. \(\lambda_j t\)

1 Recall that all $c_{jk}(t)e^{\lambda_j t}$'s are periodic with period $T$. \(\lambda_j t\)
\[ c_{1k}(t) = \sum_{l=-\infty}^{\infty} c_{1k}^l e^{j\omega_k t} \quad (4.26) \]

and

\[ c_{2k}(t) = \sum_{l=-\infty}^{\infty} c_{2k}^l e^{j\omega_k t}. \quad (4.27) \]

Again, only real solutions are of interest for all \( \mu \); i.e., \( c_{2k} = c_{1k}^* \); consequently, \( (c_{1k}^*)^* = c_{2k}^l \).

Substituting Eqs. (4.26) and (4.27) into Eq. (4.23) and applying Eq. (4.16) to the result gives the following two conditions which, when satisfied, guarantee that \( g_k \) contains no terms of frequency \( \pm \omega_s \).

\[ \left[ n_k - \frac{A(j\omega_s)}{B(j\omega_s)} \right] c_{1k}^0 = \frac{1}{B(j\omega_s)} \left[ A(-j\omega_s)c_{2k}^{+2s} \right] \quad (4.29) \]

and

\[ \left[ n_k^* - \frac{A(-j\omega_s)}{B(-j\omega_s)} \right] c_{2k}^0 = \frac{1}{B(-j\omega_s)} \left[ A(j\omega_s)c_{1k}^{-2s} \right], \quad (4.30) \]

where

\[ n_k = \frac{F_{k}^{+s}}{c_{1k}^0}, \quad n_k^* = \frac{F_{k}^{-s}}{c_{2k}^0}. \]

[Note that \( c_{1k}^0 \) is a simple linear function of \( a_{1k} \); see Eq. (4.25)]. However, re-examination of Eq. (4.25) shows that \( c_{1k}^{-2s} = 0 \) and \( c_{2k}^{+2s} = 0 \) because \( g_{k-1} \) does not contain terms with frequency \( \pm \frac{\omega_s}{2\pi} \). Therefore, the final system equation reduces to the following familiar form:

\[ n_k(a_{1k}) - \frac{A(j\omega_s)}{B(j\omega_s)} = 0 \quad (4.31) \]

This equation determines \( a_{1k} \) and, thereby, completes the determination of all the \( c_{jk}(t) \)'s and \( g_k \). If it should happen that Eq. (4.31) did not have
a solution, then the correct $c_{lk}^0$ would be $c_{lk}^0 = 0$. It is known from the existence of $[c_j(t,\mu)]$ and the uniqueness of this recursion procedure that Eqs. (4.29) and (4.30) have one and only one solution. The $c_{j(k+1)}(t)$'s are determined by Eq. (4.10) which is repeated below.

$$
c_{j(k+1)} = a_{j(k+1)} + v_{jn} \int_0^t \epsilon^{-\lambda_j s} g_k[s,a_{lk}]ds
$$

$$
(j = 1,2,\ldots,n),
$$

(4.10)

where $a_{j(k+1)}$ for $j = 3,4,\ldots,n$ are determined by

$$
a_{j(k+1)} = v_{jn} \frac{\lambda_j T}{\lambda_j (1-\epsilon_j)^T} \int_0^T \epsilon^{-\lambda_j s} g_k[s,a_{lk}]ds.
$$

(4.19)

That is, for $j \neq 1,2$ the $c_{j(k+1)}$'s have zero mean value in the sense of Cesari. The initial condition, $a_{l(k+1)}$, is determined by

$$
n_{k+1}(a_{l(k+1)}) = \frac{A(jw_s)}{B(jw_s)} = 0,
$$

(4.32)

and

$$
a_{2(k+1)} = a_{1(k+1)}^*.
$$

At this point $g_{k+1}$ is completely determined, and a further step of the recursion process can be executed.

The entire recursion procedure has thus been reduced to a relatively simple process, and it can now be seen that the ordinary describing function relation is just the first in a hierarchy of such relations. Equation (4.32) would be the $(k+1)$th-member of this hierarchy.

Now consider the application of this recursion procedure to the second canonical form. As is shown below, there is little difference
here between the first and second canonical forms. In this case, the \( g \) in Eq. (4.5) is \( g_2 \) as defined in Eq. (2.38) and repeated below.

\[
\begin{align*}
    g_2(t, c_1, \ldots, c_n) &= B(z) \left\{ c_1^{\lambda_1 t} + \cdots + c_n^{\lambda_n t} + h(t; \omega_s) \right\} \\
    &= \sum_{j=1}^{n} c_j A(z) \epsilon_j^{\lambda_j t} - A(z) h(t; \omega_s).
\end{align*}
\]

Again, let

\[
F \left\{ c_1^{\lambda_1 t} + \cdots + c_n^{\lambda_n t} + h(t; \omega_s) \right\} = \sum_{k=0}^{\infty} F_k \epsilon^k
\]

and

\[
F_k(t, a_{lk}) = \sum_{l=-\infty}^{\infty} F_k^l(a_{lk}) \epsilon^{l \omega_T t}.
\]

Substituting Eqs. (4.6), (4.33), and (4.34) into Eq. (2.28) gives the following terms in the series expansion, Eq. (4.11), for \( g_2 \).

For \( k = 0 \)

\[
g_0(t, a_{l0}) = B(z) \sum_{l=-\infty}^{\infty} F_0^l(a_{l0}) \epsilon^{l \omega_T t} - \sum_{j=1}^{2} c_j A(z) \epsilon_j^{\lambda_j t} - A(z) h(t; \omega_s),
\]

where use is made of the fact that \( c_j = 0 \) for \( j = 3, 4, \ldots, n \). Once again, \( a_{20} = a_{10}^* \), \( c_{10} = a_{10} \), and \( c_{20} = a_{20} \).

For \( k > 0 \)

\[
g_k(t, a_{lk}) = B(z) \sum_{l=-\infty}^{\infty} F_k^l(a_{lk}) \epsilon^{l \omega_T t} - \sum_{j=1}^{2} c_{jk}(t, a_{lk}) A(z) \epsilon_j^{\lambda_j t} \\
    - \sum_{j=3}^{n} c_{jk}(t) A(z) \epsilon_j^{\lambda_j t}.
\]

It can be seen by inspection of the above two equations that \( g_k(t, a_{lk}) \) (\( k = 0, 1, 2 \ldots \)) is periodic in \( t \) with period \( T \) for all \( a_{lk} \).
Again, $c_{jk}$ is independent of $a_{1k}$ for $j = 3, 4, \ldots, n$.

Applying the condition, Eq. (4.15), to Eq. (4.35) gives, as expected,

$$ n_0(a_{10}) - \frac{A(j\omega_s)}{B(j\omega_s)} = 0, \quad (4.37) $$

where $n_0 = \frac{F_0}{c_{10}}$. This equation determines $a_{10}$, which in turn completes the determination of the $c_{j0}$'s. If $\omega_s$ is considered as a variable, $n_0$ is also a function of $\omega_s$: recall that this was the point of view in Chapter III.

In a general step of the recursion procedure, the $c_{j(k+1)}$'s are determined by Eq. (4.10). The initial condition $a_{1k}$ is chosen such that $g_k(t, a_{1k})$ contains no terms of frequency $\frac{\omega_s}{2\pi}$. From Eqs. (4.36) and (4.18) and an argument similar to that which led to Eq. (4.31), the equation which determines $a_{1k}$, is

$$ n_k(a_{1k}) - \frac{A(j\omega_s)}{B(j\omega_s)} = 0. \quad (4.36) $$

The $c_{j(k+1)}$'s are, after integration in Eq. (4.10), determined, except for their initial conditions $a_{j(k+1)}$. For $j = 3, 4, \ldots, n$, the $a_{j(k+1)}$'s are determined by the requirement that $c_{j(k+1)}$, $j = 3, 4, \ldots, n$, have a mean value in the sense of Cesari equal to zero. The reality of $p(t, \mu)^*$ requires that $a_{2(k+1)} = a_{1(k+1)}$, and $a_{1(k+1)}$ is determined in the following step of the recursion procedure by the equation

$$ n_{k+1}(a_{1(k+1)}) - \frac{A(j\omega_s)}{B(j\omega_s)} = 0. \quad (4.39) $$
CHAPTER V
STABILITY CRITERIA

5.1 Introduction

At this point the \( [c_j(t,\mu)] \)’s which correspond to periodic solutions, \( p(t,\mu) \), of either Eq. (2.17) or Eq. (2.34) can be determined recursively as a power series in \( \mu \); i.e.,

\[
c_j(t,\mu) = \sum_{k=0}^{\infty} c_{jk}(t)\mu^k, \quad (j = 1, 2, \ldots, n).
\]

The relation between a \( [c_j(t,\mu)] \) and its corresponding periodic solution, \( p(t,\mu) \), is

\[
p(t,\mu) = c_1(t,\mu)t^{\lambda_1} + c_2(t,\mu)t^{\lambda_2} + \ldots + c_n(t,\mu)t^{\lambda_n}
\]

for the first canonical form, and

\[
p(t,\mu) = c_1(t,\mu)t^{\lambda_1} + c_2(t,\mu)t^{\lambda_2} + \ldots + c_n(t,\mu)t^{\lambda_n} + h(t;\omega_s)
\]

for the second canonical form, where, in both cases, \( \lambda_1, \lambda_2, \ldots, \lambda_n \) are the characteristic roots of the "\( \mu = 0 \)" differential equation. The remaining problem is to determine whether or not this periodic solution, \( p(t,\mu) \), is asymptotically stable as defined in Chapter I. This stability question is treated in this chapter.

The first step of the treatment of this question, carried out in the next section of this chapter, is the development of a suitable variational equation, where a variational equation is considered to be suitable if its trivial solution possesses stability characteristics which are similar to those of the periodic solution, \( p(t,\mu) \). This variational
equation is, as expected (see Section 4 of Chapter I and Appendix A), a $\mu$-dependent system of $n$ simultaneous first-order linear differential equations with coefficients which are periodic in $t$ with period $T$ and analytic in $\mu$ for $|\mu|$ sufficiently small. This variational equation can, recalling the outline in Section 4 of Chapter I regarding the stability question, be written in the following form:

$$\dot{y} = P(t,\mu)y \quad (\dot{y} \equiv \frac{dy}{dt}),$$

(1.20)

where $\dot{y}$ and $y$ are $n$-component column matrices and $P(t,\mu)$ is an $n \times n$ matrix which is periodic in $t$ with period $T$ and analytic in $\mu$ for $|\mu|$ sufficiently small.

The relation between the stability characteristics of the periodic solution, $p(t,\mu)$, and those of the trivial solution of the above variational equation are shown to be as follows: (1) if the trivial solution of the variation equation is asymptotically stable, then $p(t,\mu)$ is asymptotically stable; and (2) if the trivial solution of the variational equation is not stable, then $p(t,\mu)$ is not stable. Consequently, the key to the stability question is a knowledge of the behavior of the solutions of the variational equation.

It is known ([10], pages 78-81) that the general solution of the above variational equation must be of the following form:

$$y(t,I,\mu) = D(t,\mu)e^{tR(\mu)}I,$$

(1.21)

where $y(t,I,\mu)$ is an $n$-component column matrix, $D(t,\mu)$ is an $n \times n$ matrix which is periodic in $t$ with period $T$ and analytic in $\mu$ for $|\mu|$ sufficiently small, $R(\mu)$ is an $n \times n$ matrix which is analytic in $\mu$ for $|\mu|$ sufficiently small, and $I$ is an $n$-component column matrix of initial conditions. The
characteristic roots of the matrix $R(\mu)$ are referred to as the characteristic exponents of the variational equation and are denoted $\alpha_i(\mu)$ ($i = 1, 2, \ldots, n$) in this study. If all these characteristic exponents have negative real parts, then the trivial solution of the variational equation is asymptotically stable; and if one or more of these characteristic exponents has a positive real part, then the trivial solution of the variational equation is not stable.

After the variational equation has been developed in Section 2, the remainder of this chapter is devoted to determining the characteristic exponents, $\alpha_i(\mu)$, recursively as power series in $\mu$. The technique employed for this determination is an adaptation of one utilized by Moulton ([16], pages 331-348) in celestial mechanics. The important feature of this technique is the introduction of $n$ new coordinate transformations, each of which depends upon a separate, as-yet-unknown, characteristic exponent, $\alpha_i(\mu)$. These transformations are of the form

$$y = e^{\alpha_i(\mu)t} U, \quad (i = 1, 2, \ldots, n) \quad (1.24)$$

where $e^{\alpha_i(\mu)t}$ is a scalar and $U$ is an $n$-component column matrix. These transformations are carried out in Section 3 of this chapter.

As is shown subsequently in this chapter, when the variational equation is expressed in terms of any one of the $n$ new possible sets of variables, $U$ [one set for each $\alpha_i(\mu)$], it is known to possess a solution which is periodic in $t$ with period $T$. As an illustration consider the following first-order linear system with periodic coefficients:

$$\dot{y} = [\alpha(\mu) + P(t,\mu)]y,$$

where $P(t,\mu)$, a scalar here, is periodic in $t$ with period $T$, of mean
value zero, and analytic in $\mu$ for $|\mu|$ sufficiently small; and $\alpha(\mu)$ is analytic in $\mu$ for $|\mu|$ sufficiently small. The general solution of this equation is

$$y(t,y(0),\mu) = y(0) e^{\int_0^t P(s,\mu)ds}.$$ 

Note that $e^{\int_0^t P(s,\mu)ds}$ is periodic in $t$ with period $T$. Now, introducing the coordinate transformation $y = e^{\alpha(\mu)t}u$, the differential equation becomes

$$\dot{u} = \{[\alpha(\mu) + P(t,\mu)] - \alpha(\mu)\}u.$$ 

This new equation has the following $\mu$-dependent periodic solution:

$$u(t,u(0),\mu) = u(0)e^{\int_0^t P(s,\mu)ds}.$$ 

In the case of higher-order systems, a similar argument can be followed. It is necessary to note only that for $n$ selected, linearly independent, initial condition vectors, $I_i$ ($i = 1, 2, \ldots, n$), the solutions of the variational equation reduce to a periodic column matrix multiplied by an appropriate scalar, $e^{\alpha_i(\mu)t}$, where each $\alpha_i(\mu)$ ($i = 1, 2, \ldots, n$) is associated with one of the $n$ selected initial condition vectors, $I_i$.

Therefore, in place of the one variational equation, the $n$ coordinate transformations result in $n$ new variational equations of the form

$$\dot{U} = [P(t,\mu) - \alpha_i(\mu)E]U \quad (i = 1, 2, \ldots, n)$$ 

(1.25)

where $\dot{U} \equiv \frac{dU}{dt}$, $E$ is the identity matrix, and each of these $n$ systems is
known to possess a periodic solution. Moulton's technique then involves
expanding all the quantities in Eq. (1.25) in power series in $\mu$, carry-
ing out the indicated multiplications of power series, and equating the
coefficients of equal powers of $\mu$ on either side of the equality sign to
one another. The result of this equating is a hierarchy of differential
equation systems which can be solved recursively for both the character-
istic exponent,

$$\alpha_i(\mu) = \alpha_{i0} + \mu \alpha_{i1} + \mu^2 \alpha_{i2} + \ldots \quad (i = 1, 2, \ldots, n),$$

and the known-to-exist periodic solution,

$$u_{ij}(t, \mu) = u_{ij0}(t) + \mu u_{ij1}(t) + \mu^2 u_{ij2}(t) + \ldots \quad (i, j = 1, 2, \ldots, n).$$

The recursion procedure employed is similar to that already used in Chap-
ter IV to determine $[c_j(t, \mu)]$. As in Chapter IV, the key to carrying out
each step in this recursion procedure is the requirement that each term,
$u_{ijk}(t) \quad (i, j = 1, \ldots, n; \, k = 0, 1, 2, \ldots)$, satisfy a periodicity condition.

A typical step in the recursion procedure employed in this
chapter, say, for the determination of $\alpha_{ik}$, follows the ensuing pattern:

(a) At the outset of this step a system of $n$ inhomogeneous
linear differential equations involving the $u_{ijk}(t)$'s
$(j = 1, 2, \ldots, n)$ is known. This system is the appro-
priate member of the above-mentioned hierarchy. The
forcing functions of this system are made up of the,
as-yet-undetermined, $\alpha_{ik}$ and the $u_{ij0}(t), \ldots, u_{ij(k-1)}(t)$
$(j = 1, 2, \ldots, n)$ which have, with the possible excep-
tion of one of the initial conditions for the
\( u_{ij(k-l)}(t) \)'s, been determined in the previous steps of the recursion procedure.

(b) In the first part of this step of the recursion procedure, \( \alpha_{ik} \) and the undetermined initial condition, remaining from the previous step, if it is present, are selected so that the solutions of the system of inhomogeneous differential equations can have a periodic solution with period \( T \). This selection determines the \( \alpha_{ik} \) and completes, with the determination of the initial condition, the determination of the \( u_{ij(k-l)}(t) \)'s.

(c) In the second part of this step of the recursion procedure, the initial conditions, \( u_{ijk}(0) \) \( (j = 1, 2, \ldots, n) \), are selected so that the \( u_{ijk}(t) \)'s \( (j = 1, 2, \ldots, n) \) are periodic in \( t \) with period \( T \). At this point it can happen (for \( i = 1 \) or \( i = 2 \)) that one initial condition can be chosen arbitrarily without destroying the periodicity of the \( u_{ijk}(t) \)'s. This undetermined initial condition must then be determined in the following step of the recursion procedure.

The foregoing recursive development is carried out in Sections 4, 5, 6, and 7 of this chapter. The organization of these sections is as follows:
(a) In Section 4, all the first approximations, \( \alpha_{10} \)
\((i = 1, 2, \ldots, n)\), to the \( n \) characteristic exponents,
\( \alpha_1(\mu) \), and all the \( u_{1j0}(t) \)'s \((i, j = 1, 2, \ldots, n)\), except for \( u_{120}(0) \) and \( u_{210}(0) \), are determined. Note that these determinations are the first steps in the application of the recursion procedure to \( n \) different systems of differential equations; i.e., there is a separate system associated with the determination of each \( \alpha_1(\mu) \).

(b) In Section 5, all the second terms, \( \alpha_{11} \)
\((i = 1, 2, \ldots, n)\), in the series for the \( n \) characteristic exponents are determined. At the same time, the undetermined initial conditions, \( u_{120}(0) \) and \( u_{210}(0) \), from the preceding step in the recursion procedure and all the \( u_{1j1}(t) \)'s
\((i, j = 1, 2, \ldots, n)\), except for the initial conditions, \( u_{121}(0) \) and \( u_{211}(0) \), are determined. Note that these determinations are the second steps in the application of the present recursion procedure to \( n \) different systems of differential equations.

(c) In Section 6, all the third terms, \( \alpha_{12} \)
\((i = 1, 2, \ldots, n)\), in the series for the \( n \) characteristic exponents are determined. At the same time, the undetermined initial conditions, \( u_{121}(0) \) and \( u_{211}(0) \), from the preceding step in the recursion procedure and all the \( u_{1j2}(t) \)'s
\((i, j = 1, 2, \ldots, n)\), except for the initial conditions, \( u_{122}(0) \) and \( u_{212}(0) \), are determined.
(d) In Section 7, the procedure to be followed in the
determination of the $\alpha_{ik}$'s and $u_{ijk}(t)$'s for $k > 2$
is presented.

At each step in the recursion procedure relations which simplify the determination of approximate stability criteria are pointed out. These relations involve previously defined variables such as $s^{2}n_0$, $S_0^0$, $S_0^2$, $A(j\omega_s)$, and $B(j\omega_s)$.

Throughout the following discussion of the stability question, special or degenerate cases—such as those with repeated roots—are ignored. Although such cases have mathematical importance and even, sometimes, physical importance, for the purposes of this study they can be neglected. This can be appreciated by noting that in such cases a slight change of a component or parameter in the physical system often removes the special or degenerate condition.

5.2 Development of a Suitable Variational Equation

The solutions $[c_j(t,\mu)]$ which are of interest are known to possess certain properties. First, $[c_j(t,\mu)]$ is a solution of the following differential equation

$$\frac{dr_1}{dt} = \mu v_{1n} \varepsilon^{\lambda_1 t} g(t; r_1, r_2, \ldots, r_n)$$
$$\frac{dr_2}{dt} = \mu v_{2n} \varepsilon^{\lambda_2 t} g(t; r_1, r_2, \ldots, r_n)$$
$$\ldots \ldots \ldots \ldots \ldots \ldots \ldots$$
$$\frac{dr_n}{dt} = \mu v_{nn} \varepsilon^{\lambda_n t} g(t; r_1, r_2, \ldots, r_n),$$

where $g$ is $g_1$ [Eq. (2.26)] in the first canonical form and $g_2$ [Eq. (2.38)]
in the second canonical form.

Secondly, the components, \( c_j(t, \mu) \) (\( j = 1, \ldots, n \)), of a given solution \([c_j(t, \mu)]\) have been developed by the procedure of Chapter IV in the following form:

\[
c_j(t, \mu) = \sum_{k=0}^{\infty} c_{jk}(t) \mu^k \quad (j = 1, 2, \ldots, n). \tag{4.6}
\]

Thirdly, each \( c_{jk}(t) \) satisfies the following "periodicity" condition:

\[
c_{jk}(T) \epsilon_j^T c_{jk}(0) = 0 \quad \left\{ \begin{array}{c} j = 1, 2, \ldots, n \\ k = 0, 1, 2, \ldots \end{array} \right. \tag{4.3}
\]

This condition on the \( c_{jk}(t) \)'s implies that \([c_j(t, \mu)]\) also satisfies this condition.

Fourthly, the \([c_j(t, \mu)]\)'s are related to the continuable periodic solutions \( p(t, \mu) \) by one of the following two transformations.

First Canonical Form:

\[
\begin{bmatrix}
  p(t, \mu) \\
  p'(t, \mu) \\
  \vdots \\
  p^{(n-1)}(t, \mu)
\end{bmatrix}
= \begin{bmatrix}
  \lambda_1 \epsilon^T \\
  \lambda_1 \epsilon \\
  \vdots \\
  \lambda_1 (n-1) \epsilon \\
  \lambda_2 \epsilon^T \\
  \lambda_2 \epsilon \\
  \vdots \\
  \lambda_2 (n-1) \epsilon \\
  \vdots \\
  \lambda_n \epsilon^T \\
  \lambda_n \epsilon \\
  \vdots \\
  \lambda_n (n-1) \epsilon
\end{bmatrix}
\begin{bmatrix}
  l_1(t, \mu) \\
  \vdots \\
  l_n(t, \mu)
\end{bmatrix}
\]

Second Canonical Form:

\[
\begin{bmatrix}
  p(t, \mu) \\
  p'(t, \mu) \\
  \vdots \\
  p^{(n-1)}(t, \mu)
\end{bmatrix}
= \begin{bmatrix}
  h(t, \omega_s) \\
  \vdots \\
  h^{(n-1)}(t, \omega_s)
\end{bmatrix}
\]

\[
\begin{bmatrix}
  p(t, \mu) \\
  p'(t, \mu) \\
  \vdots \\
  p^{(n-1)}(t, \mu)
\end{bmatrix}
= \begin{bmatrix}
  h(t, \omega_s) \\
  \vdots \\
  h^{(n-1)}(t, \omega_s)
\end{bmatrix}
\]
where
\[ h^{(n-1)}(t; \omega_s) = \frac{d^{(n-1)}h}{dt^{(n-1)}} \]
and \( h(t; \omega_s) \), which is defined in Eq. (2.33), and its first \((n-1)\) derivatives with respect to \( t \) are continuous and periodic with period \( T \). The function \( p(t, \mu) \) is, of course, a periodic solution of either Eq. (2.17) or Eq. (2.34).

Now, the actual stability problem is related to the continuable periodic solutions, \( p(t, \mu) \), and not to the corresponding \([c_j(t, \mu)]\). It can be seen that these two points of view can give different answers to a stability investigation by considering only the following relation:
\[ p(t, \mu) = c_1(t, \mu)e^{\lambda_1 t} + \ldots + c_n(t, \mu)e^{\lambda_n t}. \]  
(5.1)

Let \( \lambda_j \) be one of the \( \lambda \)'s in the above expression. Further, assume that \( \lambda_j \) is real and negative. Then in the process of determining whether or not the periodic solution \( p(t, \mu) \) is asymptotically stable, expressions of the following form arise:
\[ |\varphi(t, I, \mu) - p(t, \mu)| \to 0 \text{ as } t \to \infty, \]  
(5.1A)
where \( \varphi(t, I, \mu) \) is a solution whose initial conditions neighbor those of \( p(t, \mu) \). But, from Eq. (5.1), this implies that
\[ e^{\lambda_j t} |\rho_j(t, A, \mu) - c_j(t, \mu)| \to 0 \text{ as } t \to \infty \]  
(5.2)
where \( \rho_j(t, A, \mu) \) is the \( j \)th component of a solution whose initial conditions neighbor those of \( c_j(t, \mu) \). It is immediately apparent that the above condition can be satisfied without even having \( |\rho_j(t, A, \mu) - c_j(t, \mu)| \) bounded as \( t \to \infty \). It is necessary only that
\[ |\rho_j(t,A,\mu) - c_j(t,\mu)| < K|\lambda_j|^{-\delta}t, \quad (5.3) \]

where \( K \) and \( \delta \) are real positive constants. Therefore, asymptotic stability for a solution \([c_j(t,\mu)]\), assuming the obvious extension of the definition of asymptotic stability to aperiodic solution such as the \([c_j(t,\mu)]\), is not a necessary condition for the asymptotic stability of the corresponding \( p(t,\mu) \). Moreover, it will not be a sufficient condition if some of the \( \lambda_j \)'s have positive real parts.

In order to investigate the stability of the continuable periodic solution, \( p(t,\mu) \), the canonical forms must be transformed to new forms whose solutions exhibit the same stability qualities as the \( p(t,\mu) \)'s. One obvious choice for this transformation is just to re-express the canonical forms in the original \((x,\dot{x},...,x^{(n-1)})\) system; however, this choice is not so convenient as the system which results from the following coordinate transformation:

\[
\begin{bmatrix}
  x_1 \\
  x_2 \\
  \vdots \\
  x_n
\end{bmatrix}
= 
\begin{bmatrix}
  \lambda_1 t & 0 & \cdots & 0 \\
  0 & \lambda_2 t & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \cdots & \lambda_n t
\end{bmatrix}
\begin{bmatrix}
  r_1 \\
  r_2 \\
  \vdots \\
  r_n
\end{bmatrix}.
\quad (5.4)
\]

This new set of variables \((x_1,...,x_n)\) is related to the \((x,\dot{x},...,x^{(n-1)})\) variables by the following transformation:
Since the $\lambda_j$'s are distinct, the above transformation is nonsingular. The new variables are a linear, time-independent, combination of the old ones; consequently, the stability qualities of the periodic solutions are invariant under this transformation, and the solutions $p(t,\mu)$ remain periodic in $t$ with period $T$ if they are transformed by Eq. (5.5).

Introducing the coordinate transformation, Eq. (5.4), into either of the canonical forms results in the following system of differential equations for the characterization of the nonlinear feedback system.

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\vdots \\
\dot{x}_n
\end{bmatrix} =
\begin{bmatrix}
\lambda_1 & 0 & 0 & \cdots & 0 \\
0 & \lambda_2 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \lambda_n
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
\vdots \\
x_n
\end{bmatrix}
\begin{bmatrix}
v_{1n}(t,x_1^\epsilon,\ldots,x_n^\epsilon) \\
v_{2n}(t,x_1^\epsilon,\ldots,x_n^\epsilon) \\
\vdots \\
v_{nn}(t,x_1^\epsilon,\ldots,x_n^\epsilon)
\end{bmatrix},
\]

where the $g$ is $g_1$ in the first canonical form and $g_2$ in the second. Note that $g$ is now a function of $(t,x_1,\ldots,x_n)$ instead of $(t,r_1,\ldots,r_n)$. 

(5.5)
The stability problem now becomes the problem of determining whether or not the periodic solutions of Eq. (5.6) are asymptotically stable. This is just the problem which is considered in Appendix A; therefore, the methods given in that appendix can immediately be applied. The variational equation is

\[
\begin{bmatrix}
\dot{y}_1 \\
\dot{y}_2 \\
\vdots \\
\dot{y}_n
\end{bmatrix} =
\begin{bmatrix}
\lambda_1 & 0 & \ldots & 0 \\
0 & \lambda_2 & \ldots & 0 \\
0 & 0 & \ldots & \lambda_n
\end{bmatrix}
\begin{bmatrix}
y_1 \\
y_2 \\
y_n
\end{bmatrix} + \mu
\begin{bmatrix}
\nu_{1n} \frac{\partial \delta}{\partial r_1} \bigg|_{r=c} e^{-\lambda_1 t} \\
\nu_{2n} \frac{\partial \delta}{\partial r_2} \bigg|_{r=c} e^{-\lambda_2 t} \\
\vdots \\
\nu_{nn} \frac{\partial \delta}{\partial r_n} \bigg|_{r=c} e^{-\lambda_n t}
\end{bmatrix}
\begin{bmatrix}
y_1 \\
y_2 \\
y_n
\end{bmatrix},
\]

where \( r = c \) implies \( \{ r_1 = c(t,\mu), \ldots, r_n = c_n(t,\mu) \} \). Note that in the time-dependent coefficient matrix the following identity has been employed:

\[
\frac{\partial \delta_j}{\partial x_j} \bigg|_{p(t,\mu)} = \frac{\partial \delta_j}{\partial x_j} \bigg|_{r=c} e^{-\lambda_j t} \quad (j = 1, 2, \ldots, n).
\] (5.6)

This has been done so that the final stability criteria can be expressed in terms of the same variables, \( c_{jk} \), as the solutions \( [c_j(t,\mu)] \). From the definition of either \( \delta_j \), in Eq. (2.26), or \( \delta_n \), in Eq. (2.36), it can be seen that the \( \frac{\partial \delta_j}{\partial x_j} \bigg|_{r=c} e^{-\lambda_j t} \)'s are periodic in \( t \) with period \( T \) and analytic in \( \mu \) for \( |\mu| \) sufficiently small.

Floquet [17] has shown that a homogeneous linear differential equation with periodic coefficients has a fundamental solution matrix of the form,

\[
M(t,\mu) = D(t,\mu) e^{tR(\mu)},
\] (5.9)
where $D(t, \mu)$ is periodic in $t$ with period $T$, and $R(\mu)$ is independent of $t$. The characteristic exponents are the roots of the following $n$th-degree polynomial in $\alpha$:

$$\det [R(\mu) - \alpha E] = 0, \quad (5.10)$$

where $E$ is the identity matrix and the characteristic exponents are denoted $\alpha_1(\mu), \ldots, \alpha_n(\mu)$. The so-called characteristic multipliers are $\alpha_1(\mu)^T, \ldots, \alpha_n(\mu)^T$ obtained as follows: $\epsilon, \ldots, \epsilon$.

5.3 Transformation of the Variational Equation

In this section the variational equation, Eq. (5.7), will be transformed with the aid of $n$ time-dependent transformations into $n$ separate systems of linear differential equations with periodic coefficients. Each of these new linear systems is known to have a solution, denoted $[u_{ij}(t, \mu)]$ $(i, j = 1, \ldots, n)$, which is periodic in $t$ with period $T$ and analytic in $\mu$. In Section 4 of this chapter a recursion procedure similar to that used in Chapter IV for obtaining $[c_j(t, \mu)]$ is developed which gives each of these latest periodic solutions, $[u_{ij}(t, \mu)]$, in a power series in $\mu$, and concomitantly results in developing each of the $\alpha_i(\mu)$ in a power series in $\mu$.

Owing to the composition of the fundamental solution matrix $M(t, \mu)$, as expressed in Eq. (5.9), it is possible, after assuming the characteristic multipliers to be distinct, to select $n$ linearly independent solutions of the variational equation which have the following form:
\[
\begin{bmatrix}
y_{11}(t,\mu) \\
y_{12}(t,\mu) \\
\vdots \\
y_{1n}(t,\mu)
\end{bmatrix} = \alpha_1(\mu) t 
\begin{bmatrix}
u_{11}(t,\mu) \\
u_{12}(t,\mu) \\
\vdots \\
u_{1n}(t,\mu)
\end{bmatrix} 
\quad (i = 1,2,\ldots,n), \quad (5.11)
\]

where \(\alpha_i(\mu)\) is one of the characteristic exponents, and each \(u_{ij}(t,\mu)\) 
\((i,j = 1,\ldots,n)\) is a periodic function of \(t\) with period \(T\) for \(|\mu|\) sufficiently small.

If the \(n\) coordinate transformations,

\[
\begin{bmatrix}
y_1 \\
y_2 \\
\vdots \\
y_n
\end{bmatrix} = \alpha_i(\mu) t 
\begin{bmatrix}
u_1 \\
u_2 \\
\vdots \\
u_n
\end{bmatrix} 
\quad (i = 1,2,\ldots,n), \quad (5.12)
\]

are introduced into the variational equation, the following \(n\) new variational systems are obtained (one for each value of the integer index \(i\), 
\(i = 1,2,\ldots,n\)):

\[
\begin{align*}
\dot{u}_1 + [\alpha_1(\mu) - \lambda_1]u_1 &= \mu v_{11}\Gamma_1(t,\mu)u_1 + \ldots + \Gamma_n(t,\mu)u_n \\
\dot{u}_2 + [\alpha_1(\mu) - \lambda_2]u_2 &= \mu v_{21}\Gamma_1(t,\mu)u_1 + \ldots + \Gamma_n(t,\mu)u_n \\
\vdots &\quad \vdots \\
\dot{u}_n + [\alpha_1(\mu) - \lambda_n]u_n &= \mu v_{nn}\Gamma_1(t,\mu)u_1 + \ldots + \Gamma_n(t,\mu)u_n, 
\end{align*} \quad (5.13)
\]

where \( \Gamma_j(t, \mu) = \frac{\partial \phi}{\partial x_j} \bigg|_{r=c} e^{-\lambda_j t} \) (\( j = 1,2,\ldots,n \)). It is known from Eq. (5.11) that each of the above systems [i.e., a different system for each of the \( n \alpha_i(\mu) \)'s] has a periodic solution with period \( T, [u_{ij}(t, \mu)] \). Moreover, because the coefficients in the variational equation, Eq. (5.7), are analytic in \( \mu \) in the same domain in which the solutions \([c_j(t, \mu)]\) are analytic in \( \mu \), the characteristic exponents, \( \alpha_i(\mu) \), are analytic in \( \mu \) within this domain with the possible exception of a finite number of branch points. Similarly, the general solution, \([u_j(t, u_j(0), \mu)]\), is analytic in \( \mu \) within the same domain. In particular, the periodic solution, \([u_{ij}(t, \mu)]\), of Eq. (5.13) with period \( T \), which is known to exist, is analytic in \( \mu \) for \( \mu \) within the above domain. For a further discussion of these last two points see Cesari \{(22), page 59\} and Moulton \{(16), pages 331-352\}.

5.4 Determination of the First Terms, \( \alpha_{i0} \) (\( i = 1,2,\ldots,n \)), in the Power Series Expansion for the Characteristic Exponents, \( \alpha_i(\mu) \) (\( i = 1,2,\ldots,n \))

Since the characteristic exponents, \( \alpha_i(\mu) \) (\( i = 1,\ldots,n \)), are analytic within the same domain as the coefficients of the variational equation, Eq. (5.7), with the possible exception of a finite number of branch points, they can be expanded in power series as follows:

\[
\alpha_i(\mu) = \sum_{k=0}^{\infty} \alpha_{ik} \mu^k \quad (i = 1,2,\ldots,n),
\]

(5.14)

where \( \mu \) is within the domain of analyticity for \( \alpha_i(\mu) \). It will be assumed throughout this discussion that, with the exception of one case discussed later, all characteristic multipliers are distinct for \( |\mu| < 1 \). This assumption removes the branch points as a source of difficulty. Similarly, the solutions of Eq. (5.13) which are periodic in \( t \) with period \( T \) can be represented as follows:
\[ u_{ij}(t, \mu) = \sum_{k=0}^{\infty} u_{ijk}(t) \mu^k \quad (i, j = 1, 2, \ldots, n), \quad (5.15) \]

where the index \( i \) indicates that periodic solution associated with \( \alpha_i(\mu) \). Since the \( u_{ij}(t, \mu) \) are periodic in \( t \) with period \( T \) over some \( \mu \)-interval of nonzero length, the individual \( u_{ijk}(t) \)'s are also periodic in \( t \) with period \( T \).

The \( \Gamma_j(t, \mu) \)'s in Eq. (5.13) can also be represented in series form; i.e.,

\[ \Gamma_j(t, \mu) = \sum_{k=0}^{\infty} \Gamma_{jk}(t) \mu^k \quad (j = 1, 2, \ldots, n). \quad (5.16) \]

From Eq. (5.13),

\[ \Gamma_j(t, \mu) = \frac{\partial g}{\partial x_j} \bigg|_{r = c} e^{-\lambda_j t} \quad (j = 1, 2, \ldots, n). \]

From Eqs. (2.28) and (2.38), \( g \) is either

\[ g_1(t, r_1, \ldots, r_n) = B(z)F\{r_1 \epsilon_1^t + \ldots + r_n \epsilon_n^t\} \]

\[ + B(z)e(t) - \sum_{j=1}^{n} r_j A(z) \epsilon_j^t \]

or

\[ g_2(t, r_1, \ldots, r_n) = B(z)F\{r_1 \epsilon_1^t + \ldots + r_n \epsilon_n^t + h(t, \omega_s)\} \]

\[ - \sum_{j=1}^{n} r_j A(z) \epsilon_j^t - A(z)h(t, \omega_s). \quad (2.38) \]

Then, since (see Appendix D)
\[ \frac{\partial}{\partial r_j} \left[ B(z) P \left\{ \lambda_1^t + \cdots + \lambda_n^t \right\} \right] \bigg|_{r=c} = B(z) \left[ \frac{dF}{dx} \bigg|_{x=p(t, \mu)} \right], \quad (D1) \]

\[ \frac{\partial}{\partial r_j} \left[ B(z) P \left\{ \lambda_1^t + \cdots + \lambda_n^t + h(t, \omega_s) \right\} \right] \bigg|_{r=c} = B(z) \left[ \frac{dF}{dx} \bigg|_{x=p(t, \mu)} \right], \quad (D13) \]

where \( j = 1, 2, \ldots, n \),

and

\[ B(z) \left[ \frac{dF}{dx} \bigg|_{x=p(t, \mu)} \right] = \lambda_j^t \left[ B(z + \lambda_j) \left[ \frac{dF}{dx} \bigg|_{x=p(t, \mu)} \right] \right], \quad (5.17) \]

the expression for \( \Gamma_j(t, \mu) \) in either of the canonical forms is

\[ \Gamma_j(t, \mu) = B(z + \lambda_j) \left[ \frac{dF}{dx} \bigg|_{x=p(t, \mu)} \right] - A(\lambda_j). \quad (5.18) \]

Let

\[ \frac{dF}{dx} \bigg|_{x=p(t, \mu)} = S_0(t) + \mu S_1(t) + \mu^2 S_2(t) + \ldots, \quad (5.19) \]

where the \( S_0(t), S_1(t), \ldots \) are periodic functions of \( t \) with period \( T \).

The expressions for the \( \Gamma_{jk}(t) \) are, therefore, as follows:

For \( k = 0 \),

\[ \Gamma_{j0}(t) = B(z + \lambda_j) S_0(t) - A(\lambda_j) \quad (j = 1, 2, \ldots, n); \quad (5.20) \]

For \( k > 0 \),

\[ \Gamma_{jk}(t) = B(z + \lambda_j) S_k(t) \quad \{ j = 1, 2, \ldots, n \} \quad \{ k = 1, 2, \ldots, n \}. \quad (5.21) \]

Now, the object of this chapter is to develop a procedure for determining the \( \alpha_{ik} \)'s [see Eq. (5.14)] recursively. Not too surprisingly, this involves determining the \( u_{ijk}(t) \)'s simultaneously with the \( \alpha_{ik} \)'s.
The initial step of this development is to substitute Eqs. (5.14), (5.15), and (5.16) into Eq. (5.13). If the indicated multiplications of power series are carried out and the coefficients of like powers of \( \mu \) on each side of the equation are equated to one another, a sequence of linear inhomogeneous systems of equations is obtained. The system of equations which arises from the \( \mu^0 \) terms is

\[
\begin{align*}
\dot{u}_{110} + (\alpha_{10} - \lambda_1)u_{110} &= 0 \\
\dot{u}_{120} + (\alpha_{10} - \lambda_2)u_{120} &= 0 \\
\vdots & \quad \vdots \\
\dot{u}_{1n0} + (\alpha_{10} - \lambda_n)u_{1n0} &= 0,
\end{align*}
\]

(5.22)

where \( (i = 1, 2, \ldots, n) \).

The system of equations associated with the \( \mu^1 \) terms is

\[
\begin{align*}
\dot{u}_{111} + (\alpha_{10} - \lambda_1)u_{111} &= -\alpha_{11}u_{110} + v_{1n}\left\{\Gamma_{10}(t)u_{110} + \cdots + \Gamma_{n0}(t)u_{1n0}\right\} \\
\dot{u}_{121} + (\alpha_{10} - \lambda_2)u_{121} &= -\alpha_{11}u_{120} + v_{2n}\left\{\Gamma_{10}(t)u_{110} + \cdots + \Gamma_{n0}(t)u_{1n0}\right\} \\
\vdots & \quad \vdots \\
\dot{u}_{1n1} + (\alpha_{10} - \lambda_n)u_{1n1} &= -\alpha_{11}u_{1n0} + v_{nn}\left\{\Gamma_{10}(t)u_{110} + \cdots + \Gamma_{n0}(t)u_{1n0}\right\},
\end{align*}
\]

(5.23)

where \( (i = 1, 2, \ldots, n) \). Note that the right-hand side of Eq. (5.23) is, assuming that a first step in the recursion has already determined the appropriate \( u_{i, 0}(t) \)'s, a known forcing function. Similar systems of equations are associated with \( \mu^2, \mu^3, \ldots \) terms.
The first step in the recursion procedure is to select the \( \alpha_{10} \)'s and the initial conditions for the \( u_{i0}(t) \)'s in Eq. (5.22). The key to this selection is the requirement that all \( u_{ijk}(t) \)'s be periodic with period \( T \). Therefore, one possible choice for the \( \alpha_{10} \)'s is

\[
\alpha_{10} = \lambda_1, \quad \alpha_{20} = \lambda_2, \ldots, \quad \alpha_{no} = \lambda_n. \tag{5.24}
\]

As far as the periodicity requirement is concerned, the choice of \( \alpha_{10} \)'s is not unique. Any integer multiple of \( \lambda n_T \) can be added to any of the \( \alpha_{10} \)'s in Eq. (5.24) without destroying the required periodicity of the particular solutions \([u_{i0}(t)]\). This ambiguity is just what is expected from Floquet Theory, which states that the characteristic exponents can be determined only up to integer multiples of \( \lambda n_T \). On the other hand, the choice in Eq. (5.24) does have a simple relation with the "\( \mu = 0 \)" differential equation of Eq. (5.7). That is, as \( \mu \) approaches zero the characteristic exponent, \( \alpha_1(\mu) \), approaches the characteristic root, \( \lambda_1 \).

After a particular \( \alpha_{10} \) has been substituted into Eq. (5.22) the initial conditions must be chosen so that the \( u_{i0}(t) \)'s are all periodic with period \( T \). Since Eq. (5.13) is a linear system, each set of initial conditions corresponding to a periodic solution [one set for each \( \alpha_1(\mu) \)] can be determined only up to an arbitrary factor. Therefore, one component of each set of initial conditions, say \( u_{ii}(0, \mu) \), can always be chosen arbitrarily and each of the others adjusted so that the ratio between it and \( u_{ii}(0, \mu) \) is correct. Furthermore, \( u_{ii}(0, \mu) \) can be chosen to be independent of \( \mu \) so that \( u_{ii}(0, \mu) = u_{iio}(0) \) and \( u_{ikk}(0) = 0 \) for \( k = 1, 2, \ldots \). For the remainder of this chapter, the initial conditions are selected according to the preceding pattern. Therefore, the periodic solutions \([u_{i0}(t)]\) are as follows:
For \( \alpha_{10} = \lambda_1 \),

\[
u_{110}(t) \equiv u_{110}(0) \quad \text{(an arbitrary constant)}
\]

\[
u_{120}(t) = u_{120}(0)e^{-j2\omega_0 t} \quad (u_{120}(0), \text{undetermined}) \quad (5.25)
\]

\[
u_{1j0}(t) \equiv 0 \quad (j = 3, 4, \ldots, n);
\]

For \( \alpha_{20} = \lambda_2 \),

\[
u_{210}(t) = u_{210}(0)e^{+j2\omega_0 t} \quad (u_{210}(0), \text{undetermined})
\]

\[
u_{220}(t) = u_{220}(0) \quad \text{(an arbitrary constant)} \quad (5.26)
\]

\[
u_{2j0}(t) \equiv 0 \quad (j = 3, 4, \ldots, n);
\]

For \( \alpha_{i0} = \lambda_1 \ (i = 3, 4, \ldots, n) \),

\[
u_{i10}(t) \equiv 0
\]

\[
u_{i20}(t) \equiv 0
\]

\[
\cdots \cdots
\]

\[
u_{i\ell_0}(t) \equiv u_{i\ell_0}(0) \quad \text{(an arbitrary constant)}
\]

\[
\cdots \cdots
\]

\[
u_{in_0}(t) \equiv 0.
\]
It is immediately apparent from Eqs. (5.25) and (5.26) that, although Eq. (5.22) is sufficient for the determination of the \(a_{i0}\)'s it is not sufficient for the complete determination of the \([u_{1j0}(t)]\). The difficulty is that \(u_{120}\) and \(u_{210}(0)\) are undetermined. Reminiscent of the recursion procedure in Chapter IV, \(u_{120}(0)\) and \(u_{210}(0)\) must be determined in the next step of the recursion procedure.

Equations (5.25) and (5.26) demonstrate also that \(a_{10}\) and \(a_{20}\) are special cases and require slightly-more-involved treatment than the other \(a_{i0}\)'s (\(i = 3, \ldots, n\)). The essential difference between these two groups of \(a_{i0}\)'s is that \((a_{10} - a_{20})\) is an integer multiple of \(j\omega_T\). Since \(a_1(\mu) \rightarrow a_{10}\) and \(a_2(\mu) \rightarrow a_{20}\) as \(\mu \rightarrow 0\), and the characteristic multipliers \(a_1(\mu)^T\) and \(a_2(\mu)^T\), as \(\mu \rightarrow 0\) the two characteristic multipliers approach \(1 + j\omega_0 \omega_T\).

Therefore, the significance of \((a_{10} - a_{20})\) being an integer multiple of \(j\omega_T\) is that the two associated characteristic multipliers coalesce as \(\mu \rightarrow 0\), even though the characteristic exponents remain distinct. Recall that it was assumed previously that the characteristic multipliers were distinct.

It is now apparent that this assumption must be modified to allow the above coalescence. Therefore, it will be assumed that all the characteristic multipliers are distinct with the exception of \(a_1(\mu)^T\) and \(a_2(\mu)^T\) at \(\mu = 0\).

Moulton ([16], page 335) shows that in this situation \(a_1(\mu)\) and \(a_2(\mu)\) are still analytic in the neighborhood of \(\mu = 0\) but that the recursion

---

1 The word "distinct" here is somewhat ambiguous. It is known from Floquet Theory that the characteristic exponents can be determined only up to integer multiples of \(j\omega_0\); therefore, in that sense, \(a_1(\mu)\) and \(a_2(\mu)\) are not distinct at \(\mu = 0\) because \(j\omega_0 = -j\omega_0 \mod j\omega_0\). On the other hand, in the ordinary meaning of the word, \(a_1(\mu)\) and \(a_2(\mu)\) are distinct at \(\mu = 0\). It is just this ambiguity that very often makes it easier to discuss the characteristic multipliers, which are unchanged no matter how many integer multiples of \(j\omega_0\) are added to the characteristic exponents, than the characteristic exponents.
procedure based upon a periodicity condition for the \([u_{ij}(t,\mu)]\)'s leads
to two possible analytic functions \(\alpha_1(\mu)\) such that \(\alpha_1(\mu) \to \alpha_{10}\) as \(\mu \to 0\),
and, similarly, there are two possible analytic functions \(\alpha_2(\mu)\) such that
\(\alpha_2(\mu) \to \alpha_{20}\) as \(\mu \to 0\). However, these four analytic functions are not
unrelated. The difference between either of the two \(\alpha_1(\mu)\)'s and a
corresponding one of the two \(\alpha_2(\mu)\)'s is just an integer multiple of \(j\omega_T\).
Therefore, these four functions characterize only two \(\mu\)-dependent charac-
teristic multipliers. One of the \(\alpha_1(\mu)\)'s is associated with one of the
two \(\mu\)-dependent characteristic multipliers, and the other \(\alpha_1(\mu)\) is asso-
ciuated with the remaining \(\mu\)-dependent characteristic multiplier. Conse-
quently, in a recursion procedure it is necessary to guarantee that an
\(\alpha_1(\mu)\) and an \(\alpha_2(\mu)\) are developed which correspond to distinct characteris-
tic multipliers. This guarantee exists as long as the \(\alpha_1(\mu)\) and \(\alpha_2(\mu)\) are
selected from the four functions so that they do not differ by an integer
multiple of \(j\omega_T\).

5.5 Determination of the Coefficients, \(\alpha_{i1}(i = 1,2,\ldots,n)\), of \(\mu\) in the
Power Series Expansion for the Characteristic Exponents, \(\alpha_1(\mu) (i = 1,2,\ldots,n)\)

The \(u_{ij1}(t)\)'s \((i,j = 1,2,\ldots,n)\) satisfy Eq. (5.23) and are
periodic in \(t\) with period \(T\). The terms which appear on the right-hand
side of Eq. (5.23) are all, except for \(\alpha_{i1} (i = 1,2,\ldots,n)\), \(u_{120}(0)\), and
\(u_{210}(0)\), known from the first step in the recursion procedure. These known
terms are given in Eqs. (5.20), (5.25), (5.26), and (5.27). For each of
the \(n\) systems of equations encompassed by Eq. (5.23) (one system for each
choice of index \(i\)) the appropriate, undetermined quantities on the right-
hand side must be chosen so that the \(u_{ij1}(t)\)'s \((i,j = 1,2,\ldots,n)\) can be
periodic in \(t\) with period \(T\). Thus, for \(i = 1\), \(\alpha_{11}\) and \(u_{120}(0)\) must be
chosen so that the \( u_{ij1}(t) \)'s can be periodic with period \( T \). For \( i = 2 \), \( \alpha_{21} \) and \( u_{210}(0) \) must be chosen so that the \( u_{2j1}(t) \)'s can be periodic with period \( T \). And, for \( i = 3, 4, \ldots, n \), the \( \alpha_{ii} \) must be chosen so that the \( u_{ij1}(t) \)'s can be periodic with period \( T \).

For \( \alpha_{ii} \):

Consider Eq. (5.23) for \( i = 1 \) and with Eq. (5.25) substituted for the \( u_{ij0}(t) \)'s. Recall that \( \alpha_{10} = \lambda_1, \lambda_1 = j\omega_s \).

\[
\begin{align*}
\dot{u}_{111} &= -\alpha_{11} u_{110}(0) + v_{1n} \left\{ \Gamma_{10}(t) u_{110}(0) e^{-j2\omega_s t} + \Gamma_{20}(t) u_{120}(0) e^{-j2\omega_s t} \right\} \\
\dot{u}_{121} + j\omega_s u_{121} &= -\alpha_{11} u_{120}(0) e^{-j2\omega_s t} + v_{2n} \left\{ \Gamma_{10}(t) u_{110}(0) + \Gamma_{20}(t) u_{120}(0) e^{-j2\omega_s t} \right\} \\
\dot{u}_{131} + (j\omega_s - \lambda_3) u_{131} &= + v_{3n} \left\{ \Gamma_{10}(t) u_{110}(0) + \Gamma_{20}(t) u_{120}(0) e^{-j2\omega_s t} \right\} \\
\dot{u}_{1n1} + (j\omega_s - \lambda_n) u_{1n1} &= + v_{nn} \left\{ \Gamma_{10}(t) u_{110}(0) + \Gamma_{20}(t) u_{120}(0) e^{-j2\omega_s t} \right\}.
\end{align*}
\]

It can be seen from the first equation of the above system that \( u_{111}(t) \) is periodic with period \( T \) if the mean value of the right-hand side of this first equation is zero. From the second equation, \( u_{121}(t) \) is periodic with period \( T \) if the right-hand side of this second equation contains no term
of angular frequency $\pm \omega_s$. These two conditions are satisfied if $\alpha_{11}$ and $u_{120}(0)$ are chosen so that they satisfy the following pair of simultaneous equations.

\[
\left\{ \frac{v_{ln}}{T} \int_0^T \Gamma_{10}(t) dt - \alpha_{11} \right\} u_{110}(0) + \left\{ \frac{v_{ln}}{T} \int_0^T \Gamma_{20}(t) e^{-j\omega_s t} dt \right\} u_{120}(0) = 0
\]

\[
\left\{ \frac{v_{2n}}{T} \int_0^T \Gamma_{10}(t) dt + j\omega_s t \right\} u_{110}(0) + \left\{ \frac{v_{2n}}{T} \int_0^T \Gamma_{20}(t) dt - \alpha_{11} \right\} u_{120}(0) = 0.
\] (5.29)

This system has a nontrivial solution if the following determinant is zero.

\[
\left\{ \frac{v_{ln}}{T} \int_0^T \Gamma_{10}(t) dt - \alpha_{11} \right\} \left\{ \frac{v_{2n}}{T} \int_0^T \Gamma_{20}(t) dt - \alpha_{11} \right\} - \left\{ \frac{v_{ln}}{T} \int_0^T \Gamma_{20}(t) e^{-j\omega_s t} dt \right\} \left\{ \frac{v_{2n}}{T} \int_0^T \Gamma_{10}(t) e^{j\omega_s t} dt \right\} = 0
\] (5.30)

The above equation can be reduced, with the aid of Eq. (5.20), to the following form:

\[
\alpha_{11}^2 - \alpha_{11} \left\{ v_{ln} \left[ B(j\omega_s)S_o^0 - A(j\omega_s) \right] + v_{2n} \left[ B(-j\omega_s)S_o^0 - A(-j\omega_s) \right] \right\}
\]

\[
+ v_{ln} v_{2n} \left[ B(j\omega_s)S_o^0 - A(j\omega_s) \right] \left[ B(-j\omega_s)S_o^0 - A(-j\omega_s) \right] = 0.
\] (5.31)

The two roots of the preceding equation, say $\alpha_{11}^{(1)}$ and $\alpha_{11}^{(2)}$, are an evidence of the previously-discussed fact that two $\alpha_{11}(u)$ functions are possible. Moreover, in the determination of $\alpha_{21}$ it is shown that $\alpha_{21}$ also
satisfies Eq. (5.31); therefore, there appears to be a certain redundancy in the determination of $\alpha_{11}$ and $\alpha_{21}$. However, recall that if the same root of Eq. (5.31) is used for both $\alpha_{11}$ and $\alpha_{21}$, the first two terms of the series for $\alpha_1(\mu)$ and $\alpha_2(\mu)$ are $j\omega_s + \mu\alpha_{11}$ and $-j\omega_s + \mu\alpha_{11}$, respectively; but in such a case the characteristic exponents, as presaged by these first two terms, are separated by an integer multiple of $j\omega_T$ ($\omega_s = p\omega_T$, $p$ an integer), which indicates that the two series are associated with the same characteristic multiplier. The apparent redundancy can, therefore, be resolved by choosing $\alpha_{11}$ equal to either one of the roots of Eq. (5.21), and choosing $\alpha_{21}$ equal to the remaining root of Eq. (5.31). Consequently,

$$\alpha_{11} \alpha_{21} = v_{1n} v_{2n} [B(j\omega_s)S_0^O - A(j\omega_s)] [B(-j\omega_s)S_0^O - A(-j\omega_s)]$$

$$-v_{1n} v_{2n} B(j\omega_s)B(-j\omega_s)S_0^{+2s}S_0^{-2s},$$

and

$$\alpha_{11} + \alpha_{21} = v_{1n} [B(j\omega_s)S_0^O - A(j\omega_s)] + v_{2n} [B(-j\omega_s)S_0^O - A(-j\omega_s)].$$  \hspace{1cm} (5.33)$$

A comparison of Eq. (5.32) with either Eq. (3.21) or Eq. (3.31) reveals that the right-hand side of Eq. (5.32) is the expression which appears in the Jacobian condition. Therefore, the Jacobian condition yields information regarding the roots of Eq. (5.31). Since in many non-linear feedback systems the answer to the yes-or-no part of the stability question can be obtained from only the first two terms of the power series representation for the characteristic exponents, $\alpha_i(\mu)$ ($i = 1, \ldots, n$), this relation between the roots of Eq. (5.31) and the Jacobian condition is important. In particular, from the discussion regarding Eqs. (3.40) and
(3.46), Eq. (5.32) leads to the following observations:

(a) If the Jacobian expression is less than zero, then one of the pair, $\alpha_{11}$ and $\alpha_{21}$, is real and negative and the other is real and positive.

(b) If the Jacobian expression is greater than zero, then both $\alpha_{11}$ and $\alpha_{21}$ are real numbers with the same sign or a complex-conjugate pair located anywhere in the complex plane.

(c) If the Jacobian expression is zero, then one (repeated roots are ruled out) of the pair, $\alpha_{11}$ and $\alpha_{21}$, is zero. Assuming that $\alpha_{ic} + \mu \alpha_{i1} (i = 1, \ldots, n)$ is a satisfactory approximation to $\alpha_i(\mu)$ and recalling that $\frac{d\omega_s}{da} = 0$ if the Jacobian expression vanishes, a simple stability criterion results; that is, $\frac{d\omega_s}{da} = 0$ at the points in $(\alpha, \theta, \omega_s)$-space which form a boundary between the region in which the product of the roots of Eq. (5.31) is positive ($\alpha_{11} \alpha_{21} > 0$) and the region in which their product is negative ($\alpha_{11} \alpha_{21} < 0$). Note that the roots of Eq. (5.31) can be in the right-hand plane even though the Jacobian expression is positive.

(d) Unfortunately, it is not true that the sign of the Jacobian expression is determined by the sign of $\frac{d\omega_s}{da}$. The van der Pol oscillator under the influence of a sinusoidal forcing function is a classic counter-example. It has stable solutions with both positive
and negative \( \frac{d\omega_S}{d\alpha} \).

(e) If the Jacobian expression is positive, then the other stability criterion associated with Eq. (5.31) is

\[
\text{Re} \left\{ \ln \left[ B(j\omega_S) S_0^0 - A(j\omega_S) \right] \right\} < 0. \tag{5.34}
\]

This criterion follows from the fact that each of the two terms which make up the coefficients of \( \alpha_{11} \) in Eq. (5.31) is the complex conjugate of the other. It is shown later that this criterion is related to the stability criteria developed for the \( \alpha_{ij} \)'s \((i = 3, 4, \ldots, n)\).

Note that the coefficients in Eq. (5.31) depend only on the generating solution, \([c_{j0}]\), and on none of the higher-order approximations, \([c_{jk}]\) \((k = 1, 2, \ldots)\). Furthermore, it is not necessary to complete the determination of the \( u_{1j1}(t) \)'s \((j = 1, \ldots, n)\) in order to find \( \alpha_{11} \). Therefore, the first two \( \alpha_{ik} \)'s of each series can be obtained with relative ease.

On the other hand, if the first two terms of the power series representations for the \( \alpha_i(\mu) \)'s \((i = 1, \ldots, n)\) do not provide sufficient information regarding stability and it is desired to determine more terms in these power series, the determination of the periodic solutions, \( u_{1j1}(t) \) \((j = 1, \ldots, n)\), of Eq. (5.28) must be completed. This determination is carried out in the remainder of this section.

Assuming that \( \alpha_{11} \) has been chosen as one of the roots of Eq. (5.31), it can be substituted into Eq. (5.29) to determine \( u_{120}(0) \). Utilizing, in Eq. (5.29), the definitions for \( \Gamma_{10}(t) \) and \( \Gamma_{20}(t) \) from Eq.
(5.20) gives the following two equivalent relations for the determination of $u_{120}(0)$:

$$\frac{u_{120}(0)}{u_{110}(0)} = \frac{\alpha_{11} - v_{1n} [B(j\omega_s)S_0 - A(j\omega_s)]}{v_{1n} B(j\omega_s)S_0^{*2s}}$$

$$\frac{u_{120}(0)}{u_{110}(0)} = \frac{v_{2n} S_0^{-2s} B(-j\omega_s)}{\{\alpha_{11} - v_{2n} [B(-j\omega_s)S_0 - A(-j\omega_s)]\}}. \tag{5.35}$$

This relation completes the determination of all terms on the right-hand side of Eq. (5.20). The functions, $u_{1j1}(t)$ ($j = 1, \ldots, n$), can then be determined by straightforward integration of the $n$ first-order, linear, inhomogeneous differential equations which comprise Eq. (5.20). It is now necessary only to choose the initial conditions of the $u_{1j1}(t)$’s so that they are periodic in $t$ with period $T$ and so that $u_{111}(0) = 0$. The results of this integration are as follows:

$$u_{111}(t) = u_{110}(0) \int_0^t \left[ -\alpha_{11} + v_{1n} \left\{ B(z + j\omega_s)S_0(s) - A(j\omega_s) \right\} \right] ds,$$  \tag{5.36}

$$u_{121}(t) = u_{121}(0) e^{-j\omega_st} + u_{110} \int_0^t e^{-j\omega_s(t-s)} \left[ -\alpha_{11} \frac{u_{120}(0)}{u_{110}(0)} e^{-j\omega_s s} ight. \right.$$  

$$+ \left. v_{2n} \left\{ B(z + j\omega_s)S_0(s) - A(j\omega_s) \right\} \right] ds, \tag{5.37}$$

and
\[ u_{1j1}(t) = u_{1j1}(0)e^{(\lambda_j - j\omega_s)t} + u_{110}(0) \int_0^t e^{(\lambda_j - j\omega_s)(t-s)} \]

\[ \left[ v_{jn} \left\{ [B(z + j\omega_s)S_0(s) - A(j\omega_s)] \right\} 
+ \epsilon^{-j\omega_s s} \frac{u_{120}(0)}{u_{110}(0)} [B(z - j\omega_s)S_0(s) - A(-j\omega_s)] \right] ds; \]

\[ (5.38) \]

where \((j = 3, 4, \ldots, n)\) in Eq. (5.38). Since \(u_{1j1}(t)\) in Eq. (5.38) must be a periodic function of \(t\) with period \(T\), the initial condition, \(u_{1j1}(0)\), is chosen as follows:

\[ u_{1j1}(0) = \frac{u_{110}(0) v_{jn}}{\epsilon^{\lambda_j T - 1} - 1} \int_0^T e^{(j\omega_s - \lambda_j)s} \left\{ [B(z + j\omega_s)S_0(s) - A(j\omega_s)] \right\} ds 
+ \epsilon^{-j\omega_s s} \frac{u_{120}(0)}{u_{110}(0)} [B(z - j\omega_s)S_0(s) - A(-j\omega_s)] ds. \]

\[ (5.39) \]

Except for the initial condition of \(u_{121}(t)\), the above equations completely determine the \(u_{1j1}(t)\)'s \((j = 1, 2, \ldots, n)\). The \(u_{121}(t)\) is periodic in \(t\) with period \(T\) for any \(u_{121}(0)\); therefore, a periodicity condition on \(u_{121}(t)\) is not sufficient for the determination of \(u_{121}(0)\). As in the case of the initial condition \(u_{120}(0)\), the initial condition \(u_{121}(0)\) must be determined in the next step of the recursion procedure for \(\alpha_{11}(\mu)\).

For \(\alpha_{21}\):

Consider Eq. (5.23) for \(i = 2\) and with Eq. (5.26) substituted for the \(u_{2j0}(t)\)'s \((j = 1, 2, \ldots, n)\). Recall that \(\alpha_{20} = \lambda_2, \lambda_2 = -j\omega_s\). See Eq. (5.40) on the following page.
\[ \dot{u}_{211} - j\omega_s u_{211} = -\alpha_{21} u_{210}(0) + j\omega_s t \ln \left\{ \Gamma_{10}(t) u_{210}(0) \right\} + \Gamma_{20}(t) u_{220}(0) \]

\[ \dot{u}_{221} = -\alpha_{21} u_{220}(0) + j\omega_s t \ln \left\{ \Gamma_{10}(t) u_{210}(0) \right\} + \Gamma_{20}(t) u_{220}(0) \]

\[ \dot{u}_{231} + (-j\omega_s - \lambda_{21}) u_{231} = + j\omega_s t \ln \left\{ \Gamma_{10}(t) u_{210}(0) \right\} + \Gamma_{20}(t) u_{220}(0) \] (5.40)

\[ \dot{u}_{2n1} + (-j\omega_s - \lambda_{21}) u_{2n1} = + j\omega_s t \ln \left\{ \Gamma_{10}(t) u_{210}(0) \right\} + \Gamma_{20}(t) u_{220}(0) \]

All the terms on the right-hand sides of the equations in Eq. (5.40) are known, except for \( \alpha_{21} \) and \( u_{210}(0) \). As in the case of the determination of the \( u_{1jl}(t)'s \), \( \alpha_{21} \) and \( u_{210}(0) \) are chosen so that the \( u_{2jl}(t)'s \) \((j = 1, ..., n)\) can be periodic in \( t \) with period \( T \). Therefore, they \([\alpha_{21} \) and \( u_{210}(0)\)] must be chosen so that the right-hand side of the first equation in Eq. (5.40) contains no term of angular frequency \( +2\omega_s \) and the right-hand side of the second equation has mean value equal to zero. These two conditions lead to the following pair of equations:

\[ \left\{ v_{1n} [B(j\omega_s) S_0^2] u_{220}(0) + \left\{ v_{1n} [B(j\omega_s) S_0^2 - A(j\omega_s)] - \alpha_{21} \right\} u_{210}(0) \right\} = 0; \] (5.41)

\[ \left\{ v_{2n} [B(-j\omega_s) S_0^2 - A(-j\omega_s)] - \alpha_{21} \right\} u_{220}(0) + \left\{ v_{2n} [B(-j\omega_s) S_0^{2s}] u_{210}(0) \right\} = 0. \]
This system has a nontrivial solution only if its determinant is zero. The equation resulting is, as has already been mentioned, the same as the quadratic equation, Eq. (5.31), for $\alpha_{11}$. Therefore, the previous statement that $\alpha_{11}$ and $\alpha_{21}$ satisfy the same quadratic equation is substantiated.

As soon as the $\alpha_{21}$ is determined, the undetermined initial condition, $u_{210}(0)$, can be determined from Eq. (5.41) as follows:

$$
\frac{u_{210}(0)}{u_{220}(0)} = \frac{v_{ln} B(j\omega_s) S_0^{+2s}}{\{\alpha_{21} - v_{ln} [B(j\omega_s) S_0^{0} - A(j\omega_s)]\}}; \quad (5.42)
$$

or

$$
\frac{u_{210}(0)}{u_{220}(0)} = \frac{\alpha_{21} - v_{z2n} [B(-j\omega_s) S_0^{0} - A(-j\omega_s)]}{v_{2n} B(-j\omega_s) S_0^{-2s}}.
$$

Equation (5.42) completes the determination of all the terms on the right-hand sides of the equations in Eq. (5.40). The functions $u_{2j1}(t)$'s ($j = 1, \ldots, n$) can, therefore, be obtained from a straightforward integration of the differential equations in Eq. (5.40). The results of these integrations are given below.

$$
u_{211}(t) = u_{211}(0) e^{j\omega_s t} + u_{220}(0) \int_0^t e^{j\omega_s (t-s)} \left[ -\alpha_{21} \frac{u_{210}(0)}{u_{220}(0)} e^{+j\omega_s s} + v_{ln} \frac{u_{210}(0)}{u_{220}(0)} e^{+j\omega_s s} [B(z + j\omega_s) S_0(s) - A(j\omega_s)] \right] ds \quad (5.43)
$$

[Recall that $u_{i11}(0)$ ($i = 1, 2, \ldots, n$) has been chosen equal to zero.]
\[ u_{2\ell 1}(t) = u_{220}(0) \int_0^t \left[ -\alpha_{21} + \nu_{2n} \left( \frac{u_{210}(0)}{u_{220}(0)} \right) e^{j\omega_s s} \left[ B(z + j\omega_s)S_0(s) - A(j\omega_s) \right] \right. \]

\[ + \left. \left[ B(z - j\omega_s)S_0(s) - A(-j\omega_s) \right] \right] ds \]

\[ u_{2\ell 1}(t) = u_{2\ell 1}(0)e^{(\lambda_j + j\omega_s)t} \]

\[ + u_{220}(0) \int_0^t e^{(\lambda_j + j\omega_s)(t-s)} \left[ \nu_{jn} \left( \frac{u_{210}(0)}{u_{220}(0)} \right) e^{j\omega_s s} \left[ B(z + j\omega_s)S_0(s) - A(j\omega_s) \right] \right. \]

\[ - \left. A(j\omega_s) \right] + \left[ B(z - j\omega_s)S_0(s) - A(-j\omega_s) \right] \right] ds \]

where \( j = 3,4,\ldots,n \). Since \( u_{2\ell 1}(t) \) must be periodic in \( t \) with period \( T \), the initial condition, \( u_{2\ell 1}(0) \) \( (j = 3,\ldots,n) \), is chosen as follows:

\[ u_{2\ell 1}(0) = \frac{\nu_{jn}u_{220}(0)}{e^{-\lambda_j T}} \int_0^T e^{-(j\omega_s + \lambda_j)s} \left[ \frac{u_{210}(0)}{u_{220}(0)} e^{j\omega_s s} \left[ B(z + j\omega_s)S_0(s) - A(j\omega_s) \right] \right. \]

\[ - A(j\omega_s) \left. \right] + \left[ B(z - j\omega_s)S_0(s) - A(-j\omega_s) \right] ds. \]

The above equation completes, except for the initial condition \( u_{211}(0) \), the determination of the \( u_{2\ell 1}(t) \)'s \( (j = 1,\ldots,n) \). The \( u_{211}(0) \) must be determined in the next step of the recursion procedure for \( \alpha_2(\mu) \).

For \( \alpha_{11} \) \( (i = 3,4,\ldots,n) \):

Consider Eq. (5.23) for \( (i = 3,4,\ldots,n) \) and with Eq. (5.27) substituted for the \( u_{1jo}(t) \)'s \( (j = 1,\ldots,n) \).
\[
\begin{align*}
\dot{u}_{111} + (\lambda_1 - \lambda_1)u_{111} &= v_{1n}u_{1i0}(0)\Gamma_{io}(t) \\
\dot{u}_{121} + (\lambda_1 - \lambda_2)u_{121} &= v_{2n}u_{1i0}(0)\Gamma_{io}(t) \\
\dot{u}_{111} &= \{-\alpha_{11} + v_{in}\Gamma_{io}(t)\}u_{1i0}(0) \\
\dot{u}_{1in} + (\lambda_1 - \lambda_n)u_{1in} &= v_{nn}u_{i0}(0)\Gamma_{io}(t)
\end{align*}
\]

Equation (5.47)

All terms on the right-hand sides of the equations in Eq. (5.47) except for \(\alpha_{11}\) are known. \(\alpha_{11}\) and the initial conditions for the \(u_{1j1}(t)\)'s \((j = 1, 2, \ldots, n; i = 3, 4, \ldots, n)\) must be chosen so that the \(u_{1j1}(t)\)'s are periodic with period \(T\).

It can be seen that \(u_{111}(t)\) is periodic with period \(T\) if the right-hand side of the equation in Eq. (5.47) involving \(u_{111}(t)\) and \(\alpha_{11}\) has mean value zero. This requirement is satisfied if

\[
\alpha_{11} = \frac{v_{in}}{T} \int_0^T \Gamma_{io}(t) dt \quad (i = 3, 4, \ldots, n).
\]

Equation (5.48)

Using Eq. (5.20), this equation reduces to

\[
\alpha_{1i} = v_{in}\{B(\lambda_1)S_o - A(\lambda_1)\} \quad (i = 3, \ldots, n).
\]

Equation (5.49)

Note the similarity between this relation and Eq. (5.34). Utilizing the value for \(\alpha_{1i}\) determined by Eq. (5.49), integration of the appropriate equation in Eq. (5.47) gives the following expression for \(u_{111}(t)\) \((i = 3, 4, \ldots, n)\):
u_{i11}(t) = u_{i10}(0) \int_0^t \left[ -\alpha_{i1} + v_{in} \left\{ B(z + \lambda_1)S_0(s) - A(\lambda_1) \right\} \right] ds \tag{5.50}

(i = 3, 4, ..., n).

Again recall that \( u_{i11}(0) = 0 \). The expression for the other \( u_{ij1}(t)'s \), obtained from integrating the other equations in Eq. (5.47), is

\[
u_{ij1}(t) = u_{ij1}(0)e^{(\lambda_j-\lambda_i)t} \tag{5.51}
\]

\[
+ v_{ijn} u_{i10}(0) \epsilon \int_0^t e^{(\lambda_j-\lambda_i)(t-s)} \cdot \left\{ B(z + \lambda_1)S_0(s) - A(\lambda_1) \right\} ds
\]

\( i = 3, 4, ..., n \)

\( j = 1, 2, ..., (i-1), (i+1), ..., n \)

\( i \neq j \).

The initial condition, \( u_{ij1}(0) \), must be chosen so that \( u_{ij1}(t) \) is periodic with period \( T \); therefore,

\[
u_{ij1}(0) = \frac{v_{ijn} u_{i10}(0)}{e^{(\lambda_j-\lambda_i)T} - 1} \int_0^T e^{-(\lambda_j-\lambda_i)s} \left\{ B(z + \lambda_1)S_0(s) - A(\lambda_1) \right\} ds \tag{5.52}
\]

\( i = 3, 4, ..., n \)

\( j = 1, 2, ..., (i-1), (i+1), ..., n \)

\( j \neq i \).

Equation (5.52) completes the determination of all the \( u_{ij1}(t)'s \) with the exception of the initial conditions for \( u_{121}(t) \) and \( u_{211}(t) \).

5.6 Determination of the Coefficients, \( \alpha_{ij} (i = 1, 2, ..., n) \), of \( \mu^2 \) in the Power Series Expansion for the Characteristic Exponents, \( \alpha_i(\mu) (i = 1, 2, ..., n) \)

Equations (5.22) and (5.23), from which \( \alpha_{10} \) and \( \alpha_{11} (i = 1, 2, ..., n) \)
are determined in the preceding two sections of this chapter, are a conse-
quence of expanding both sides of Eq. (5.13) in power series $\mu$ and
equating coefficients of the like powers of $\mu$ on each side of the equality
sign to one another. Equation (5.22) is the result of equating the coef-
ficients of the $\mu^0$ terms, and Eq. (5.23) is the result of equating the
coefficients of the $\mu^1$ terms. The following equation results from
equating the coefficients of the $\mu^2$ terms.

\[
\begin{align*}
\dot{u}_{1l2} + (\alpha_{10} - \lambda_1)u_{1l2} &= -\alpha_{12}u_{1l0}(t) - \alpha_{1l}u_{1l1}(t) \\
+ v_{ln}[\Gamma_{l1}(t)u_{1l0}(t) + \ldots + \Gamma_{ln}(t)u_{ln0}(t)] \\
+ v_{ln}[\Gamma_{l0}(t)u_{1l1}(t) + \ldots + \Gamma_{ln}(t)u_{ln1}(t)] \\
+ v_{ln}[\Gamma_{l0}(t)u_{1l1}(t) + \ldots + \Gamma_{ln}(t)u_{ln1}(t)] \\
\end{align*}
\]

(5.53)

\[
\begin{align*}
\dot{u}_{in2} + (\alpha_{10} - \lambda_n)u_{in2} &= -\alpha_{12}u_{in0}(t) - \alpha_{1l}u_{in1}(t) \\
+ v_{nn}[\Gamma_{l1}(t)u_{1l0}(t) + \ldots + \Gamma_{ln}(t)u_{ln0}(t)] \\
+ v_{nn}[\Gamma_{l0}(t)u_{1l1}(t) + \ldots + \Gamma_{ln}(t)u_{ln1}(t)] \\
\end{align*}
\]

The determination of the $\alpha_{12}$'s and the $u_{1j2}(t)$'s follows the same pattern
as that followed in the previous section for the determination of the
$\alpha_{1l}$'s and the $u_{1jl}(t)$'s.

For $\alpha_{12}$:

Consider Eq. (5.53) for $i = 1$ and with Eq. (5.25) substituted
for the $u_{1j0}(t)$'s ($j = 1, \ldots, n$) and the results of the preceding section
substituted for the $u_{1j1}(t)$'s ($j = 1, \ldots, n$). Recall that $\alpha_{10} = \lambda_1$, $\lambda_1 = j\omega_s$. 
\[\begin{align*}
\hat{u}_{112} &= -\alpha_{12}^{}u_{110}(0) - \alpha_{11}^{}u_{111}(t) \\
&\quad + v_{ln}\left[\Gamma_{11}(t)u_{110}(0) + \Gamma_{21}(t)u_{120}(0)e^{-j\omega_s^{}t}\right] \\
&\quad + v_{ln}\left[\Gamma_{10}(t)u_{111}(t) + \cdots + \Gamma_{n0}(t)u_{1n1}(t)\right] \\
\hat{u}_{122} + j\omega_s^{}u_{122} &= -\alpha_{12}^{}u_{120}(0)e^{-j\omega_s^{}t} - \alpha_{11}^{}u_{121}(t) \\
&\quad + v_{2n}\left[\Gamma_{11}(t)u_{110}(0) + \Gamma_{21}(t)u_{120}(0)e^{-j\omega_s^{}t}\right] \\
&\quad + v_{2n}\left[\Gamma_{10}(t)u_{111}(t) + \cdots + \Gamma_{n0}(t)u_{1n1}(t)\right] \\
\hat{u}_{1n2} + (j\omega_s^{} - \lambda_n^{})u_{1n2} &= -\alpha_{11}^{}u_{1n1}(t) \\
&\quad + v_{nn}\left[\Gamma_{11}(t)u_{110}(0) + \Gamma_{21}(t)u_{120}(0)e^{-j\omega_s^{}t}\right] \\
&\quad + v_{nn}\left[\Gamma_{10}(t)u_{111}(t) + \cdots + \Gamma_{n0}(t)u_{1n1}(t)\right]
\end{align*}\]

The terms on the right-hand sides of the equations in Eq. (5.54) are all, except for \(\alpha_{12}^{}\) and the initial condition \(u_{121}(0)\), known. These two undetermined constants must be chosen so that the solutions of Eq. (5.54) can be periodic in \(t\) with period \(T\). The function \(u_{112}(t)\) is periodic if these constants are chosen so that the mean value of the right-hand side of the first equation in Eq. (5.54) is zero. The function \(u_{122}(t)\) is periodic if the right-hand side of the second equation in Eq. (5.54) contains no term of angular frequency \(-2\omega_s^{}\). These two requirements lead to the following pair of simultaneous equations.
\[ \alpha_{12} - \left\{ \frac{v_{2n}}{T} \int_0^T \Gamma_{20}(t) e^{-j\omega_s t} \right\} \frac{u_{121}(0)}{u_{120}(0)} = - \frac{\alpha_{11}}{T} \int_0^T \frac{u_{111}(t)}{u_{110}(0)} \, dt \]  

\[ + \frac{v_{ln}}{T} \int_0^T [\Gamma_{11}(t) + \Gamma_{21}(t)] \frac{u_{120}(0)}{u_{110}(0)} e^{-j\omega_s t} \, dt \]

\[ + \frac{v_{ln}}{T} \int_0^T [\Gamma_{10}(t) \frac{u_{111}(t)}{u_{110}(0)} + \Gamma_{20}(t) \frac{\tilde{u}_{121}(t)}{u_{110}(0)} + \ldots + \Gamma_{n0}(t) \frac{u_{1n1}(t)}{u_{110}(0)}] \, dt \]

\[ \alpha_{12} - \left\{ \frac{v_{2n}}{T} \int_0^T \Gamma_{20}(t) \, dt - \alpha_{11} \right\} \frac{u_{121}(0)}{u_{120}(0)} = - \frac{\alpha_{11}}{T} \int_0^T \frac{\tilde{u}_{121}(t)}{u_{120}(0)} + j\omega_s t \, dt \]  

\[ + \frac{v_{2n}}{T} \int_0^T [\Gamma_{11}(t) \frac{u_{110}(0)}{u_{120}(0)} + j\omega_s t + \Gamma_{21}(t)] \, dt + \frac{v_{2n}}{T} \int_0^T [\Gamma_{10}(t) \frac{u_{111}(t)}{u_{120}(0)} + \Gamma_{20}(t) \frac{\tilde{u}_{121}(t)}{u_{120}(0)} + \ldots + \Gamma_{n0}(t) \frac{u_{1n1}(t)}{u_{120}(0)}] + j\omega_s t \, dt \]

where \( \tilde{u}_{121}(t) = u_{121}(t) - u_{121}(0) e^{-j\omega_s t} \). It is possible to simplify Eqs. (5.55) and (5.56) by use of the relations which have been developed in the foregoing sections of this chapter. It follows from Eq. (5.20) that

\[ \frac{v_{ln}}{T} \int_0^T \Gamma_{20}(t) e^{-j\omega_s t} \, dt = v_{ln} B(j\omega_s) S^2_s \]  

(5.57)

and

\[ \frac{v_{2n}}{T} \int_0^T \Gamma_{20}(t) \, dt - \alpha_{11} = v_{2n} \left\{ B(-j\omega_s) S^o_s - A(-j\omega_s) \right\} - \alpha_{11}. \]  

(5.58)

From Eq. (5.21)

\[ \frac{v_{ln}}{T} \int_0^T [\Gamma_{11}(t) + \Gamma_{21}(t) \frac{u_{120}(0)}{u_{110}(0)} e^{-j\omega_s t} \, dt = v_{ln} B(j\omega_s) \left\{ \frac{u_{120}(0)}{u_{110}(0)} S^2_s \right\} \]

(5.59)
and
\[
\frac{v_{2n}}{T} \int_0^T \left[ \Gamma_{11}(t) \frac{u_{110}(0)}{u_{120}(0)} e^{j\omega_s t} + \Gamma_{21}(t) \right] dt = v_{2n} B(-j\omega_s) \left\{ \frac{u_{110}(0)}{u_{120}(0)} S_1^{0} + \frac{u_{110}(0)}{u_{120}(0)} S_1^{-2s} \right\}. \tag{5.60}
\]

Equations (5.59) and (5.60) can be even further reduced with the aid of Eq. (5.35), which implies that
\[
v_{ln} B(j\omega_s) \left\{ S_1^0 + \frac{u_{120}(0)}{u_{110}(0)} S_1^{2s} \right\} = v_{ln} B(j\omega_s) S_1^0
\]
\[+ \left\{ \alpha_{11} - v_{ln} \left[ B(j\omega_s) S_0^0 - A(j\omega_s) \right] \right\} \frac{S_1^{2s}}{S_0^{2s}}, \tag{5.61}
\]

and
\[
v_{2n} B(-j\omega_s) \left\{ S_1^0 + \frac{u_{110}(0)}{u_{120}(0)} S_1^{-2s} \right\} = v_{2n} B(-j\omega_s) S_1^0
\]
\[+ \left\{ \alpha_{11} - v_{2n} \left[ B(-j\omega_s) S_0^0 - A(-j\omega_s) \right] \right\} \frac{S_1^{-2s}}{S_0^{-2s}}. \tag{5.62}
\]

Utilizing the foregoing reductions, Eqs. (5.55) and (5.56) become
\[
\alpha_{12} = \left\{ \frac{v_{ln} B(j\omega_s) S_1^{2s}}{u_{110}(0)} \right\} u_{121}(0) =
\]
\[+ v_{ln} B(j\omega_s) S_1^0 + \left\{ \alpha_{11} - v_{ln} \left[ B(j\omega_s) S_0^0 - A(j\omega_s) \right] \right\} \frac{S_1^{2s}}{S_0^{2s}} \tag{5.63}
\]
\[+ \frac{v_{ln}}{T} \int_0^T \left[ \left\{ \Gamma_{10}(t) - \frac{\alpha_{11}}{v_{ln}} \right\} \frac{u_{111}(t)}{u_{110}(0)} + \Gamma_{20}(t) \frac{u_{121}(t)}{u_{110}(0)} + \ldots + \Gamma_{no}(t) \frac{u_{11n}(t)}{u_{110}(0)} \right] dt,
\]

and
\[ \alpha_{12} - \left[ \frac{v_{2n}}{u_{120}(0)} \left\{ B(-j\omega_s)S_0^0 - A(-j\omega_s) \right\} - \alpha_{11} \right] u_{121}(0) = v_{2n} B(-j\omega_s) S_1^0 \]

\[ + \left\{ \alpha_{11} - v_{2n} \left( B(-j\omega_s)S_0^0 - A(-j\omega_s) \right) \right\} \frac{S_1^{2s}}{S_0^{2s}} + v_{2n} \int_0^T \Gamma_{10}(t) \frac{u_{111}(t)}{u_{120}(0)} \right] \varepsilon^{+j\omega_s t} dt. \]  

This system has a unique solution if its determinant does not vanish; i.e.,

\[ \Delta = - \left[ \frac{v_{2n}}{u_{120}(0)} \left\{ B(-j\omega_s)S_0^0 - A(-j\omega_s) \right\} - \alpha_{11} \right] + \left[ \frac{v_{ln} B(j\omega_s)S_0^{2s}}{u_{110}(0)} \right] \neq 0. \]  

Utilizing Eq. (5.35), this requirement becomes

\[ \Delta = \frac{1}{u_{120}(0)} \left\{ 2\alpha_{11} - v_{ln} \left[ B(j\omega_s)S_0^0 - A(j\omega_s) \right] \right\} - v_{2n} \left[ B(-j\omega_s)S_0^0 - A(-j\omega_s) \right] \neq 0. \]  

But, introducing Eq. (5.33), Eq. (5.66) reduces to

\[ \Delta = \frac{\alpha_{11} - \alpha_{21}}{u_{120}(0)} \neq 0. \]  

Therefore, it is necessary only that \( \alpha_{11} \) and \( \alpha_{21} \) be distinct, but this has already been stated as a precondition for this analysis. Consequently, Eq. (5.67) is always satisfied for the problems considered.

The solution of the two simultaneous equations, Eq. (5.63) and Eq. (5.64), is
\[
\alpha_{12} = \frac{1}{\alpha_{11} - \alpha_{21}} \left[ \{\alpha_{11} - v_{2n}[B(-j\omega_s)S_o - A(-j\omega_s)]\} \cdot c_1 \right.
\]
\[
+ \left\{ \alpha_{11} - v_{1n}[B(j\omega_s)S_o - A(j\omega_s)] \right\} \cdot c_2 \right] 
\]
\[(5.68)\]

\[
u_{121}(0) = \frac{u_{120}(0)}{\alpha_{11} - \alpha_{12}} \cdot (c_2 - c_1) \quad (5.69)
\]

where

\[c_1 = \text{The right-hand side of Eq. (5.63)}\]
\[c_2 = \text{The right-hand side of Eq. (5.64)}\].

The functions \(u_{1j2}(t)\) (\(j = 1, 2, \ldots, n\)) can now be determined by substituting the values for \(\alpha_{12}\) and \(u_{121}(0)\) from Eqs. (5.68) and (5.69) into Eq. (5.54) and integrating the differential equations involved. The initial conditions, \(u_{1j2}(0)\) (\(j = 3, \ldots, n\)), are chosen so that the \(u_{1j2}(t)\)'s are periodic with period \(T\). The initial condition \(u_{112}(0)\) is, by assumption, zero, and, as in the case of Eq. (5.37), \(u_{122}(t)\) is periodic for any choice of initial condition, \(u_{122}(0)\). Therefore, the undetermined constant, \(u_{122}(0)\), must be determined in the next step of the recursion procedure.

For \(\alpha_{22}\):

Consider Eq. (5.53) for \(i = 2\), with Eq. (5.26) substituted for the \(u_{2j0}(t)\) (\(j = 1, 2, \ldots, n\)), and the results of the foregoing section of this chapter substituted for the \(u_{2j1}(t)\)'s (\(j = 1, 2, \ldots, n\)). Recall that \(\alpha_{20} = \lambda_2, \lambda_2 = -j\omega_s\).
\[ \dot{u}_{212} - j\omega_s u_{212} = -\alpha_{22} u_{210}(0)\epsilon^{+j\omega_s t} - \alpha_{21} u_{211}(t) \\
+ v_{mn} \left[ \Gamma_{11}(t) u_{210}(0) \epsilon^{+j\omega_s t} + \Gamma_{21}(t) u_{220}(0) \right] \\
+ v_{ln} \left[ \Gamma_{10}(t) u_{211}(t) + \Gamma_{20}(t) u_{221}(t) + \ldots + \Gamma_{n0}(t) u_{2n1}(t) \right] \]

\[ \dot{u}_{222} = -\alpha_{22} u_{220}(0) - \alpha_{21} u_{221}(t) \\
+ v_{2n} \left[ \Gamma_{11}(t) u_{210}(0) \epsilon^{+j\omega_s t} + \Gamma_{21}(t) u_{220}(0) \right] \\
+ v_{2n} \left[ \Gamma_{10}(t) u_{221}(t) + \ldots + \Gamma_{n0}(t) u_{2n1}(t) \right] \]

\[ \dot{u}_{2n2} - (j\omega_s + \lambda_n) u_{2n2} = -\alpha_{21} u_{2n1}(t) \\
+ v_{mn} \left[ \Gamma_{11}(t) u_{210}(0) \epsilon^{+j\omega_s t} + \Gamma_{21}(t) u_{220}(0) \right] \\
+ v_{mn} \left[ \Gamma_{10}(t) u_{211}(t) + \ldots + \Gamma_{n0}(t) u_{2n1}(t) \right] \]

As in the case of Eq. (5.54), all the terms on the right-hand side of the equations in Eq. (5.70), except for \( \alpha_{22} \) and \( u_{211}(0) \), are known. As before, the \( \alpha_{22} \) and \( u_{211}(0) \) must be chosen so that the \( u_{2j2}(t) \)'s (\( j = 1, 2, \ldots, n \)) can be periodic in \( t \) with period \( T \). The function \( u_{212}(t) \) is periodic with period \( T \) if the right-hand side of the first equation in Eq. (5.70) contains no terms of angular frequency \( +2\omega_s \), and \( u_{222}(t) \) is periodic with period \( T \) if the right-hand side of the second equation in Eq. (5.70) has mean value zero. These two requirements lead to the following two equations.
\[ \alpha_{22} + \left\{ \alpha_{21} - \frac{v_{ln}}{T} \int_0^T \Gamma_{10}(t) dt \right\} \frac{u_{211}(0)}{u_{210}(0)} = -\frac{\alpha_{21}}{T} \int_0^T \frac{\tilde{u}_{211}(t)}{u_{210}(0)} e^{-j\omega_s t} dt \]

\[ + \frac{v_{ln}}{T} \int_0^T \left[ \Gamma_{11}(t) + \frac{u_{220}(0)}{u_{210}(0)} \Gamma_{21}(t) \right] e^{-j\omega_s t} dt \]

\[ + \frac{v_{ln}}{T} \int_0^T \left[ \Gamma_{10}(t) \frac{\tilde{u}_{211}(t)}{u_{210}(0)} + \cdots + \Gamma_{no}(t) \frac{u_{2n1}(t)}{u_{210}(0)} \right] e^{-j\omega_s t} dt \]

(5.71)

\[ \alpha_{22} - \left\{ \frac{v_{2n}}{T} \int_0^T \Gamma_{10}(t) e^{+j\omega_s t} dt \right\} \frac{u_{211}(0)}{u_{220}(0)} = -\frac{\alpha_{21}}{T} \int_0^T \frac{u_{221}(t)}{u_{220}(0)} dt \]

\[ + \frac{v_{2n}}{T} \int_0^T \left[ \Gamma_{11}(t) \frac{u_{210}(0)}{u_{220}(0)} e^{+j\omega_s t} + \Gamma_{21}(t) \right] dt \]

\[ + \frac{v_{2n}}{T} \int_0^T \left[ \Gamma_{10}(t) \frac{\tilde{u}_{211}(t)}{u_{220}(0)} + \cdots + \Gamma_{no}(t) \frac{u_{2n1}(t)}{u_{220}(0)} \right] dt \]

(5.72)

where \( \tilde{u}_{211}(t) = u_{211}(t) - u_{211}(0)e^{j\omega_s t} \).

Then, utilizing relations analogous to those given in Eqs. (5.57), (5.58), (5.59), (5.60), (5.61) and (5.62), Eqs. (5.71) and (5.72) can be reduced to

\[ \alpha_{22} + \left\{ \frac{\alpha_{21} - v_{ln} \left[ B(\omega_s) S_0^0 - A(\omega_s) \right]}{u_{210}(0)} \right\} u_{211}(0) = \]

\[ + \frac{v_{ln} B(\omega_s) S_0^1}{S_0^1} + \left\{ \frac{\alpha_{21} - v_{ln} \left[ B(\omega_s) S_0^0 - A(\omega_s) \right]}{u_{210}(0)} \right\} \frac{s_{1+2s}}{s_{1+2s}} \]

\[ + \frac{v_{ln}}{T} \int_0^T \left[ \left( \Gamma_{10}(t) - \frac{\alpha_{21}}{v_{ln}} \frac{\tilde{u}_{211}(t)}{u_{210}(0)} + \cdots + \Gamma_{no}(t) \frac{u_{2n1}(t)}{u_{210}(0)} \right) e^{-j\omega_s t} \right] dt \]

(5.73)

\[ \alpha_{22} - \left\{ \frac{v_{2n} B(-\omega_s) S_0^{-2s}}{u_{220}(0)} \right\} u_{211}(0) = \]

\[ + \frac{v_{2n} B(-\omega_s) S_0^{-2s}}{S_0^{-2s}} + \left\{ \frac{\alpha_{21} - v_{2n} \left[ B(-\omega_s) S_0^0 - A(-\omega_s) \right]}{u_{220}(0)} \right\} \frac{s_{1-2s}}{s_{1-2s}} \]

\[ + \frac{v_{2n}}{T} \int_0^T \left[ \Gamma_{10}(t) \frac{\tilde{u}_{211}(t)}{u_{220}(0)} + \left( \Gamma_{20}(t) - \frac{\alpha_{21}}{v_{2n}} \frac{u_{221}(t)}{u_{220}(0)} + \cdots \right) \right. \]

\[ + \left. \Gamma_{no}(t) \frac{u_{2n1}(t)}{u_{220}(0)} \right] dt. \]

(5.74)
The determinant of this pair of simultaneous equations is
\[
\Delta = -\left\{ \frac{v_{2n}B(-j\omega_s)S_0^{-2s}}{u_{220}(0)} \right\} - \left\{ \frac{\alpha_{21} - v_{1n}[B(j\omega_s)S_0^0 - A(j\omega_s)]}{u_{210}(0)} \right\}, \tag{5.75}
\]
and, with the aid of Eqs. (5.42) and (5.33), this becomes
\[
\Delta = \frac{1}{u_{210}(0)} [\alpha_{11} - \alpha_{21}] . \tag{5.76}
\]
This determinant is nonzero for the same reason that Eq. (5.67) is nonzero. Therefore, the above pair of simultaneous equations has a solution which is as follows:

\[
\alpha_{22} = \frac{-1}{\alpha_{11} - \alpha_{21}} \left[ \left\{ \alpha_{21} - v_{2n}[B(-j\omega_s)S_0^0 - A(-j\omega_s)] \right\} C_3 + \left\{ \alpha_{21} - v_{1n}[B(j\omega_s)S_0^0 - A(j\omega_s)] \right\} C_4 \right] \tag{5.77}
\]
and
\[
\frac{u_{211}(0)}{\alpha_{11} - \alpha_{21}} = \frac{u_{210}(0)}{C_3} - C_4 , \tag{5.78}
\]
where
\[
C_3 = \text{The right-hand side of Eq. (5.73)} \quad \text{and} \quad C_4 = \text{The right-hand side of Eq. (5.74)} .
\]

The functions \( u_{2j2}(t) \) (\( j = 1, \ldots, n \)) can now be determined by substituting the values for \( \alpha_{22} \) and \( u_{211}(0) \) from Eqs. (5.77) and (5.78) into Eq. (5.70) and integrating the differential equations involved.
The initial conditions, \( u_{2j2}(0) \) (\( j \neq 2; j = 1, 3, 4, \ldots, n \)), are chosen so that the \( u_{2j2}(t) \)'s are periodic with period \( T \). As in the case of Eq. (5.43), \( u_{212}(t) \) is periodic for any choice of initial condition, \( u_{212}(0) \).
This undetermined constant must be determined in the next step of the
recursion procedure. The initial condition, \( u_{222}(0) \), is chosen equal to zero (i.e., all \( u_{11k}(0) = 0 \), \( k = 1, 2, \ldots \)).

For \( \alpha_{i2} \) \( (i = 3, 4, \ldots, n) \):

Consider Eq. (5.53) for \( i = 3, 4, \ldots, n \) with Eq. (5.27) substituted for the \( u_{1j0}(t) \)'s \( (j = 1, 2, \ldots, n) \) and the results of the foregoing section of this chapter substituted for the \( u_{ij1}(t) \)'s \( (i, j = 1, \ldots, n) \). Recall that \( \alpha_{i0} = \lambda_i \).

\[
\dot{u}_{12} + (\lambda_i - \lambda_1)u_{12} = -\alpha_{12}u_{110}(t) + v_{110}\left[ \Gamma_{11}(t)u_{110}(0) \right] \\
+ v_{112}\left[ \Gamma_{10}(t)u_{111}(t) + \ldots + \Gamma_{n0}(t)u_{11n}(t) \right]
\]

\[
\dot{u}_{12} = -\alpha_{12}u_{110}(0) - \alpha_{11}u_{111}(t) + v_{110}\left[ \Gamma_{11}(t)u_{110}(0) \right] \\
+ v_{112}\left[ \Gamma_{10}(t)u_{111}(t) + \ldots + \Gamma_{n0}(t)u_{11n}(t) \right] \\
\]

\[
\dot{u}_{12} + (\lambda_i - \lambda_1)u_{12} = -\alpha_{12}u_{110}(0) + v_{110}\left[ \Gamma_{11}(t)u_{110}(0) \right] \\
+ v_{112}\left[ \Gamma_{10}(t)u_{111}(t) + \ldots + \Gamma_{n0}(t)u_{11n}(t) \right]
\]

\[
(i = 3, 4, \ldots, n)
\]

Once again, all the terms on the right-hand side of the above system of equations, except for \( \alpha_{11} \), are known. In this case there is only one undetermined constant because \( (\lambda_j - \lambda_k) \) \( (j \neq k; j, k = 3, 4, \ldots, n) \) is not an integer multiple of \( jw_T \). The constant \( \alpha_{12} \) must be chosen so that the
$u_{ij2}(t)$'s can be periodic with period $T$. Referring to the $i$th equation in Eq. (5.79) it can be seen that $u_{i12}(t)$ can be periodic with period $T$ only if the mean value of the right-hand side of this equation is zero.

Therefore, $\alpha_{12}$ is chosen as follows:

$$
\alpha_{12} = \frac{-\alpha_{ii1}}{T} \int_0^T \frac{u_{i11}(t)}{u_{i10}(0)} \, dt + \frac{v_{in}}{T} \int_0^T \Gamma_{i1}(t) \, dt + \frac{v_{in}}{T} \int_0^T \left[ \Gamma_{i10}(t) \frac{u_{i11}(t)}{u_{i10}(0)} + \cdots + \Gamma_{in0}(t) \frac{u_{i1n}(t)}{u_{i1n}(0)} \right] \, dt
$$

(i = 3,4,...,n),

or

$$
\alpha_{12} = v_{in} B_1 s^0_i - \frac{\alpha_{ii1}}{T} \int_0^T \frac{u_{i11}(t)}{u_{i11}(0)} \, dt + \frac{v_{in}}{T} \int_0^T \left[ \Gamma_{i10}(t) \frac{u_{i11}(t)}{u_{i10}(0)} + \cdots + \Gamma_{in0}(t) \frac{u_{i1n}(t)}{u_{i1n}(0)} \right] \, dt
$$

(i = 3,4,...,n).

The functions $u_{ij2}(t)$ ($j = 1,2,...,n; i = 3,...,n$) can now be determined by substituting the value of $\alpha_{12}$ from Eq. (5.81) into Eq. (5.79) and integrating the differential equations involved. The initial conditions, $u_{ij2}(0)$, are chosen so that the $u_{ij2}(t)$'s are periodic with period $T$. Since $u_{i12}(0)$ is arbitrarily chosen equal to zero, none of the initial conditions remains undetermined; therefore, this situation is somewhat different from that for $i = 1$ or 2.
5.7 Determination of the Coefficients, $\alpha_{ik} (i = 1, 2, \ldots, n; k = 3, 4, \ldots)$, of the Higher-Degree Terms in the Power Series Expansion for the Characteristic Exponents, $\alpha_i(\mu) (i = 1, 2, \ldots, n)$

The determination of the $\alpha_{ik}$'s for $k > 2$ follows exactly the same pattern used to determine the $\alpha_{i1}$'s and the $\alpha_{i2}$'s. The system of differential equations which involves the $u_{ijk}(t)$'s is obtained by equating the coefficients of the $\mu^k$ terms from each side of Eq. (5.13) to one another. This system of differential equations is similar to Eqs. (5.54), (5.70), or (5.79), depending on which integer $i$ is considered. For $i = 1$ or 2, the right-hand side of this system is known except for $\alpha_{ik}$ and one initial condition from the previous recursion step, and, just as in the previous cases, these two undetermined constants are chosen so that the $u_{ijk}(t)$'s can be periodic with period $T$. The system differential equations are then integrated, and the initial conditions $u_{ijk}(0)$ chosen so that the $u_{ijk}(t)$'s are periodic with period $T$. One initial condition remains undetermined and must be determined in the next step of the recursion procedure, and $u_{i1k}(0)$ is chosen equal to zero.

For $(i = 3, 4, \ldots, n)$, the procedure is, as was just demonstrated for $\alpha_{i2} (i = 3, 4, \ldots, n)$, simpler. The right-hand side of the appropriate system of differential equations is known except for $\alpha_{ik}$. This constant is chosen so that the $u_{ijk}(t)$'s can be periodic with period $T$. The system is then integrated, and the initial conditions, $u_{ijk}(0)$, chosen so that the $u_{ijk}(t)$'s are periodic with period $T$. Again, $u_{i1k}(0)$ is chosen equal to zero. In this case, there is no undetermined initial condition which must be determined in the next step of the recursion procedure.
CHAPTER VI

ALGORITHM FOR THE APPLICATION OF THE TECHNIQUES DEVELOPED IN THIS STUDY

6.1 Introduction

In this chapter the key results from the foregoing chapters are restated so that they form an algorithm for the application of the techniques developed in this study. An attempt has been made to make this chapter self-contained except for a few references to other chapters. It is hoped, thereby, to obviate a detailed examination of the first five chapters in this study by the reader who is interested only in applying the techniques which are developed here to a given nonlinear feedback system.

This algorithm is divided into two main parts. The first part presents the procedures to be followed for the determination of the first approximation to the periodic response and the first approximations to the stability criteria. As is demonstrated by the example worked out at the end of this chapter, these first approximations can be quite satisfactory. The second part of the algorithm presents the procedures to be followed for the determination of higher-order approximations to both the periodic response and the stability criteria.

Owing to the existence of two canonical forms, each of the two main parts of the algorithm is further divided into two parallel groups of sections. One group is applicable to the first canonical form, and the other group is applicable to the second canonical form. In addition, one common section, which acts as an initial step, is presented in the first part of the algorithm. This section discusses the selection of a canonical form.
Consequently, this chapter is arranged in the following pattern:

a) In Section 6.2, the selection of the pertinent canonical form is discussed.

b) In Section 6.3, the method is presented for determining the first approximation to the periodic responses of a nonlinear feedback system which is characterized by the first canonical form.

c) In Section 6.4, the method is presented for determining the first approximations to the stability criteria for a nonlinear feedback system which is characterized by the first canonical form.

d) In Section 6.5, the method is presented for determining the first approximation to the periodic response of a nonlinear feedback system which is characterized by the second canonical form.

e) In Section 6.6, the method is presented for determining the first approximations to stability criteria for a nonlinear feedback system which is characterized by the second canonical form.

The above five sections constitute the first part of the algorithm which is presented in this chapter. The second part of the algorithm is composed of the following sections.

f) In Section 6.7, the method is presented for determining higher-order approximations to the periodic responses of a nonlinear feedback system which is characterized by the first canonical form.

g) In Section 6.8, the method is presented for determining
higher-order approximations to the stability criteria for a nonlinear feedback system which is characterized by the first canonical form.

h) In Section 6.9, the method is presented for determining higher-order approximations to the periodic responses of a nonlinear feedback system which is characterized by the second canonical form.

i) In Section 6.10, the method is presented for determining higher-order approximations to the stability criteria for a nonlinear feedback system which is characterized by the second canonical form.

The final section of this chapter, Section 6.11, presents an example of the application of this algorithm to a third-order system which is characterized by the first canonical form.

6.2 Selection of a Canonical Form

If it is assumed at the outset that the periodic response in question is dominated by a component in its frequency spectrum of frequency $\frac{\omega_s}{2\pi}$, then the selection of the pertinent canonical form is straightforward. The first canonical form applies if the frequency spectrum of the forcing function, $e(t)$, contains a term of frequency $\frac{\omega_s}{2\pi}$, and the second canonical form applies if the frequency spectrum of the forcing function, $e(t)$, does not contain a term of frequency $\frac{\omega_s}{2\pi}$.

Unfortunately, the above assumption regarding a knowledge of the dominant term in the response hides the basic problem in the selection of the pertinent canonical form; namely, the a priori determination of the angular frequency, $\omega_s$, of the dominant term. As has been discussed
previously (see the last paragraph of Section 2.3), there is no general method for making an a priori selection of \( T_s \left( \frac{2\pi}{\omega_s} \right) \). The reason that there is no such method is intimately connected with the lack of a complete solution of the "inverse perturbation problem" as discussed in Chapter II. In any event, it is sufficient for the purposes of this chapter to say that it is necessary in every case to guess \( \omega_s \). Consequently, it is worthwhile to consider briefly how one might make such a guess.

The development of both the first and second canonical forms in Chapter II begins with a consideration of the following linear system:

\[
A(z)x - B(z)Nx = 0 \tag{2.5}
\]

The characteristic roots of this system are functions of \( N \). It is assumed that for each of certain values of \( N \) this system has a pair of complex-conjugate, purely-imaginary roots which are denoted \( \pm j \omega_{N_j} \). These special values for \( N \) are denoted \( N_j \), where \( j \) is an integer index. It is shown in Chapter II that by the use of suitable transformations the characteristic roots \( \pm j \omega_{N_j} \) can be shifted so that their magnitude becomes a rational multiple of the fundamental angular frequency of the forcing function, \( e(t) \). The question of "guessing an \( \omega_s \)" is really the question of deciding which pair \( \pm j \omega_{N_j} \) is to be shifted and to where it is to be shifted [i.e., which rational multiple of the fundamental angular frequency of \( e(t) \)].

In many cases the decisions are obvious. For example, consider a system whose linear part, \( \frac{B(z)}{A(z)} \), has poles and zeros located in the complex plane as shown in Fig. 6.1.
FIG. 6.1 LOCATION OF POLES AND ZEROS OF A POSSIBLE \( \frac{B(z)}{A(z)} \).

The root locus pattern for such a system is sketched in Fig. 6.2.

FIG. 6.2 ROOT LOCUS ASSOCIATED WITH THE \( \frac{B(z)}{A(z)} \) PORTRAYED IN FIG. 6.1

It is apparent that for the above system there exists only one \( N_j \); consequently, there is only one pair \( \pm j \frac{m}{N_1} \). Let the forcing function under
consideration be a simple sinusoid of angular frequency $\omega_e$, where $\omega_e$ is in the neighborhood of $2\omega_{N_1}$, as illustrated in Fig. 6.3.

![Diagram](image)

**FIG. 6.3 LOCATION OF $\pm j\omega_{N_1}$ and $\pm j\omega_e$ IN THE COMPLEX PLANE**

Clearly, the poles $\pm j\omega_{N_1}$ should be shifted to $\pm j\frac{\omega_e}{2}$.

Fortunately, this type of rather-crude reasoning suffices for many nonlinear feedback systems. This is especially true of those systems for which the characteristic roots of Eq. (2.5) near the imaginary axis are clustered in a narrow frequency interval. In more complicated systems the problem becomes more difficult, and it may be necessary to try several possible $\omega_s$'s before a suitable one is discovered. Just as the "inverse perturbation problem" has more than one solution, there may be more than one suitable $\omega_s$. However, once an $\omega_s$ is selected the selection of the pertinent canonical form follows immediately, as is discussed at the beginning of this section. Note that the same canonical form is not
necessarily the pertinent one for each of the possible \( \omega_s \)'s. For example, consider a simple system under the influence of a purely-sinusoidal forcing function of angular frequency \( \omega_e \). Let this system have two possible \( \omega_{nj} \)'s; the first in the neighborhood of \( \omega_e \), and the second in the neighborhood of \( \frac{\omega_e}{2} \). If the first \( \omega_{nj} \) is chosen, the first canonical form is applicable; and if the second \( \omega_{nj} \) is chosen, the second canonical form is applicable. It is quite possible that either \( \omega_{nj} \) will give the correct solution. However, one may lead to a better first approximation or a more rapidly converging series representation than the other.

6.3 First Approximation to the Periodic Response: First Canonical Form

The step presented in this section is quite simple and comprises nothing more than the solving of the following equation:

\[
n_o - \frac{A(j\omega_s)}{B(j\omega_s)} + \frac{E^{+s}}{c_{10}} = 0,
\]

where:

1. The solution of this equation is of the form \( c_{10} = c_{10}(E^{+s}, \omega_s) \), a complex function of two real variables. Letting

\[
. \quad c_{10} = \frac{a}{2} e^{j\theta} \quad (a, \theta \text{ real})
\]

the solution of Eq. (3.16) can be written

\[
. \quad a = a(E^{+s}, \omega_s)
\]

\[
. \quad \theta = \theta(E^{+s}, \omega_s)
\]

\[1 \quad E^{+s} \text{ can always be assumed to be real without a loss in generality.} \]
Note that the solutions "a" and $\theta$ may be considered to be functions of system parameters other than $E^+s$ and $\omega_s$; e.g., some component value in the linear network characterized by $\frac{A(j\omega_s)}{B(j\omega_s)}$.

(2) The first approximation to the periodic response of the nonlinear feedback system is

$$p(t) = c_{10}^j \omega_s^t + c_{10}^j \omega_s^{-t} _{\star}$$

$$= a \cos [\omega_s^t + \theta]$$

(3) $n_o^0$, the zeroth-order describing function, is a function of "a" and is defined as follows:

$$n_o^0 = \frac{1}{c_{10}^T} \int_{-T/2}^{T/2} F\{ c_{10}^j \omega_s^t + c_{10}^j \omega_s^{-t} _{\star} \} e^{-j\omega_s^t} dt,$$

where (see Appendix C) the function $F(x)$ characterizes the nonlinear element in the feedback system and $T$, in this case, equals an integer multiple of $\frac{2\pi}{\omega_s}$.

(4) $\frac{A(j\omega_s)}{B(j\omega_s)}$ is the reciprocal of the transfer function for the linear part of the nonlinear feedback system.

(5) $\omega_s$ is the angular frequency of the first approximation. The determination of this quantity is discussed in the section preceding this one.

(6) $E^+s$ is the Fourier coefficient of the $e^{+j\omega_s^t}$ term in the Fourier series for the forcing function, $e(t)$.

The solution of Eq. (3.16) can be accomplished by many standard techniques. Probably the most useful one is a graphical technique. In this technique
the locus of \( n_o \) as "a" varies and the locus of \( \frac{A(j\omega)}{B(j\omega)} \) as \( \omega_s \) varies are plotted on the same complex plane. For a given amplitude, "a", and a given angular frequency, \( \omega_s \), the vector whose head is at \( \frac{A(j\omega)}{B(j\omega)} \) and whose tail is at \( n_o(a) \) gives the magnitude and argument of \( \frac{E^{+s}}{c_{10}} \). An example is shown in Fig. 6.4.

![Diagram showing loci of functions]

FIG. 6.4 EXAMPLE OF A POSSIBLE GRAPHICAL METHOD FOR SOLVING EQ. (3.16).

Needless to say, there are many other ways for solving Eq. (3.16). A convenient and significant way of presenting the solution of Eq. (3.16) is to plot "a" vs. \( \omega_s \) for constant \( E^s \), and \( \theta \) vs. \( \omega_s \) for constant \( E^s \). Among other things, such a presentation allows those points at which the Jacobian condition is not satisfied to be easily determined. These will be the points at which \( \frac{\partial a}{\partial \omega_s} \) becomes infinite.
6.4 First Approximations to the Stability Criteria: First Canonical Form

As is discussed in detail in Chapter V, there are \( n \) so-called characteristic exponents associated with a periodic solution of an \( n \)th-order nonlinear system. The signs of the real parts of these characteristic exponents determine whether or not the periodic solution in question is asymptotically stable: if all the real parts are negative, it is; if at least one of the real parts is positive, it is not stable.

In this study, the characteristic exponents are denoted, \( \alpha_1(\mu), \alpha_2(\mu), \ldots, \alpha_n(\mu) \), and are functions of the perturbing parameter \( \mu \) which is introduced in Chapter II. The true stability criteria--that is, the ones corresponding to the physical system--are obtained by considering \( \alpha_1(\mu), \alpha_2(\mu), \ldots, \alpha_n(\mu) \) evaluated at \( \mu = 1 \). A procedure which develops the \( \alpha_i(\mu) \)'s recursively as power series in \( \mu \) is presented in Chapter V. With this procedure, the characteristic exponents, \( \alpha_i(\mu) \) (\( i = 1, 2, \ldots, n \)), for a given problem can be determined in the following form:

\[
\alpha_i(\mu) = \alpha_{i0} + \mu \alpha_{i1} + \mu^2 \alpha_{i2} + \ldots
\]

and the "true" characteristic exponent will be

\[
\alpha_i(1) = \alpha_{i0} + \alpha_{i1} + \alpha_{i2} + \ldots \quad (i = 1, 2, \ldots, n)
\]

The approximate stability criteria presented in this section are based upon the assumption that the first two terms in the power series for \( \alpha_i(\mu) \) form a satisfactory approximation to \( \alpha_i(\mu) \); that is, that

\[
\alpha_i(1) \approx \alpha_{i0} + \alpha_{i1} \quad (i = 1, 2, \ldots, n).
\]

In particular, it is assumed that the real parts of \( \alpha_i(1) \) and \( \alpha_{i0} + \alpha_{i1} \) (\( i = 1, 2, \ldots, n \)) have the same sign, although they may differ in magnitude.
Moreover, it may be assumed that $\alpha_1(1)$ and $\alpha_2(1)$ are the significant or dominant characteristic exponents and that the remaining $(n-2)$ characteristic roots can be ignored as far as a first approximation to the stability criteria is concerned. This last assumption must, however, be employed judiciously. For example, if the linear network has several pairs of poles in its transfer function which are near $\pm j\omega_s$, it is a questionable practice to consider $\alpha_1(1)$ and $\alpha_2(1)$ only. On the other hand, if the linear network has one pair of poles in its transfer function near the $\pm j\omega_s$ and its remaining $(n-2)$ poles far in the left-hand plane, the assumption that $\alpha_1(1)$ and $\alpha_2(1)$ dominate is a reasonable one. In what follows, approximate stability criteria based upon the assumption that $\alpha_1(1)$ and $\alpha_2(1)$ dominate are presented first. These criteria are then modified so that they take all the $n$ characteristic exponents into consideration.

Now if it is assumed that $\alpha_1(1)$ and $\alpha_2(1)$ are the dominant characteristic exponents and that $(\alpha_{10} + \alpha_{11})$ and $(\alpha_{20} + \alpha_{21})$ are satisfactory approximations to $\alpha_1(1)$ and $\alpha_2(1)$, respectively, it is necessary to consider $\alpha_{11}$ and $\alpha_{21}$ only because $\alpha_{10} = +j\omega_s$ and $\alpha_{20} = -j\omega_s$ [see Eq. (5.24)]. It is known from Eq. (5.31) and indirectly from Eq. (5.41) that $\alpha_{11}$ and $\alpha_{21}$ are equal to the two roots of the following quadratic equation:

$$
\alpha^2 - \alpha \left\{ v_{1n} \left[ B(j\omega_s)S_o^0 - A(j\omega_s) \right] + v_{2n} \left[ B(-j\omega_s)S_o^0 - A(-j\omega_s) \right] \right\} \\
+ v_{1n} v_{2n} \left[ B(j\omega_s)S_o^0 - A(j\omega_s) \right] \left[ B(-j\omega_s)S_o^0 - A(-j\omega_s) \right] \\
- v_{1n} v_{2n} B(j\omega_s)B(-j\omega_s)S_o^{+2s} S_o^{-2s} = 0 .
$$

(5.31)

The quantities $S_o^0$, $S_o^{+2s}$, and $S_o^{-2s}$ defined as follows:
\[ S_0^o = \frac{1}{T} \int_{-T/2}^{T/2} \frac{dF}{dx} \bigg|_{x=p(t)} \ dt \quad \left[ p(t) = c_{10} e^{j\omega_s t} + c^{*}_{10} e^{-j\omega_s t} \right] \]

and

\[ S_0^{+2s} = \frac{1}{T} \int_{-T/2}^{T/2} \frac{dF}{dx} \bigg|_{x=p(t)} e^{\mp j2\omega_s t} \ dt. \]

\( S_0^o \) is a function of "\( a \)" only, and \( S_0^{+2s} \) and \( S_0^{-2s} \) are functions of both \( \theta \) and "\( a \)".

Since the constant term in Eq. (5.31) is equal to the product of \( \alpha_{11} \) and \( \alpha_{21} \), it is apparent that one stability criterion is

\[
\left[ S_0^o - \frac{A(j\omega_s)}{B(j\omega_s)} \right] \left[ S_0^o - \frac{A(-j\omega_s)}{B(-j\omega_s)} \right] - S_0^{+2s} S_0^{-2s} > 0.
\]

In addition to being an approximate stability criterion, the above expression is also the Jacobian condition [see Eq. (3.22)]. This connection between the Jacobian condition and the approximate stability criterion is pointed out in Chapter V. It is particularly important to recall that along the boundary,

\[
\left[ S_0^o - \frac{A(j\omega_s)}{B(j\omega_s)} \right] \left[ S_0^o - \frac{A(-j\omega_s)}{B(-j\omega_s)} \right] - S_0^{+2s} S_0^{-2s} = 0,
\]

the slope \( \left( \frac{\partial a}{\partial \omega_s} \right) \) becomes infinite.

A second approximate stability criterion is, considering Eq. (5.31) again, clearly

\[
\text{Re} \left\{ v_{ln} B(j\omega_s) \left[ S_0^o - \frac{A(j\omega_s)}{B(j\omega_s)} \right] \right\} < 0. \quad (5.34)
\]

In order to employ this criterion, \( v_{ln} \) must be evaluated. However, since \( v_{ln} \) is a function of all the characteristic roots, \( \lambda_j \) \( (j = 1, 2, \ldots, n) \),
of the "\(\mu = 0\)" differential equation (see Section 2.4 and Appendix E), it is necessary to calculate the \(\lambda_j\)'s before this second stability criterion can be utilized. As is shown in Chapter II, these \(\lambda_j\)'s \((j = 1, 2, \ldots, n)\) are related to the characteristic roots, \(\bar{\lambda}_j\) \((j = 1, 2, \ldots, n)\), of the linear differential equation,

\[
A(z)x - N_j B(z)x = 0,
\]

by the relation

\[
\lambda_j = \beta \bar{\lambda}_j \quad (j = 1, 2, \ldots, n),
\]

where \(\beta = \frac{\omega}{\omega_N} \). Note that the parameter \(\beta\) is a convenient measure for angular frequency deviation from some fixed angular frequency, \(\omega_N\). It, \(\beta\), is employed extensively in the working of an example in the last section of this chapter. In particular, the \(v_{jn}\)'s \((j = 1, \ldots, n)\) can be considered to be the following functions of \(\beta\) (see Appendix E):

\[
v_{jn}(\beta) = \frac{v_{jn}(\beta = 1)}{\beta^{(n-1)}}, \tag{E3}
\]

where

\[
v_{jn}(\beta=1) = \frac{(-1)^{n+1}}{(\bar{\lambda}_1 - \bar{\lambda}_j) \cdots (\bar{\lambda}_{(j-1)} - \bar{\lambda}_j) (\bar{\lambda}_{(j+1)} - \bar{\lambda}_j) \cdots (\bar{\lambda}_n - \bar{\lambda}_j)} \tag{E2}
\]

and \(j = 1, 2, \ldots, n\). The term \(v_{jn}(\beta)\) can be determined from the above two expressions and, then, substituted into the stability criterion, Eq. (5.34). Note that for this stability criterion it is necessary to know only the argument of the complex term, \(v_{jn}(\beta)\), and it can be seen from Eq. (E3) that the argument of \(v_{jn}(\beta)\) \((j = 1, \ldots, n)\) is independent of \(\beta\) (a real positive number).

If it is not assumed that the two characteristic exponents,
\( \alpha_1(1) \) and \( \alpha_2(1) \), dominate, then the first approximations, \( \alpha_{i0} + \alpha_{1i} \) \( (i = 3, 4, \ldots, n) \), to the remaining \((n-2)\) characteristic exponents are determined by the following expressions:

\[
\alpha_{i0} = \lambda_{i} = \beta \lambda_{i} \quad (i = 3, 4, \ldots, n), \tag{5.24}
\]

and

\[
\alpha_{1i} = v_{in} B(\lambda_{i}) \left\{ \frac{S_{o}^0}{S_{o}^0} - \frac{A(\lambda_{i})}{B(\lambda_{i})} \right\} \quad (i = 3, 4, \ldots, n) \tag{5.49}
\]

or

\[
\alpha_{1i} = v_{in}(\beta) B(\beta \lambda_{i}) \left\{ \frac{S_{o}^0}{S_{o}^0} - \frac{A(\beta \lambda_{i})}{B(\beta \lambda_{i})} \right\} \quad (i = 3, 4, \ldots, n). \]

### 6.5 First Approximation to the Periodic Response: Second Canonical Form

The determination of the first approximation,

\[
p(t) = c_{10} e^{j\omega s t} + c_{10}^{*} e^{-j\omega s t} + h(t; \omega_s),
\]

to a periodic response is slightly more complicated in the case of the second canonical form. The complication is caused by the presence of the term \( h(t; \omega_s) \) in the first approximation.

It is shown in Section 2.5 that \( h(t; \omega_s) \) is equivalent to the steady-state response of a linear system which is characterized by the transfer function,

\[
Z(z) = \frac{B(z)}{z^n + \beta^n \left[ C(z^{\beta}) - N \beta B(z^{\beta}) \right]}
\]

to the forcing function, \( e(t) \). Therefore, if \( e(t) \) is expanded in a Fourier series,
\[ e(t) = \sum_{l=-\infty}^{\infty} E^l e^{j\omega_H t}, \quad (2.32) \]

where \( \omega_H = \frac{\omega_s}{q} \) (q an integer), the expression for \( h(t; \omega_s) \) is

\[ h(t; \omega_s) = \sum_{l=-\infty}^{\infty} E^l \frac{B(j\omega_H) e^{j\omega_H t}}{(j\omega_H)^n + \beta^n \left[ C\left(\frac{j\omega_H}{\beta}\right) - N_j B\left(\frac{j\omega_H}{\beta}\right) \right]}, \quad (2.33) \]

where \( \omega_s = p\omega_H \) (p an integer) and, again, \( \beta = \frac{\omega_s}{\omega_H} \). Note that \( h(t; \omega_s) \) is a function of \( \omega_s \) (equivalently, \( \beta \)).

After \( h(t; \omega_s) \) is determined, \( c_{10} \) is determined from the requirement that it satisfy the following describing-function-like relation.

\[ n_0 - \frac{A(j\omega_s)}{B(j\omega_s)} = 0, \quad (3.29) \]

where

\[ n_0 = \frac{1}{c_{10}^T} \int_{-T/2}^{T/2} F\left\{ c_{10} e^{j\omega_s t} + c_{10}^* e^{-j\omega_s t} + h(t; \omega_s) \right\} e^{-j\omega_s t} dt. \quad (C8) \]

It is also true that \( c_{10}^* \) satisfies the complex conjugate of Eq. (3.29).

The significant difference between the zeroth-order describing function defined above and the one defined for the first canonical form is that the above zeroth-order describing function is not necessarily real and is a function of \( \phi \) and \( \omega_s \) (or \( \beta \)) as well as "a." (Recall that \( c_{10} = \frac{a}{2} e^{j\phi} \).)

Once the appropriate expressions are substituted into Eq. (3.29) for \( n_0 \) and \( \frac{A(j\omega_s)}{B(j\omega_s)} \), its solution can be accomplished by a variety of methods. The best method will depend upon the special characteristics of the particular problem under consideration. Graphical techniques are, of course, often useful.
6.6 First Approximations to the Stability Criteria: Second Canonical Form

The determination of the first approximations to the stability criteria for the second canonical form resembles closely the same determination for the first canonical form (see Section 6.4).

If it is assumed that the two characteristic exponents, \( \alpha_1(l) \) and \( \alpha_2(l) \), dominate, then the first approximate stability criterion is, again,

\[
\begin{bmatrix}
S_0^c - \frac{A(j\omega_s)}{B(j\omega_s)} \\
\end{bmatrix}
\begin{bmatrix}
S_0^c - \frac{A(-j\omega_s)}{B(-j\omega_s)} \\
\end{bmatrix}
- S_0^c + 2S_0^{+2S} - S_0^{-2S} > 0,
\]

where

\[
S_0^c = \frac{1}{T} \int_{-T/2}^{T/2} \frac{dF}{dx} \mid_{x=p(t)} dt
\]

and

\[
S_0^{+2S} = \frac{1}{T} \int_{-T/2}^{T/2} \frac{dF}{dx} \mid_{x=p(t)} e^{j2\omega_s t} dt.
\]

The difference between the above case and the first canonical form is that here \( p(t) \) is of the form,

\[
p(t) = c_{10}^{+j\omega_s t} + c_{10}^{-j\omega_s t} + h(t; \omega_s);
\]

whereas, in the case of the first canonical form, it is of the form,

\[
p(t) = c_{10}^{+j\omega_s t} + c_{10}^{-j\omega_s t}.
\]

The second approximate stability criterion is, similarly to the first canonical form,

\[
\text{Re} \left\{ v_{1n} B(j\omega_s) \left[ S_0^c - \frac{A(j\omega_s)}{B(j\omega_s)} \right] \right\} < 0. \tag{5.34}
\]

The term \( v_{1n} \) is evaluated just as it was for the first canonical form.
If it is not assumed that the two characteristic exponents, \( \alpha_1(1) \) and \( \alpha_2(1) \), dominate, then the first approximations to the remaining \((n-2)\) characteristic exponents are determined, again similarly to the first canonical form, by the following expressions:

\[
\alpha_{1i} = \lambda_i = \beta \lambda_1 \quad (i = 3, 4, \ldots, n) \tag{5.24}
\]

and

\[
\alpha_{ll} = v_{in}(\beta) B(\beta \lambda_1) \left\{ s_0^0 - \frac{A(\beta \lambda_1)}{B(\beta \lambda_1)} \right\} \quad (i = 3, 4, \ldots, n). \tag{5.49}
\]

6.7 Higher-Order Approximations to the Periodic Response: First Canonical Form

In Chapter II, a perturbation parameter is artificially introduced into the differential equation which characterizes the nonlinear feedback system of interest. The periodic solutions of the resulting \( \mu \)-dependent differential equation are denoted \( p(t, \mu) \). At \( \mu = 1 \), these \( \mu \)-dependent periodic solutions, \( p(t, \mu) \), correspond to periodic responses of the original nonlinear feedback system; i.e., the desired responses are \( p(t, 1) \).

A coordinate transformation is also introduced in Chapter II. This transformation converts the single nth-order differential equation, Eq. (2.17), which characterizes the problem into a system of \( n \) first-order differential equations, Eq. (2.27). The desired solutions of this system of equations are denoted \( [c_j(t, \mu)] \), where \( [c_j(t, \mu)] \) is an \( n \)-component column matrix. The desirable property which \( [c_j(t, \mu)] \) possesses is that it satisfies the following "periodicity condition":

\[
[c_j(t, \mu)e^{\lambda_j T} - c_j(0, \mu)] = 0 \quad (j = 1, \ldots, n), \tag{3.2}
\]
where the \( \lambda_j \)'s are the characteristic roots of the "\( \mu = 0 " \) differential equation. This condition is referred to as a "periodicity condition" because it guarantees that the solution, \( p(t, \mu) \), of the nth-order differential equation, which is related to the \( c_j(t, \mu) \)'s \( (j = 1, 2, \ldots, n) \) by

\[
p(t, \mu) = c_1(t, \mu)e^{\lambda_1 t} + c_2(t, \mu)e^{\lambda_2 t} + \ldots + c_n(t, \mu)e^{\lambda_n t},
\]

is periodic in \( t \) with period \( T \). Therefore, determination of the \( c_j(t, \mu) \)'s is equivalent to a determination of the periodic solution, \( p(t, \mu) \).

A recursion procedure is developed in Chapter IV for the determination of the desired \( c_j(t, \mu) \)'s as power series in \( \mu \); i.e.,

\[
c_j(t, \mu) = c_{j0} + \mu c_{j1}(t) + \mu^2 c_{j2}(t) + \ldots \quad (j = 1, 2, \ldots, n).
\]

The first terms in these power series, \( c_{j0} \) \( (j = 1, 2, \ldots, n) \), determine the first approximation,

\[
p(t) = c_{10}e^{+j\omega_0 t} + c_{10}e^{-j\omega_0 t},
\]

to the periodic response. It is shown in Chapter IV that \( c_{j0} = 0 \) for \( j = 3, 4, \ldots, n \) and \( c_{20} = c_{10}^* \). The term \( c_{10} \) is determined by the methods of Section 6.3.

The higher-order terms in the power series expansions for the \( c_j(t, \mu) \)'s are determined by a rather straightforward recursion procedure. A typical step in this recursion procedure follows the ensuing pattern:

a) At the outset of this step all the \( c_{jk}(t) \)'s, except the mean values of \( c_{1k}(t) \) and \( c_{2k}(t) \) (equivalently: the initial conditions \( a_{1k} \) and \( a_{2k} \)), are completely known. Furthermore, all the terms in the power series for the \( c_j(t, \mu) \)'s which
precede the $c_{jk}(t)$-terms are completely known.

b) It is first necessary to determine the mean values for $c_{1k}(t)$ and $c_{2k}(t)$. [Recall that, because $\lambda_1 = j\omega_0$ and $\lambda_2 = -j\omega_0$, $c_{1k}(t)$ and $c_{2k}(t)$, in contradistinction to $c_{jk}(t)$ ($j = 3, 4, \ldots, n$), are periodic with period $T$. [See Eq. (4.3).] Owing to the requirement that the solution $p(t, \mu)$ be real, the mean value of $c_{2k}(t)$ must equal the complex conjugate of the mean value of $c_{1k}(t)$. This is a first relation which can be employed in the determination of these unknown mean values. The second and key relation is the $k$th-order describing function relation,

$$n_k = \frac{A(j\omega_0)}{B(j\omega_0)} = 0 \quad (4.31)$$

where $n_k$ is the $k$th-order describing function. This describing function is derived in the following manner. First,

$$x = \sum_{k=0}^{\infty} c_{1k} e^{\lambda_1 t} + \cdots + \sum_{k=0}^{\infty} c_{nk} e^{\lambda_n t}$$

is formally substituted into $F(x)$, and the resulting function is expanded in a power series in $\mu$; i.e.,

$$F\left\{c_1 e^{\lambda_1 t} + \cdots + c_n e^{\lambda_n t}\right\} = \sum_{k=0}^{\infty} F_k \mu^k \quad (4.20)$$

Each $F_k (k = 0, 1, 2, \ldots)$ is a function of $c_{10}, \ldots, c_{1k}, c_{20}, \ldots, c_{2k}, \ldots, c_{n0}, \ldots, c_{nk}$, and $t$. Now, assuming that all the steps in the recursion procedure occurring before the present step has been carried out properly, all the $c_{jk}$'s, except for the mean value of $c_{1k}(t)$, are known functions of time. Consequently, $F_k$ can be considered, in
the present step in the recursion procedure, to be a function of \( t \) and mean value of \( c_{lk}(t) \) only. Moreover, \( F_k \) is periodic in \( t \) with period \( T \) for any value of the mean value of \( c_{lk}(t) \) [see the discussion following Eq. (4.20)]. Expanding \( F_k(t, c_{lk}^0) \) [\( c_{lk}^0 \) = the mean value of \( c_{lk}(t) \)] in a Fourier series gives

\[
F(t, c_{lk}^0) = \sum_{l=-\infty}^{\infty} F_k^l (c_{lk}^0) e^{j\omega_l t},
\]

(4.21)

where \( \omega_l = \frac{2\pi}{T} \). The kth-order describing function, \( n_k \), is defined as follows:

\[
n_k = \frac{F_k^{+s}}{c_{lk}^0},
\]

where \( F_k^{+s} \) is the coefficient of the \( e^{s} \) term in the Fourier series, Eq. (4.21).

It should be noted at this point that the Jacobian expression arises in the solution of the kth-order describing-function relation, Eq. (4.31). If Eq. (4.31) and its complex conjugate are considered to be a pair of simultaneous equations in \( c_{lk}^0 \) and \( (c_{lk}^0)^* \), the resulting system of equations,

\[
n_k c_{lk} = \frac{A(j\omega)}{B(j\omega)} c_{lk}^0 = 0
\]

\[
n_k^* (c_{lk}^0)^* = \frac{A(-j\omega)}{B(-j\omega)} (c_{lk}^0)^* = 0,
\]

reduces to a linear inhomogeneous system of equations whose system determinant is just the Jacobian expression. This statement is not proved here, but it is shown to be the case
for the example which is worked out in Section 6.11. A rigorous proof of this statement is given by Coddington and Levinson ([10], pages 363-364) in their proof of the uniqueness of the solutions obtained by a recursion procedure which is closely related to the recursion procedure of Chapter IV. In any event, this is another demonstration of the importance of the Jacobian expression.

c) After the mean value of \( c_{jk}(t) \) is determined, the next terms, in the power series \( c_{j(k+1)}(t) \) (\( j = 1, 2, \ldots, n \)), can be completely determined, except for the mean value of \( c_{1(k+1)}(t) \), through the following expression:

\[
c_{j(k+1)}(t) = a_{j(k+1)} + v_{jn} \int_{0}^{t} e^{-\lambda_{j}s} g_{k}(s) ds \quad (j = 1, 2, \ldots, n) \quad (k = 1, 2, \ldots)
\]

[See Eq. (4.10)], where \( a_{j(k+1)} \) is the initial condition for \( c_{j(k+1)}(t) \) and

\[
g_{k}(t) = B(z)F_{k}(t) - \sum_{j=1}^{n} c_{jk}(t)A(z)e^{\lambda_{j}t}, \quad (z = \frac{d}{dt}),
\]

where \( (k = 1, 2, \ldots) \). This expression for \( g_{k} \) is obtained by substituting the \( c_{jk}(t) \)'s (\( j = 1, 2, \ldots, n \)) which have been determined into Eq. (4.23). A significant characteristic of this substitution is that it results in a periodic function, \( g_{k}(t) \), whose Fourier series contains no terms of angular frequency \( \omega \). Therefore, it is known that the coefficients of \( e^{j\omega t} \) and \( e^{-j\omega t} \) in Eq. (6.2) always add up to zero if a suitable set of \( c_{jk}(t) \)'s has been substituted into
Eq. (4.23). Consequently, at this point in the recursion procedure, if the mean value of $c_{jk}(t)$ has been determined by Eq. (4.31), the $\epsilon^{j\omega_s t}$ terms in $g_k$ can be neglected. It is shown in Section 6.11, in the example, that this characteristic of $g_k(t)$ simplifies the operation characterized by Eq. (6.1).

After the integration in Eq. (6.1) has been carried out, the initial conditions, $a_j(k+1)$ must be determined. This is easily done for $j = 3, 4, \ldots, n$. It is only necessary to select the $a_j(k+1)$'s $(j = 3, 4, \ldots, n)$ so that the corresponding $c_j(k+1)(t)$ $(j = 3, 4, \ldots, n)$ satisfies the "periodicity condition",

$$c_j(k+1)(T)\epsilon^{\lambda_j T} - c_j(k+1)(0) = 0. \quad (4.3)$$

Since the definite integral in Eq. (6.1) is, after integration, made up of a constant plus an exponentially-damped periodic function, it is merely necessary to choose $a_j(k+1)$ so that it cancels the constant term which results from the integration. Moreover, the procedure need not really be carried out: the constant term which results from the integration can just be neglected.

In the case of $j = 1$ and $j = 2$, the determination of $a_j(k+1)$ is slightly more complicated than for $j = 3, 4, \ldots, n$. Because $\lambda_1 = j\omega_s$ and $\lambda_2 = -j\omega_s$, the "periodicity condition",

$$c_j(k+1)(T)\epsilon^{\lambda_j T} - c_j(k+1)(0) = 0 \quad (j = 1, 2),$$

is satisfied for all $a_1(k+1)$ and $a_2(k+1)$. Therefore, the
"periodicity condition" does not determine $a_{1(k+1)}$ and $a_{2(k+1)}$. In other words, both $c_{1(k+1)}(t)$ and $c_{2(k+1)}(t)$ are periodic with period $T$ for all values of their initial conditions. However, since these initial conditions determine the mean values of $c_{1(k+1)}(t)$ and $c_{2(k+1)}(t)$, the fact that $a_{1(k+1)}$ and $a_{2(k+1)}$ are undetermined is equivalent to $c_{1(k+1)}^o$ and $c_{2(k+1)}^o$ being undetermined.

However, just as the present step in the recursion procedure was begun with $c_{1k}^o$ and $c_{2k}^o$ undetermined, the next step in the recursion procedure begins with $c_{1(k+1)}^o$ and $c_{2(k+1)}^o$ undetermined. Therefore, the foregoing constitutes one step in the recursion procedure.

6.8 Higher-Order Approximations to the Stability Criteria: First Canonical Form

As is discussed in Section 6.4, whether or not a periodic response is asymptotically stable is determined by its associated characteristic exponents, $\alpha_i(l)$ $(i = 1, 2, \ldots, n)$. A recursion procedure is developed in Chapter V for the determination of these characteristic exponents as power series in $\mu$; i.e.,

$$\alpha_i(\mu) = \alpha_{i0} + \mu \alpha_{i1} + \mu^2 \alpha_{i2} + \ldots \quad (i = 1, 2, \ldots, n).$$

The approximate stability criteria which result from considering $\alpha_{i0}$ and $\alpha_{i1}$ only are given in Section 6.4. The procedure to be followed for the determination of $\alpha_{ik} (i = 1, 2, \ldots, n; k = 2, 3, \ldots)$ is outlined in this section. Since in many practical situations a knowledge of $\alpha_{i0}$, $\alpha_{i1}$, and $\alpha_{i2}$ only will suffice and since each of the steps in the recursion procedure developed in Chapter V follows the same pattern, only the step which determines $\alpha_{i2} (i = 1, 2, \ldots, n)$ is outlined here.
The determination of $\alpha_{12}(i = 1, 2, \ldots, n)$ follows, then, the ensuing pattern:

a) At the outset of the determination of $\alpha_{12}$ ($i = 1, 2, \ldots, n$), both $\alpha_{10}$ and $\alpha_{11}$ ($i = 1, 2, \ldots, n$) are assumed to have been determined by the methods of Section 6.4.

b) The functions $\Gamma_{j0}(t)$ ($j = 1, 2, \ldots, n$) are evaluated from the expression,

$$\Gamma_{j0}(t) = B(z+\lambda_j)S_0(t) - A(\lambda_j) \quad (z = \frac{d}{dt}) \quad (5.20)$$

where $j = 1, 2, \ldots, n$ and

$$S_0(t) = \frac{DF}{dx} \left|_{x=c_{10}e^{-j\omega_t} + c_{10}e^{j\omega_t}} \right.$$  


c) The quantities $\frac{u_{120}(0)}{u_{110}(0)}$ and $\frac{u_{210}(0)}{u_{220}(0)}$ are evaluated from

$$\frac{u_{120}(0)}{u_{110}(0)} = \frac{\{\alpha_{11} - v_{1n} [B(j_{\omega_s})S_0^0 - A(j_{\omega_s})]\}}{v_{1n} B(j_{\omega_s}) S_0^0} \quad (5.35)$$

and

$$\frac{u_{210}(0)}{u_{220}(0)} = \frac{\{\alpha_{21} - v_{2n} [B(-j_{\omega_s})S_0^0 - A(-j_{\omega_s})]\}}{v_{2n} B(-j_{\omega_s}) S_0^{-2s}} \quad (5.42)$$

d) The quantities $S_1^0$, $S_1^{2s}$, and $S_1^{-2s}$ are determined from the following expressions:

$$S_1^0 = \frac{1}{T} \int_{-T/2}^{T/2} S_1(t) \, dt,$$
\[
S_{1}^{2S} = \frac{1}{T} \int_{-T/2}^{T/2} S_{1}(t)e^{j2\omega_{s}t} dt,
\]

where \( S_{1}(t) \) is the second term in the power series expansion for \( \frac{dF}{dx} \bigg|_{x=p(t, \mu)} \)

\[
\frac{dF}{dx} \bigg|_{x=p(t, \mu)} = S_{0} + \mu S_{1} + \mu^{2} S_{2} + \ldots.
\]

(5.19)

The next two steps pertain only to the determination of \( \alpha_{12} \).

e) The appropriate quantities evaluated in b) and c) are substituted into Eqs. (5.36), (5.37), and (5.38). These equations determine \( u_{111}(t), u_{121}(t), \ldots, u_{1n1}(t) \). The term involving \( \alpha_{11} \) in the integrand of Eq. (5.36) has been chosen so that the mean value of this integrand will be zero; therefore, the constant terms in this integrand can be ignored. The term involving \( \alpha_{11} \) in the integrand of Eq. (5.37) has been chosen so that this integrand will have no \( \epsilon^{-j2\omega_{s}t} \)-term in its Fourier series; therefore, the \( \epsilon^{-j2\omega_{s}t} \)-terms can be ignored in the integrand of Eq. (5.38).

The initial conditions, \( u_{111}(0), u_{121}(0), \ldots, u_{1n1}(0) \), must be chosen so that all the functions, \( u_{j,j1}(t) \) \((j = 1, 2, \ldots, n)\), are periodic with period \( T \). Therefore, for \( j = 3, 4, \ldots, n \), the initial conditions, \( u_{1j1}(0) \), are chosen so that the term,

\[
u_{1j1}(0)e^{(\lambda_{j}-j\omega_{s})t} \quad (j = 3, 4, \ldots, n),
\]
(\lambda_j - j\omega_s t)
cancels the \( \epsilon \) term which results from the integration in Eq. (5.38).

In the case of \( u_{121}(0) \), the function \( u_{121}(t) \) is periodic with period \( T \) for all \( u_{121}(0) \); therefore, a simple periodicity condition is not sufficient for the determination of \( u_{121}(0) \), and it must be determined later in the recursion procedure.

The term \( u_{110}(0) \) is merely a scale factor which is never evaluated, and \( u_{111}(0) \) has been, as it may be, set equal to zero arbitrarily.

f) \( \alpha_{12} \) is then determined by substituting the quantities and functions which have been determined in the foregoing steps into Eq. (5.68).

The next two steps pertain only to the determination of \( \alpha_{22} \).

g) The functions \( u_{211}(t), u_{221}(t), \ldots, u_{2nn}(t) \) are determined through Eqs. (5.43), (5.44), and (5.45). The procedure to be followed here is analogous to that followed in the determination of \( u_{111}(t), u_{121}(t), \ldots, u_{1nn}(t) \) [see e].

h) \( \alpha_{22} \) is determined by substituting the appropriate quantities and functions into Eq. (5.77). All the necessary quantities and functions have been determined in the foregoing steps.

The next two steps pertain only to the determination of \( \alpha_{12} \) \( (i = 3, 4, \ldots, n) \).

i) The functions \( u_{1ij}(t) \) \( (i = 3, 4, \ldots, n; j = 1, 2, \ldots, n) \) are determined through Eqs. (5.50) and (5.51). The term \( \alpha_{11} \) in the integrand of the integral in Eq. (5.50) has been chosen so that this integrand has mean value zero; therefore, the constant terms in this integrand can be ignored.
j) $\alpha_{i2} (i = 3, 4, ..., n)$ is determined by substituting the appropriate quantities and functions into Eq. (5.81). All the necessary quantities and functions have been determined in the foregoing steps.

The determination of the $\alpha_{ik}$'s for $k > 2$ follows a pattern which is analogous to the foregoing pattern. This determination is discussed in Section 5.7.

6.9 Higher-Order Approximations to the Periodic Response: Second Canonical Form

The determination of the higher-order approximations to the response of those nonlinear feedback systems which are characterized by the second canonical form is analogous to the same determination for nonlinear feedback systems which are characterized by the first canonical form. The only difference between the method presented in Section 6.7 for the first canonical form and the method needed here for the second canonical form is that here the functions, $F_k$, are derived from the series expansion,

$$F\left\{c_1 \lambda_1^t + \ldots + c_n \lambda_n^t + h(t; \omega_s)\right\} = \sum_{k=0}^{\infty} F_k \mu^k,$$  

(4.33)

instead of Eq. (4.20).

6.10 Higher-Order Approximations to the Stability Criteria: Second Canonical Form

The determination of the $\alpha_{i2}$'s $(i = 1, 2, ..., n)$ for those nonlinear feedback systems which are characterized by the second canonical form is analogous to this determination for nonlinear feedback systems which are characterized by the first canonical form. The only difference between the method presented in Section 6.8 for the first canonical form and the
method needed here for the second canonical form is that here the functions, \( S_k \), are derived from the series expansion,

\[
\frac{dF}{dx} = \sum_{k=0}^{\infty} \frac{\lambda_k^t}{\lambda_k} \left( \sum_{i=0}^{n} c_i x^i \right) + h(t; \omega)
\]

instead of

\[
\frac{dF}{dx} = \sum_{k=0}^{\infty} \frac{\lambda_k^t}{\lambda_k} \left( \sum_{i=0}^{n} c_i x^i \right)
\]

6.11 An Example of the Application of the Algorithm Presented in this Chapter

In this section, the algorithm which is presented in this chapter is used to determine approximations to the periodic responses of a third-order nonlinear feedback system and, further, approximations to the characteristic exponents associated with these periodic responses.

The block diagram of the nonlinear feedback system which is considered here is shown in Fig. 6.5.

**FIG. 6.5** BLOCK DIAGRAM FOR THE THIRD-ORDER NONLINEAR FEEDBACK SYSTEM CONSIDERED IN THIS EXAMPLE
Consequently,

\[ A(z) = z^3 + 100z^2 + 10,800z + 10^6, \]

\[ B(z) = - (0.8 \times 10^6)z, \]

\[ F(x) = (-1500 \times 10^{-6})x + (6.66 \times 10^{-6})x^3, \]

\[ e(t) = E e^{j\omega t} + E e^{-j\omega t} \quad (E, \text{real}), \]

and the differential equation which characterizes this nonlinear feedback system is

\[ \frac{d^3x}{dt^3} + 100 \frac{d^2x}{dt^2} + 10800 \frac{dx}{dt} + 10^6 x \]

\[ + (0.8 \times 10^6) \frac{d}{dt} \left[ (-1500 \times 10^{-6})x + (6.66 \times 10^{-6})x^3 \right] (6.4) \]

\[ + 2E \cos \omega_e t \]

= 0.

It is assumed throughout this example that \( \omega_e \) is within some small neighborhood of 100.

The diagram for a physical system which might be characterized by an equation in the form of Eq. (6.4) is shown in Fig. 6.6.

![Diagram](image)

FIG. 6.6 DIAGRAM FOR A PHYSICAL SYSTEM WHICH MIGHT BE CHARACTERIZED BY AN EQUATION IN THE FORM OF EQ. (6.4).
It is assumed here that the circuit diagram in Fig. 6.6 characterizes an electron tube oscillator under the influence of an external signal. In order for this physical system to be characterized by an equation in the form of Eq. (6.4), it must be assumed that grid current can be ignored and that plate current is independent of plate voltage. Granting these assumptions, the grid voltage in Fig. 6.6 will correspond to the independent variable, $x$, in Eq. (6.4). The current from the ideal current generator in Fig. 6.6 will be, of course, equal to $2E \cos \omega_0 t$. (Note that, contrary to normal practice, $E$ represents a current.)

6.11.1 Selection of the Pertinent Canonical Form. The first problem which arises in the use of the algorithm presented in this chapter is the determination of which of the two possible canonical forms is applicable. This determination is, in turn, as is discussed in Section 6.2, intimately related to the selection of $\omega_s$, the angular frequency of the dominant term in the first approximation to the response. The selection of $\omega_s$ is accomplished by investigating the characteristic roots of the following linear differential equation:

$$A(z)x - NB(z)x = 0.$$ 

There are, of course, several methods for finding the characteristic roots of the above equation. For example, the root locus ([21], pages 559-612) technique from control system theory is one possibility. The poles and zeros of the transfer function $\frac{B(z)}{A(z)}$ are located as shown in Fig. 6.7. The root locus pattern associated with Fig. 6.7 would be of the form shown in Fig. 6.8.

It is clear from Fig. 6.8 that the critical $N, N_1$, is $-1000 \times 10^{-6}$. The corresponding characteristic roots for this value of $N$ are:
FIG. 6.7 LOCATION OF THE POLES AND ZEROS OF $\frac{B(z)}{A(z)}$
AT \( n = -1000 \times 10^{-6} \) THIS POLE HAS SHIFTED TO \( z = +ji00 \)

N DECREASING TOWARD \(-\infty\)

AT \( n = -1000 \times 10^{-6} \) THIS POLE HAS SHIFTED TO \( z = -100 \)

AT \( n = -1000 \times 10^{-6} \) THIS POLE HAS SHIFTED TO \( z = -ji00 \)

FIG. 6.8 ROOT LOCUS PATTERN ASSOCIATED WITH FIG. 6.7
\[ \lambda_1 = j100 \quad (= j\omega_{N_1}) \]
\[ \lambda_2 = -j100 \quad (= -j\omega_{N_1}) \]
\[ \lambda_3 = -100. \]

Since \( \omega_e \) is assumed to be in some small neighborhood of 100, the best choice for \( \omega_s \) is obviously \( \omega_s = \omega_e \). Therefore, this example is a case of harmonic response as opposed to subharmonic, ultraharmonic, or ultraharmonic response. Furthermore, because \( \omega_s = \omega_e \), the forcing function \( e(t) \) contains a term of angular frequency \( \omega_s \); consequently, the first canonical form is the pertinent canonical form.

The characteristic roots of the "\( \mu = 0 \)" differential equation, \( \lambda_1, \lambda_2, \lambda_3 \), are, from Eq. (2.14) and the paragraph following it,

\[ \lambda_1 = j100\beta, \]
\[ \lambda_2 = -j100\beta, \]
\[ \lambda_3 = -100\beta, \]

where \( \beta = \frac{\omega_s}{\omega_{N_1}} = \frac{\omega_e}{100} \). It is important to appreciate that \( \beta \) can be considered to be a normalized frequency variable. If \( \omega_e \) is equal to \( \omega_{N_1} \), \( \beta \) equals 1. If \( \omega_e \) is greater than \( \omega_{N_1} \), then \( \beta \) is greater than 1; and if \( \omega_e \) is less than \( \omega_{N_1} \), then \( \beta \) is less than 1. This point is emphasized because \( \beta \) is used as the frequency variable in much of that which follows.

At this point, then, the pertinent canonical form has been selected and certain preliminary calculations have been completed. The remainder of this section is devoted to determining an approximation to the periodic
response and approximations to the associated characteristic exponents. In each case the coefficients of the related power series are determined up through the coefficient of the $\mu^2$-term. Thus, if the periodic solutions, $p(t, \mu)$, are expressed in a power series in $\mu$,

$$p(t, \mu) = p(t) + \mu p_1(t) + \mu^2 p_2(t) + \cdots$$  \hspace{1cm} (6.7)

the coefficients determined in this section are $p(t)$, $p_1(t)$, and $p_2(t)$, and the approximation to the response is

$$p(t, 1) = p(t) + p_1(t) + p_2(t).$$  \hspace{1cm} (6.8)

Similarly, if the characteristic exponents are expressed in a power series in $\mu$,

$$\alpha_i(\mu) = \alpha_{i0} + \mu \alpha_{i1} + \mu^2 \alpha_{i2} + \cdots \quad (i = 1, 2, \ldots, n),$$  \hspace{1cm} (6.9)

the coefficients determined in this section are $\alpha_{i0}$, $\alpha_{i1}$, and $\alpha_{i2}$ ($i = 1, 2, \ldots, n$), and the approximation to the characteristic exponent associated with the periodic response is

$$\alpha_i(1) = \alpha_{i0} + \alpha_{i1} + \alpha_{i2} \quad (i = 1, 2, \ldots, n).$$  \hspace{1cm} (6.10)

6.11.2 First Approximation to the Periodic Response. The first approximation to the periodic response of the nonlinear feedback system which is considered in this example is determined by the methods of Section 6.3. As is discussed in that section, these methods are principally concerned with the solution of the zeroth-order describing function relation,

---

1 Note that $p_k(t) = c_{1k}(t)e^{\lambda_1 t} + \ldots + c_{nk}(t)e^{\lambda_n t}$ for $k = 1, 2, \ldots$, and it is periodic with period $T$. 

\[ n_0 - \frac{A(j\omega_s)}{B(j\omega_s)} + \frac{E^{+s}}{c_{10}} = 0 \]  

(3.16)

where the solution of the equation, \( c_{10} \), forms the first approximation to the periodic response as follows:

\[ p(t) = c_{10}^+ e^{j\omega_s t} + c_{10}^- e^{-j\omega_s t} \]

The term \( E^{+s} \) in Eq. (3.16) is the coefficient of the \( e^{+j\omega_s t} \)-term in the Fourier series for the forcing function \( e(t) \). In the present case,

\[ e(t) = 2E \cos(\omega_e t) \quad (E \text{ real}) \]

and

\[ \omega_s = \omega_e \]

therefore, \( E^{+s} = E \) and \( E^{-s} = E \).

The term \( \frac{A(j\omega_s)}{B(j\omega_s)} \) in Eq. (3.16) is given by

\[ \frac{A(j\omega_s)}{B(j\omega_s)} = \frac{-j\omega_s^3 - 100\omega_s^2 + j10,800\omega_s + 10^6}{-j(0.8 \times 10^6)\omega_s} \]

(6.11)

The locus of this term as \( \omega_s \) varies is sketched in Fig. 6.9. Further, for the purposes of this example, \( \frac{A(j\omega_s)}{B(j\omega_s)} \) is sufficiently-well approximated by the following linear expression:

\[ \frac{A(j\omega_s)}{B(j\omega_s)} \approx [-1000 + 250(100\Delta\beta)] \times 10^{-6} - j[250(100\Delta\beta)] \times 10^{-6} \]

(6.12)

where \( \Delta\beta = \beta - 1 \) is a measure of the deviation of \( \omega_s \) from \( \omega_{N1} = 100 \); i.e., \( \omega_s = (1 + \Delta\beta)100 \).

The term \( n_0 \), the zeroth-order describing function, is determined by the following relation:
FIG. 6.9 LOCUS OF $\frac{A(j\omega_s)}{B(j\omega_s)}$ vs. $\omega_s$

NOTE: FROM EQ (6.11)

\[
\begin{align*}
A(j\omega_s) &= -j\omega_s^3 - 100\omega_s^2 + j10800\omega_s + 10^6 \\
B(j\omega_s) &= -j(0.8 \times 10^6)\omega_s
\end{align*}
\]
\[ n_o = \frac{1}{c_{10}^T} \int_{-T/2}^{T/2} \mathcal{F}\left\{ c_{10}e^{j\omega s t} + c_{10}^*e^{-j\omega s t} \right\} e^{-j\omega s t} dt, \quad (C1) \]

which in this case is

\[ n_o = \frac{1}{c_{10}^T} \int_{-T/2}^{T/2} \left[ (-1500 \times 10^{-6})\left\{ c_{10}e^{j\omega s t} + c_{10}^*e^{-j\omega s t} \right\} \right. \]
\[ + \left. (6.66 \times 10^{-6})\left\{ c_{10}e^{j\omega s t} + c_{10}^*e^{-j\omega s t} \right\} 3 \right\} e^{-j\omega s t} dt, \quad (6.13) \]

\[ n_o = (-1500 \times 10^{-6}) + (20 \times 10^{-6}) c_{10}^* \quad (6.14) \]

Letting \( c_{10} = \frac{a}{2} e^{jQ} \), the expression for \( n_o \) becomes

\[ n_o = (-1500 \times 10^{-6}) + (5 \times 10^{-6}) a^2 \quad (6.15) \]

A plot of \( n_o \) vs. \( a^2 \) is presented in Fig. 6.10.

All the functions which appear in Eq. (3.16) are now known explicitness and the determination of the desired \( c_{10} \) is now a matter of substituting these functions into Eq. (3.16) and finding the solutions of the resulting equation. The solutions of this equation are determined here through use of the graphical technique illustrated in Fig. 6.4.

A typical step in this graphical technique is illustrated in Fig. 6.11 and follows the ensuing pattern:

a) The locus of \( \frac{A(j\omega_s)}{B(j\omega_s)} \) vs. \( \omega_s \) is plotted.

b) The locus of \( n_0 \) vs. "a" is plotted on the same complex plane that the locus of \( \frac{A(j\omega_s)}{B(j\omega_s)} \) vs. \( \omega_s \) is plotted on. In this case the locus of \( n_0 \) starts at \(-1500 \times 10^{-6}\) for \( a = 0 \) and moves toward the right along the real axis as "a" increases. Fig. 6.10 gives the value of "a" (actually, \( a^2 \)) which corresponds
$10^6 n_0(a) = (-1500) + (5)a^2$

Note: From Eq. (6.15)

$n_0 = (-1500 \times 10^6) + (20 \times 10^6) C_{i0} C_{i0}^*$

Letting $C_{i0} = \frac{a}{2} e^{i\theta}$, $n_0$ becomes

$n_0(a) = (-1500 \times 10^6) + (5 \times 10^6) a^2$

**Fig. 6.10** $n_0$, Zeroth-Order Describing Function, vs. $a^2$
to a given point on the locus of \( n_o \).

c) A value is assumed for \( E \), say \( E = 2 \times 10^{-3} \).

d) A value is assumed for "a", say \( a = 12 \).

e) The magnitude of \( \frac{E^{+S}}{c_{10}} \) is calculated:

\[
\left| \frac{E^{+S}}{c_{10}} \right| = \frac{2E}{a} = 333 \times 10^{-6}
\]

f) The point on the locus of \( n_o \) vs. "a" which corresponds to \( a = 12 \) is determined: from Fig. 6.10, \( n_o(12) = -780 \times 10^{-6} \).

g) The intersections with the \( B(j\omega_s) \)-locus of a vector which originates at \( n_o(12) = -780 \times 10^{-6} \) and is of length \( \frac{E^{+S}}{c_{10}} = 333 \times 10^{-6} \) determine the possible values for \( \omega_e \) (recall that \( \omega_s = \omega_e \)). It can be seen from Fig. 6.11 that these values are \( \omega_e = 99.61 \) and \( \omega_e = 101.28 \).

h) The vectors in g) also determine the angle \( \Theta \). This can be seen by noting that the vectors are determined by

\[
\frac{2E}{a} e^{-j\Theta} = \frac{A(j\omega_s)}{B(j\omega_s)} - n_o
\]

therefore, the angle of each vector is equal to the negative of its associated \( \Theta \). Then, from Fig. 6.11 it can be seen that the angle associated with \( \omega_e = 99.61 \) is \( \Theta = 200^\circ \), and the angle associated with \( \omega_e = 101.28 \) is \( 63^\circ \).

The above procedure is repeated for new values of "a" so that the behavior of "a" vs. \( \omega_e \) and \( \Theta \) vs. \( \omega_e \) for constant \( E \), in this case \( E = 2 \times 10^{-3} \), can be determined. A new \( E \) is then selected, and the procedure is repeated.

The results of the use of this graphical technique are presented in Figs. 6.12, 6.13, 6.14, 6.15, and 6.16. Additional information which pertains to later parts of this example is presented in Fig. 6.12.
FIG. 6.11 ILLUSTRATION OF THE GRAPHICAL TECHNIQUE EMPLOYED IN THE SOLUTION OF THE ZEROTH-ORDER DESCRIBING FUNCTION RELATION
FIG. 6.12 AMPLITUDE, $\omega_0$, OF THE FIRST APPROXIMATION TO THE PERIODIC RESPONSE vs $\omega_3$: LOCUS OF THE POINTS AT WHICH THE JACOBIAN EXPRESSION VANISHES; LOCUS OF THE POINTS AT WHICH EITHER OR BOTH $\alpha_{11}$ AND $\alpha_{21}$ VANISH; LOCUS OF POINTS AT WHICH BOTH $\text{Re}\alpha_{11}$ AND $\text{Re}\alpha_{12}$ VANISH.
Fig. 6.14 Phase angle, \( \theta \), of the first approximation to the periodic response vs. \( \theta_0 \). \( E = 1 \times 10^{-3} \)
Fig. 6.15 Phase angle, $\theta$, of the first approximation to the periodic response vs. $\omega_n E = 0.7 \times 10^{-3}$.
Fig. 6.16 Phase angle, $\theta$, of the first approximation to the periodic response vs. $E = 0.6 \times 10^{-3}$
The foregoing completes the determination of the first approximation to the periodic response. The next problem is the determination of the first approximations to the stability criteria.

6.11.3 First Approximations to the Stability Criteria. The first approximations to the stability criteria are obtained by employing the methods discussed in Section 6.4. According to Section 6.4, the first approximate stability criterion is that the Jacobian expression should be positive; that is,

\[
\begin{bmatrix}
  S_0^0 - \frac{A(jw_s)}{B(jw_s)} \\
  S_0^0 - \frac{A(-jw_s)}{B(-jw_s)}
\end{bmatrix}
- S_0^{+2S} S_0^{-2S} > 0,
\]  

(6.16)

where \( S_0^0 \) and \( S_0^{\pm 2S} \) are defined in Section 6.4. Referring to Eq. (6.3), it can be seen that

\[
\frac{dF}{dx} = (-1500 \times 10^{-6}) + 3(6.66 \times 10^{-6}) x^2.
\]

Consequently,

\[
S_0^0 = (-1500 \times 10^{-6}) + (40 \times 10^{-6}) c_{10}^c 10\epsilon^* = (-1500 \times 10^{-6}) + (10 \times 10^{-6}) a^2,
\]

\[
S_0^{+2S} = (20 \times 10^{-6}) c^{2}_{10} = (5 \times 10^{-6}) a^2 \epsilon^j 2\theta \text{, and}
\]

\[
S_0^{-2S} = (20 \times 10^{-6}) c^{2}_{10} = (5 \times 10^{-6}) a^2 \epsilon^{-j2\theta}.
\]

(6.17)

Substituting Eqs. (6.17) and (6.12) into the inequality (6.16), gives the following relation:

\[
10^{-12} \left\{ \left[ -500 + 10a^2 - 250(100\Delta^2) \right]^2 + 250^2(100\Delta^2)^2 - 25a^4 \right\} > 0
\]

(6.18)

where \((100\Delta^2) = (\omega_s - 100)\). The locus of those points at which this Jacobian expression vanishes is plotted in Fig. 6.12. Note that this locus passes through the points on the "a" vs. \( \omega_s \) curves at which \( \frac{da}{d\omega_s} \) becomes infinite.
This is just as expected from the discussion in Chapter III of the Jacobian condition. Further, note that the condition (6.18) is not satisfied inside the closed curve formed by this locus. Finally, it can be seen from Eq. (5.31) that points on the locus are points at which $\alpha_{11}$ and/or $\alpha_{21}$ equals zero.

The second approximate stability criterion presented in Section 6.4 is

$$\text{Re} \left\{ v_{13} \frac{B(Jw_s)}{S_0 - \frac{A(Jw_s)}{B(Jw_s)}} \right\} < 0. \quad (5.34)$$

In this example, condition (5.34) reduces to

$$\frac{20}{\beta} \times 10^{-4} (500 - 10a^2) < 0, \quad (6.19)$$

where $v_{13}$ is, from Eqs. (E2) and (E3),

$$v_{13}(\beta) = -\frac{1}{4\beta^2} (1 + j) \times 10^{-4}. \quad (6.20)$$

Similarly,

$$v_{23}(\beta) = -\frac{1}{4\beta^2} (1 - j) \times 10^{-4}; \quad (6.21)$$

$$v_{33}(\beta) = \frac{1}{2\beta^2} \times 10^{-4} \quad (6.22)$$

It is readily seen that condition (6.19) further reduces to

$$a > +\sqrt{50} \approx 7.07. \quad (6.23)$$

The boundary between regions in which condition (6.23) is satisfied and regions in which it is not satisfied is shown in Fig. 6.12 as a horizontal line through $a = \sqrt{50}$. It can be seen from Eq. (5.31) that points on this line at which the Jacobian expression is positive are points at which $\text{Re} \alpha_{11}$ and $\text{Re} \alpha_{21}$ both equal zero.

The first approximation to the third characteristic exponent,
\( \alpha_3(1) \), associated with a periodic response of the system considered in this example is determined from Eqs. (5.24) and (5.49) (see Section 6.4). Thus, from Eq. (5.24),

\[
\alpha_{30} = -100 \beta, \quad (6.24)
\]

and from Eqs. (5.49) and (6.22),

\[
\alpha_{31} \approx \frac{40}{\beta} \times 10^{-4} \left\{ -500 + 10a^2 + 250(100\beta) \right\} \quad . \quad (6.25)
\]

The corresponding approximate stability criterion is

\[
\text{Re} \left( \alpha_{30} + \alpha_{31} \right) < 0, \quad (6.26)
\]

and, clearly, the boundary between stable and unstable regions is

\[
\text{Re} \left( \alpha_{30} + \alpha_{31} \right) = 0. \quad (6.27)
\]

Substituting Eqs. (6.24) and (6.25) into Eq. (6.27) gives

\[
-\beta 100 + \frac{40}{\beta} \times 10^{-4} \left\{ -500 + 10a^2 + 250(100\beta) \right\} \approx 0. \quad (6.28)
\]

For small \( \Delta \beta \) and \( \beta \approx 1 \), the solution to Eq. 6.28 is well-approximated by

\[
a = \sqrt{2550 + 2500 \Delta \beta} \quad . \quad (6.29)
\]

It can be seen from Eq. (6.29) that "a" must be quite large relative to the range of "a" considered in Fig. 6.12 before the first approximation to the third characteristic exponent passes into the right half-plane.

At this point the entire first approximation is completed; that is, first approximations have been obtained to the periodic response and all three stability criteria (characteristic exponents). The next problem is to determine higher-order approximations to the periodic response.
6.11.4 Higher-Order Approximations to the Periodic Response.

The higher-order approximations to the periodic response are determined by employing the methods of Section 6.7. In order to facilitate the employment of these methods, a set of new symbols is introduced. Recall that the periodic solution which is being determined in a power series in $\mu$ is denoted $p(t, \mu)$. Further, the power series expansion is represented as

$$p(t, \mu) = p(t) + \mu p_1(t) + \mu^2 p_2(t) + \ldots$$  

(6.7)

The first approximation and each of the $p_k(t)$'s are periodic functions of $t$ with period $T$. Expanding each $p_k(t)$ in a Fourier series gives

$$p_k(t) = \sum_{l=-\infty}^{\infty} p_k^l e^{j l \omega_T t} \quad (k = 1, 2, \ldots)$$  

(6.30)

The Fourier coefficients, $p_k^l$, are employed extensively in what follows. The symbol $p_k^s$ designates the coefficient of the term in Eq. (6.30) for which $j l \omega_T = j \omega_s$. The symbols $p_k^{-s}$, $p_k^{2s}$, etc. follow the same pattern. The first term in the power series shown in Eq. (6.7) is, of course,

$$p(t) = c_{10} e^{j \omega_s t} + c_{10}^* e^{-j \omega_s t}.$$  

The next few paragraphs are devoted to the determination of $p_1(t)$.

**Determination of $p_1(t)$:**

The function $p_1(t)$ is related to the $c_{1j}(t)$'s ($j = 1, 2, 3$) as follows:

$$p_1(t) = c_{11}(t)e^{j \omega_s t} + c_{21}(t)e^{-j \omega_s t} + c_{31}(t)e^{\lambda_3 t},$$  

(6.31)

or

$$p_1(t) = c_{11}(t)e^{j 100 \beta t} + c_{21}(t)e^{-j 100 \beta t} + c_{31}(t)e^{-100 \beta t}.$$  

(6.32)
The first step in the determination of the functions $c_{11}(t)$, $c_{21}(t)$, and $c_{31}(t)$ is the carrying-out of the integration indicated in Eq. (6.1). As is pointed out in Section 6.7, the proper selection of $c_{10}$ implies that the integrand in Eq. (6.1) contains no terms of angular frequency $\omega_s$.

Therefore, Eq. (6.1) reduces to

$$
c_{j1}(t) = a_{j1} + v_{j3} \int_{0}^{t} e^{-\lambda s} B(z) \left[ F_0(s) - F_0^s e^{j\omega_s s} - F_0^s e^{-j\omega_s s} \right] ds.
$$

$$
(j = 1, 2, 3)
$$

(6.33)

For this example,

$$
[F_0(s) - F_0^s e^{j\omega_s s} - F_0^s e^{-j\omega_s s}] = 6.66 \times 10^{-6} \left[ c_{10}^3 e^{j3\omega_s s} + c_{10}^* e^{-j3\omega_s s} \right];
$$

$v_{j3}(z)$ ($j = 1, 2, 3$) are given in Eqs. (6.20), (6.21), and (6.22); and $B(z)$ is given in Eq. (6.3). Substituting these expressions into Eq. (6.33) and carrying out the indicated integration gives the following expressions for $c_{11}(t)$, $c_{21}(t)$, and $c_{31}(t)$:

$$
c_{11}(t) = c_{11}^0 + \frac{2.06}{\beta^2} (1+j) \times 10^{-4} c_{10}^3 e^{j2\omega_s t} + \frac{1.03}{\beta^2} (1+j) \times 10^{-4} c_{10}^* e^{-j2\omega_s t},
$$

(6.34)

$$
c_{21}(t) = c_{21}^0 + \frac{2.06}{\beta^2} (1-j) \times 10^{-4} c_{10}^3 e^{-j2\omega_s t} + \frac{1.03}{\beta^2} (1-j) \times 10^{-4} c_{10}^* e^{j2\omega_s t},
$$

(6.35)

$$
c_{31}(t) = -\frac{8.25}{\beta^2} \times 10^{-5} (3+j)c_{10}^3 e^{-(\lambda_3 - j3\omega_s) t} - \frac{8.25}{\beta^2} \times 10^{-5} (3-j)c_{10}^* e^{-\lambda_3 + j3\omega_s) t}.
$$

(6.36)
In Eqs. (6.34) and (6.35), the mean values of \(c_{11}(t)\) and \(c_{21}(t)\), \(c_{11}^o\) and \(c_{21}^o\), are, as yet, undetermined, and must be determined by the \(n_1\)-describing-function relation. (Recall that these mean values being undetermined is equivalent to the initial conditions, \(a_{11}\) and \(a_{21}\), being undetermined.) The initial condition, \(a_{31}\), has been chosen for \(c_{31}(t)\) so that \(c_{31}(t)\) contains no constant term.

The \(n_1\)-describing-function relations are as follows:

\[
n_1 - \frac{A(j\omega_s)}{B(j\omega_s)} = 0
\]  \hspace{1cm} (6.37)

where

\[
n_1 = \frac{p^{s+3s}}{c_{11}^o} \cdot (6.38)
\]

In this example,

\[
F_1 = \left[(-1500 \times 10^{-6}) + (20 \times 10^{-6}) p^2(t)\right] p_1(t);
\]  \hspace{1cm} (6.39)

consequently,

\[
n_1 = \left[(-1500 \times 10^{-6}) + (40 \times 10^{-6}) c_{10}^* c_{10}^{*}\right] + (20 \times 10^{-6}) c_{10}^2 \frac{(c_{11}^o)^*}{c_{11}^o}
\]

\[
+ (20 \times 10^{-6}) c_{10}^{*} \frac{p_1^{3s}}{c_{11}^o} \cdot (6.40)
\]

Note that a knowledge of \(p_1^{3s}\) is implicit by Eqs. (6.34), (6.35), (6.36), and (6.31). It should also be realized that \(p_1^s = c_{11}^o\) and \(p_1^{-s} = (c_{11}^o)^* = c_{21}^o\).

Substituting Eqs. (6.40) and (6.12) into Eq. (6.37) and simultaneously considering the complex conjugate of the resulting equation gives the following linear inhomogeneous system of equations:

\[
\left\{ \begin{array}{l}
[-500-250(100\Delta\phi)+ 40 c_{10}^* c_{10}^{*} + j250(100\Delta\phi)] \times 10^{-6} c_{11}^o \\
\left[ (20 \times 10^{-6}) c_{10}^2 \right] (c_{11}^o)^* \approx \\
- (20 \times 10^{-6}) c_{10}^{*} \frac{p_1^{3s}}{c_{11}^o}
\end{array} \right.
\]  \hspace{1cm} (6.41)

(Second equation of this system appears on the following page.)
\[(20 \times 10^{-6})c_{10}^2 \] \[c_{11}^o + \left[ \{ -500-250(100\Delta\beta) + 40c_{10}c_{10}^* - 3250(100\Delta\beta) \} \times 10^{-6} \right](c_{11}^o)^* \approx \]

\[- (20 \times 10^{-6}) c_{10}^2 p_1^{-3s} . \]

A comparison with Eq. (6.18) shows that the determinant of the above system of equations is equivalent to the Jacobian expression.

Substituting the expressions for \(p_1^{3s}\) and \(p_1^{-3s}\) which are obtained from Eqs. (6.34), (6.35), and (6.36) into Eq. (6.41) and solving the resulting system for \(c_{11}^o\) gives,

\[c_{11}^o \approx c_{10} \frac{(3.84 \times 10^{-4})a^4 \left[ \left\{ 100+33.5(100\Delta\beta)-a^2 \right\} + j \left\{ 33.5+66.6(100\Delta\beta)-a^2 \right\} \right]}{\left[ -500-250(100\Delta\beta)+10a^2 \right] + (250)^2(100\Delta\beta)^2 - 25a^4} \]

(6.42)

where, again, \(c_{10} = \frac{a}{2} e^{i\theta}\). The above equation completes the determination of \(p_1(t)\). It is interesting to note that \(c_{11}^o\) exists as long as, once again, the Jacobian condition is satisfied. Moreover, there is clearly only one possible \(c_{11}^o\).

Evaluation of Eqs. (6.34), (6.35), (6.36), and (6.42) for the three sample points indicated in Fig. 6.12 gives the following expressions for \(p(t) + \mu p_1(t)\):

Point 1,

\[p(t) + \mu p_1(t) \approx 4 \cos [101.8t + 0.156\pi] \]

\[+ \mu \left\{ 0.93 \times 10^{-4} \cos[101.8t + 0.395\pi] + 9.8 \times 10^{-4} \cos[305.4t + 0.478\pi] \right\} ; \]

(6.43)

Point 2,

\[p(t) + \mu p_1(t) \approx 7.5 \cos[101t + 0.156\pi] \]

\[+ \mu \left\{ 462 \times 10^{-4} \cos[101t + 0.305\pi] + 66.4 \times 10^{-4} \cos[303t - 0.566\pi] \right\} ; \]

(6.44)
Point 3,

\[ p(t) + \mu p_1(t) \approx 12.75 \cos(100t) \]

\[ + \mu \left\{ -320 \times 10^{-4} \cos(100t - 0.64\pi) + 334 \times 10^{-4} \cos(300t + 0.100\pi) \right\}. \tag{6.45} \]

The next few paragraphs are devoted to the determination of \( p_2(t) \).

**Determination of \( p_2(t) \):**

The determination of \( p_2(t) \) follows exactly the same pattern followed in the determination of \( p_1(t) \). Equation (6.33) is replaced by the corresponding equation for the \( c_{12}(t) \)'s. The mean value of \( c_{12}(t) \), \( c_{12}^0 \), is determined by the \( n_2 \)-describing-function relation. The system which results from this describing-function relation is, just as Eq. (6.41), a linear inhomogeneous system whose determinant is the Jacobian expression.

Carrying out the indicated computations, the expressions for \( p_2(t) \) corresponding to the three sample points are as follows:

**Point 1,**

\[ p_2(t) \approx 19.48 \times 10^{-8} \cos(101.8t + 0.268\pi) \]

\[ + 147.0 \times 10^{-8} \cos(305.4t - 0.606\pi) \]

\[ + 2.92 \times 10^{-8} \cos(509.0t + 0.687\pi) \] \tag{6.46}

**Point 2,**

\[ p_2(t) \approx 22.3 \times 10^{-4} \cos(101t + 0.865\pi) \]

\[ + 1.54 \times 10^{-4} \cos(303t + 0.596\pi) \]

\[ + 0.058 \times 10^{-4} \cos(505t + 0.944\pi) \] \tag{6.47}

**Point 3,**

\[ p_2(t) \approx 1.76 \times 10^{-4} \cos(100t + 0.815\pi) - 0.812 \times 10^{-4} \cos(300t) \]

\[ + 0.864 \times 10^{-4} \cos(500t + 0.171\pi) \] \tag{6.48}
The expressions for \( p(t) + \mu p_1(t) + \mu^2 p_2(t) \) can be obtained through a combination of Eqs. (6.43), (6.44), and (6.45) with Eqs. (6.46), (6.47), and (6.48).

The one remaining problem is the determination of the higher-order approximations to the stability criteria (characteristic exponents).

6.11.5 Higher-Order Approximations to the Stability Criteria.
As was stated previously, the characteristic exponents, \( \alpha_i(1) \) (\( i = 1, 2, 3 \)), are evaluated here up through the \( \mu^2 \)-term in their power series representation. The first two terms in these series, \( \alpha_{10} \) and \( \alpha_{11} \) (\( i = 1, 2, 3 \)), can be determined by the methods of Section 6.4. In particular, for \( \alpha_{10} \):

\[
\alpha_{10} = +j\beta 100,
\]

\[
\alpha_{20} = -j\beta 100,
\]

\[
\alpha_{30} = -\beta 100;
\]  
(6.49)

and, for \( \alpha_{11} \):

\[
\alpha_{11} \approx \left\{ \frac{20}{\beta} \times 10^{-4} \right\} \left( 500 - 10a^2 \right)
\]

\[
+ \frac{20}{\beta} \times 10^{-4} \sqrt{(500-10a^2)^2 - 2 \left\{ \left[ -500-250(100\Delta\theta)+10a^2 \right]^2 +250^2(100\Delta\theta)^2 -25a^4 \right\}}
\]

(6.50)

\[
\alpha_{21} \approx \left\{ \frac{20}{\beta} \times 10^{-4} \right\} \left( 500 - 10a^2 \right)
\]

\[
- \frac{20}{\beta} \times 10^{-4} \sqrt{(500-10a^2)^2 - 2 \left\{ \left[ -500-250(100\Delta\theta)+10a^2 \right]^2 +250^2(100\Delta\theta)^2 -25a^4 \right\}}
\]

(6.51)

and

\[
\alpha_{31} \approx \frac{40}{\beta} \times 10^{-4} \left\{ -500 + 10a^2 + 250(100\Delta\theta) \right\}
\]  
(6.25)

The above \( \alpha_{10} \)'s and \( \alpha_{11} \)'s (\( i = 1, 2, 3 \)) are evaluated for the three sample solutions, 1, 2, and 3 for which the higher-order approximations have been evaluated. The results of this evaluation are as follows:
Point 1,

\[ \alpha_{10} + \mu \alpha_{11} \approx j101.8 + \mu[0.67 + j2.43] \]

\[ \alpha_{20} + \mu \alpha_{21} \approx -j101.8 + \mu[0.67 - j2.43] \] \hspace{1cm} (6.52)

\[ \alpha_{30} + \mu \alpha_{31} \approx -101.8 + \mu[0.43] \]

Point 2,

\[ \alpha_{10} + \mu \alpha_{11} \approx j101 + \mu[-0.12 + j0.37] \]

\[ \alpha_{20} + \mu \alpha_{21} \approx -j101 + \mu[-0.12 - j0.37] \] \hspace{1cm} (6.53)

\[ \alpha_{30} + \mu \alpha_{31} \approx -101 + \mu[1.23] \]

Point 3,

\[ \alpha_{10} + \mu \alpha_{11} \approx j100 + \mu[-1.72] \]

\[ \alpha_{20} + \mu \alpha_{21} \approx -j100 + \mu[-2.72] \] \hspace{1cm} (6.54)

\[ \alpha_{30} + \mu \alpha_{31} \approx -100 + \mu[4.44] \]

The next terms in the power series representations for the \( \alpha_i(1) \)'s \((i = 1, 2, 3)\) can be determined by the methods of Section 6.8. For example, the determination of \( \alpha_{12} \) follows the ensuing outline.

a) The term \( \frac{u_{120}(0)}{u_{110}(0)} \) is determined from Eq. (5.35). In this case,

\[ \frac{u_{120}(0)}{u_{110}(0)} \approx \frac{-\beta(1+i)\times 10^4}{800 \frac{1}{c_{10}^2}} \left\{ \alpha_{11} \frac{20}{\beta} \times 10^{-4} \left[ (500-10a^2)+j(-500-500(100a^2)+10a^2) \right] \right\} \] \hspace{1cm} (6.55)

b) The terms \( \Gamma_{10}(t) \) and \( \Gamma_{20}(t) \) are determined by Eq. (5.20).

In this example, these terms are
\[
\Gamma_{10}(t) \approx \left\{ 2 \Delta \beta + j \left[ 1.92 \beta - 2.0 - 80 \beta S_0^o \right] \right\} \times 10^6
\]
\[- \left\{ j240 \beta S_0^{+2s} \times 10^6 \right\} e^{j2\omega_s t}
\] + \left\{ j80 \beta S_0^{-2s} \times 10^6 \right\} e^{-j2\omega_s t},
\]
\[
\Gamma_{10}(t) \approx \Gamma_{10}^o + \Gamma_{10}^{+2s} e^{j2\omega_s t} + \Gamma_{10}^{-2s} e^{-j2\omega_s t}
\] (6.56)

\[
\Gamma_{20}(t) \approx \left\{ 2\Delta \beta - j \left[ 1.98 \beta - 2.0 - 80 \beta S_0^o \right] \right\} \times 10^6
\]
\[- \left\{ j80 \beta S_0^{+2s} \times 10^6 \right\} e^{j2\omega_s t}
\] + \left\{ j240 \beta S_0^{-2s} \times 10^6 \right\} e^{-j2\omega_s t},
\]
\[
\Gamma_{20}(t) \approx \Gamma_{20}^o + \Gamma_{20}^{2s} e^{j2\omega_s t} + \Gamma_{20}^{-2s} e^{-j2\omega_s t}
\] (6.58)

and
\[
\begin{align*}
\Gamma_{10}(t) &\approx \Gamma_{10}^o + \Gamma_{10}^{+2s} e^{j2\omega_s t} + \Gamma_{10}^{-2s} e^{-j2\omega_s t} \\
\Gamma_{20}(t) &\approx \Gamma_{20}^o + \Gamma_{20}^{2s} e^{j2\omega_s t} + \Gamma_{20}^{-2s} e^{-j2\omega_s t}
\end{align*}
\] (6.57, 6.59)

c) The foregoing terms are substituted into Eqs. (5.36), (5.37), and (5.38), which partially determine \( u_{121}(t) \), and completely determine \( u_{111}(t) \) and \( u_{131}(t) \). These substitutions result in functions of the form
\[
u_{111}(t) = v_{111}^o + v_{111}^{2s} e^{j2\omega_s t} + v_{111}^{-2s} e^{-j2\omega_s t} + v_{111}^{-4s} e^{-j4\omega_s t},
\] (6.60)
\[
u_{121}(t) = v_{121}^o + v_{121}^{2s} e^{j2\omega_s t} + v_{121}^{-2s} e^{-j2\omega_s t} + v_{121}^{-4s} e^{-j4\omega_s t},
\] (6.61)
\[
u_{131}(t) = v_{131}^o + v_{131}^{2s} e^{j2\omega_s t} + v_{131}^{-2s} e^{-j2\omega_s t} + v_{131}^{-4s} e^{-j4\omega_s t},
\] (6.62)

where \( v_{121}^o \) is undetermined. An example of a typical expression for one of the above Fourier coefficients is
\[ u_{111}^o = u_{110}(0)v_{13} \left[ \Gamma_{10}^{-2s} + \frac{u_{120}(0) \Gamma_1^o - \Gamma_{20}^o + \Gamma_{10}^{-2s}}{u_{110}(0) j2w_s} + \frac{u_{120}(0) \Gamma_{20}^{-2s}}{j4w_s} \right] \] (6.63)

d) The terms $S_1^0$, $S_1^{+2s}$, and $S_1^{-2s}$ are evaluated as in Paragraph d) of Section 6.8. For this example,

\[ S_1^0 = 40 \times 10^{-6} \left[ c_{10}^o (c_{11})^* + c_{10}^* c_{11}^o \right] \] (6.64)

\[ S_1^{+2s} = 40 \times 10^{-6} \left[ c_{10}^o c_{11}^o + c_{10}^* p_{11}^{3s} \right] \] (6.65)

and

\[ S_1^{-2s} = 40 \times 10^{-6} \left[ c_{10}^* (c_{11})^* + c_{10}^* p_{11}^{3s} \right] \] (6.66)

e) $\alpha_{12}$ is determined by substituting the terms evaluated above into Eq. (5.68).

A similar procedure is carried out for $\alpha_{21}$ and $\alpha_{31}$.

The results for the sample points 1, 2, and 3 are as follows:

Point 1,

\[ \alpha_{12} \approx 0.014 + j0.032 \]

\[ \alpha_{22} \approx 0.014 - j0.032 \] (6.67)

\[ \alpha_{32} \approx -0.014 \]

Point 2

\[ \alpha_{12} \approx -0.027 - j0.074 \]

\[ \alpha_{22} \approx -0.027 + j0.074 \] (6.68)

\[ \alpha_{32} \approx -0.011 \]
Point 3

\[
\begin{align*}
\alpha_{12} & \approx 0.16 \\
\alpha_{22} & \approx 0.23 \\
\alpha_{32} & \approx 0.076
\end{align*}
\]  

(6.69)

In each case, the approximation to the characteristic exponent, \( \alpha_i(1) \) (\( i = 1, 2, 3 \)) is

\[
\alpha_i(1) = \alpha_{i0} + \alpha_{i1} + \alpha_{i2} .
\]
CHAPTER VII
SUMMARY AND CONCLUSIONS

7.1 Introduction
A new method for utilizing the techniques of perturbation theory for the analysis of a class of nth-order nonlinear feedback systems under the influence of a general periodic forcing function has been developed. This method is suitable for the determination of periodic responses and the investigation of whether or not these periodic responses are asymptotically stable. In addition, this method can be extended so that it is useful for the analysis of nonlinear systems which are even more general than those considered in this study.

7.2 Conclusions
A. It is pointed out in Chapter I that there are roughly two bodies of literature which pertain to the problem which is of interest in this study. The first contains writings by those authors (Tucker, Smirnova, Adler, Hunton and Weiss) who analyze certain physical systems by methods based on "averaging" or equivalent linearization and plausibility arguments (see the outline of Tucker's argument in Chapter I). The systems studied by these authors form a subclass of the class of nonlinear systems considered in this study. The difficulties with these methods are several: their development does not clarify the sense in which the solutions obtained are approximations, nor do they admit to a refinement of the approximation if this is desired; the stability criteria are limited to an approximation of just two characteristic exponents out of the n which are needed for a complete description of the stability or
instability of an nth-order system; moreover, there is no obvious manner in which to refine the approximation of these characteristic exponents; finally, these methods cannot be extended to more general nonlinear systems with much consistency or confidence.

The second body of literature contains writings by those authors (Poincare, Coddington and Levinson, Cesari, and many others) who discuss the application of perturbation techniques to the analysis of differential equations. As is pointed out in Chapter II, these authors usually stress the "normal perturbation problem" at the expense of the "inverse perturbation problem", which is a satisfactory restatement of the differential equation which characterizes the nonlinear feedback system as a problem amenable to solution by perturbation techniques. They are more interested in developing the mathematical tools of perturbation theory than in the application of these techniques to the analysis of nonlinear feedback systems.

B. It is shown in Chapter II that the "inverse perturbation problem" is the central issue in any application of perturbation techniques to the analysis of nonlinear systems. The essentially synthetic character of this problem is pointed out, and it is emphasized that there is no unique solution to the "inverse perturbation problem." Moreover, the mutual relation between the original and the "μ = 0" differential equations is stressed.

C. A new method for obtaining a partial solution of the "inverse perturbation problem" associated with the application of perturbation techniques to the class of nonlinear systems considered in this study is presented in the last two sections of Chapter II. This method
involves a division of the original differential equation into two parts: (1) a part which if equated to zero would constitute a linear differential equation that possesses a periodic solution with period commensurate with that of the forcing function, e(t); and (2) a part which comprises the difference between the preceding part and the original differential equation. The second part of this division is multiplied by the artificially introduced parameter, \( \mu \), so that at \( \mu = 0 \) the equation reduces to a linear differential equation, and at \( \mu = 1 \) the equation becomes the original differential equation.

The above division of the original differential equation is carried out so that it allows the entire analysis which follows to be conducted in terms of easily identifiable expressions from the nonlinear feedback system. For example, the numerator and denominator of the transfer function for the linear network, \( B(z) \) and \( A(z) \), are, except for new arguments in certain cases, retained intact throughout the analysis. This is true also for the transfer function of the nonlinear element, \( F(x) \), and the forcing function, \( e(t) \). The principle advantage of this restatement of the original differential equation is that the steps in the recursion procedures for the solutions and the characteristic exponents reduce to relatively simple operations involving describing-function-type relations. In fact, it is reasonable to consider the work in this study partly as a generalization of the describing function technique.

Another advantage of this method of restatement is that by introducing two canonical forms it allows, as is clarified in Chapter III, a wider range of forcing functions, \( e(t) \), to be considered.
D. In Chapter III, equations which determine the first approximations to the true periodic responses of the nonlinear system are developed by application of perturbation techniques to the two canonical forms. Because of the special choice in Chapter II for the canonical forms, the equations which determine the first approximations are in a form which is similar to the normal describing function relation. This is especially true for the first canonical form.

However, these equations can be applied to a wider range of nonlinear feedback systems than can the normal describing function. Further, since these equations are the first step in a recursion procedure which determines a higher order approximation with each step, the approximation determined by these equations can be refined at will. This is not the case for the describing-function-type relation as it is usually developed; e.g., Tucker [3].

E. In the latter part of Chapter III, the usual Jacobian existence condition from perturbation theory is shown to be equivalent, except for the special case in which a certain determinant vanishes [Eq. (3.39) for the first canonical form, and Eq. (3.45) for the second canonical form], to requiring that the slope of the frequency of the first approximation versus its amplitude be nonzero. At those points where this slope does become zero the first approximation is not continuable. Furthermore, it is shown in Chapter V that there is a relation between this Jacobian existence condition and one of the approximate stability criteria. Therefore, the relation between the aforementioned slope and the Jacobian existence condition is doubly important: (1) because it allows the Jacobian condition to be readily applied, and (2) because it
simplifies one of the approximate stability criteria.

F. In Chapter IV, the application of perturbation techniques to the analysis of the class of nth-order nonlinear systems which is of interest in this study is continued. A recursion procedure is developed whereby the periodic responses, \( p(t, \mu) \), of the nonlinear system are obtained as a power series in the parameter, \( \mu \), as follows:

First Canonical Form,

\[
p(t, \mu) = \sum_{j=1}^{n} \sum_{k=0}^{\infty} c_{jk}(t) \mu^k \epsilon^j t^j
\]

Second Canonical Form,

\[
p(t, \mu) = \sum_{j=1}^{n} \sum_{k=0}^{\infty} c_{jk}(t) \mu^k \epsilon^j t^j + h(t; \omega_s)
\]

where \( h(t; \omega_s) \) is a periodic function with period \( T \) and the \( c_{jk}(t) \)'s satisfy the following "periodicity" conditions

\[
c_{jk}(t+T) \epsilon^j t^j - c_{jk}(t) = 0 \quad \{ j = 1, 2, \ldots, n \}
\]

The actual responses of the nonlinear feedback system correspond to the \( p(t, \mu) \)'s with \( \mu \) set equal to one, and the first approximations to the responses obtained from the equations developed in Chapter III correspond to the \( p(t, \mu) \)'s with \( \mu \) set equal to zero.

As a part of this recursion procedure, a hierarchy of describing-function-type relations are defined. The first or zeroth order relation of this hierarchy for either canonical form is just the appropriate equation from Chapter III. The succeeding members of this hierarchy are each
associated with a particular one of the steps of the recursion procedure. The advantage of this hierarchy is that it simplifies the recursion procedure and places the usual equivalent linearization approaches (i.e., zeroth order describing function relation) in a context instead of allowing the equivalent linearization approximations to be an end in themselves.

G. The method developed in Chapters II, III, and IV allows the periodic responses of the nonlinear system to be determined by perturbation techniques as a power series in the artificially introduced parameter, \( \mu \). In Chapter V, perturbation techniques are utilized to discover whether or not these periodic responses are asymptotically stable. An important feature of the perturbation techniques employed in Chapter V is that they harmonize with those used in Chapters II, III, and IV. It is, therefore, possible to maintain a consistent point of view throughout the entire analysis. As each step in the recursion procedure for the determination of the periodic solution, \( p(t,\mu) \), is carried out, the corresponding step in the recursion procedure for the determination of the characteristic exponents, \( \alpha_i(\mu) \) \((i = 1, \ldots, n)\) can be carried out. This allows the estimate of the characteristic exponents to be refined at the same time that the approximate solutions themselves are being refined.

Again, because of the choice of canonical forms in Chapter II, the expressions which occur in the determination of the characteristic exponents are simple, recognizable, and easily related to the nonlinear feedback system. This is particularly true for the expressions which determine the \( \alpha_{10} \)'s and the \( \alpha_{11} \)'s \((i = 1, \ldots, n)\). Since these two terms are often sufficient to answer the yes-or-no part of the stability
question, this is an important simplification.

Another important advantage that this method of investigating the stability question has is that it resolves the two usual difficulties present in stability criteria which are based on equivalent linearization arguments. Since a periodic solution whose stability is being investigated is known only approximately, its associated variational equation is known only approximately. Therefore, even if the characteristic exponents of the resulting variational equation could be determined exactly, they would still be approximate in relation to the true periodic solution. But, even if the variational equation were known exactly, there would still be the problem of carrying out some type of approximate analysis for the determination of its characteristic exponents. The perturbation procedure used in Chapter V carries out both of the necessary approximations—variational equation and the characteristic exponents thereof—simultaneously, and allows the estimate of the characteristic exponents to be refined at will. The usual stability criteria developed from equivalent linearization arguments do not have this flexibility.

It is pointed out in the course of Chapter V that there is a relation between the Jacobian condition, and $\alpha_{11}$ and $\alpha_{21}$. In particular, it is shown that $\alpha_{11} \alpha_{21} > 0$ if the Jacobian expression is positive and $\alpha_{11} \alpha_{21} < 0$ if the Jacobian expression is negative. Moreover, assuming that the equation, (3.16) or (3.29), which determines the first approximation, \( p(t) \), has a solution of the form \[ \omega_s = \omega_s(a), \theta = \theta(a) \], $\alpha_{11} \alpha_{21} = 0$ if \( \frac{d\omega_s}{da} = 0 \). Since the $\alpha_{10}'s$ and the $\alpha_{11}'s$ are often sufficient for the formulation of suitable stability criteria, and, further, since $\alpha_1(\mu)$ and $\alpha_2(\mu)$ are often (but not always) the most likely characteristic exponents to cross into the right-hand plane [recall that $\alpha_1(\mu)$ and $\alpha_2(\mu)$]
are both on the imaginary axis at \( \mu = 0 \) and that the other \( \alpha_i(\mu) \)'s (\( i = 3, \ldots, n \)) start in the left-hand plane, the relation between \( \alpha_{11} \) and \( \alpha_{21} \) and the Jacobian condition is especially useful and important.

H. There are several disadvantages and limitations associated with the methods employed and developed in this study. First, there are two related and unsolved problems: (1) the determination of the allowable \( \mu \)-intervals, and (2) an estimation of the error resulting from approximating the \( \alpha_i(\mu) \)'s with a finite number of terms from their power series expansion in \( \mu \). It is always possible to circumvent these two problems by considering only "weakly-nonlinear" systems—that is, systems which are almost linear. On the other hand, there are many "strongly-nonlinear" systems which can be treated by the methods developed in this study. Consequently, a solution to these two problems which would designate which "strongly-nonlinear" systems could be considered would be of great importance.

Another, less serious difficulty is that, in Chapter V, the characteristic multipliers are assumed to be distinct for \( 0 \leq \mu \leq 1 \), except for \( \varepsilon_1(\mu)^T \) and \( \varepsilon_2(\mu)^T \) which coalesce, as \( \mu \to 0 \), at 0. In those rare cases in which it is absolutely necessary to consider multiple characteristic multipliers, special methods are available (see Moulton [16], pages 331-348).

A limitation of the methods developed in this study is that they do not, as presented, apply to servomechanisms. This comes about because the linear network in the nonlinear feedback system has been restricted thus: \( \frac{B(0)}{A(0)} = 0 \). However, this limitation can be overcome by an extension of the methods of this study, which is outlined in the following section of this chapter.
As is mentioned in Chapters II and VI, there is still the problem of determining the period, $T_s$, of the dominant term in the periodic response of the nonlinear system.

Finally, it is true that the determination of the higher-order approximations for both the solution and the characteristic exponents rapidly becomes laborious as $k$ becomes larger than two.

7.3 Suggestions for Future Research

Since the methods for analyzing nonlinear systems developed in this study are explicitly based upon the theory of perturbations and not upon approximations which arise from merely "averaging over a cycle," it is possible to extend these methods in a consistent manner in order that they can be applied to a class of nonlinear systems which is even more general than that considered in this study. Some of the possible extensions are as follows:

A. It was pointed out in Chapter I that the limitation of the transfer function, $F(x)$, of the nonlinear element to being just a function of $x$ ruled out the consideration of some important nonlinear physical phenomena; e.g., hysteresis effects, back-lash, etc. Therefore, the extension of the methods of this study to nonlinear feedback systems which contain nonlinear elements which are characterized by a function of the form, $F(x, \dot{x}, ..., x^{(k)}) (x^{(k)} = \frac{d^k x}{dt^k})$, is of considerable practical importance. Fortunately, this extension does not appear to offer serious difficulties as long as the term, $B(z)F(x, \dot{x}, ..., x^{(k)})$, contains no derivative of order higher than $(n-1)$. In cases in which this is not true, the extension could become difficult, especially if the derivatives of order $n$ appeared in terms of degree higher than one. In any event, it
is to be expected that the describing functions associated with such non-linearities may be complex and frequency-dependent. This is in contrast to the present study, in which only the describing function (zeroth order) associated with the second canonical form is complex and frequency-dependent.

B. In addition to extending the methods of this study to include non-linearities which depend on the time-derivatives of x as well as on x itself, it should be possible to extend these methods to other, more complicated systems. A system containing more than one nonlinearity could be treated. In a vacuum-tube oscillator the grid-circuit nonlinearity as well as that of the plate circuit could be considered. In many problems of this type it should be possible, by following the pattern of Chapter II, to recast the differential equations which characterize these nonlinear systems as problems amenable to treatment by perturbation techniques. Moreover, it should be possible to carry out the operations of the perturbation analysis in terms of quantities which are easily related to the actual nonlinear system. In other words, it should be possible to continue the generalization of the describing-function approach which has been commenced in this study.

C. If e(t) = 0, the resulting nonlinear system cannot be analyzed with either the methods developed for the first canonical form or those developed for the second. In both these cases the Jacobian condition is not satisfied. As is well known (Truxal [21], pages 601-611; Coddington and Levinson [10], pages 364-369), in such systems not only the solutions but the period of undisturbed oscillation, T₀, must be expanded in a power series of μ and obtained by a recursion procedure.
It would be worthwhile if a recursion procedure possessing a hierarchy of "describing function relations" analogous to that developed in Chapter IV were developed for these homogeneous systems. A classic and important example of such homogeneous systems is the self-excited oscillator.

D. Since the methods of this study apply to any periodic forcing function, it may be that by considering a random forcing function to be a limit of a periodic forcing function as its period approaches infinity the responses of nonlinear feedback systems under the influence of noise can be analyzed with the methods of this study.

E. In this study only a special class of responses has been considered, i.e., periodic. It should be possible to combine various perturbation techniques to handle, among others, almost-periodic responses. For example, the solutions could be made up of two parts: (1) a \( \mu \)-dependent part periodic in \( t \) with a period which is commensurate with that of the forcing function, and (2) a \( \mu \)-dependent part periodic in \( t \) with a \( \mu \)-dependent period.

F. As has already been pointed out, the methods of this study cannot be applied, without modification, to a low-pass servomechanism. This limitation of the methods is a consequence of the restriction on the linear network that \( \frac{B(0)}{A(0)} = 0 \). This restriction was required in order that the necessity of considering constant terms (e.g., dynamic shifts in the operating point) in the approximate solutions could be eliminated. However, the possibility of such constant terms must be admitted in low-pass servomechanisms and other nonlinear feedback systems for which \( \frac{B(0)}{A(0)} \neq 0 \).
Therefore, it is apparent that the type of generating solution or first approximation which should be sought is a constant term plus a sinusoidal term. For example, such a generating solution for a canonical form similar to the first canonical form of this study would be

\[ p(t) = c_{10} \epsilon^{j\omega t} + c_{10}^* \epsilon^{-j\omega t} + Q_o \]  

(7.4)

where \( Q_o \) is an, as yet, undetermined constant. Just as the allowable \( c_{10} \)'s would have to be determined as part of the analysis, so would the proper \( Q_o \) have to be determined in the course of the analysis. A possible "\( \mu = 0 \)" differential equation corresponding to a generating solution such as Eq. (7.4) would be [see Eq. (2.16)]

\[ z^n x + \beta^n \left[ C(\frac{z}{\beta}) - N_j B(\frac{z}{\beta}) \right] x = \]

\[ \beta^n \left[ C(0) - N_j B(0) \right] Q_o, \]  

(7.5)

and a corresponding \( \mu \)-dependent family of differential equations could be [see Eq. (2.17)]

\[ z^n x + \beta^n \left[ C(\frac{z}{\beta}) - N_j B(\frac{z}{\beta}) \right] x = \beta^n \left[ C(0) - N_j B(0) \right] Q_o \]

\[ + \mu \left[ \beta^n \left\{ C(\frac{z}{\beta}) - N_j B(\frac{z}{\beta}) \right\} x - \{ C(z) - N_j B(z) \} x \right] \]

\[ + B(z) \left\{ F(x) - N_j x \right\} + B(z)e(t) \]

\[ - \beta^n \left\{ C(0) - N_j B(0) \right\} Q_o \]  

(7.6)

Then, using the following coordinate transformation:
the following canonical form could be obtained:

\[ \begin{bmatrix} x \\ \dot{x} \\ \vdots \\ x^{(n-1)} \end{bmatrix} = \begin{bmatrix} \lambda_1^t & \epsilon \\ \epsilon & \lambda_n^t \\ \lambda_1 \epsilon & \lambda_n \epsilon \\ \vdots & \vdots \\ \lambda_1 \epsilon^{(n-1)} & \lambda_n \epsilon^{(n-1)} \end{bmatrix} \begin{bmatrix} r_1 \\ r_2 \\ \vdots \\ r_n \end{bmatrix} + \begin{bmatrix} Q_0 \\ 0 \\ \vdots \\ 0 \end{bmatrix} \]  
(7.7)

\[ \dot{r}_1 = \mu \nu_{1n} \epsilon^{-\lambda_1^t} g(t, r_1, \ldots, r_n, Q_0) \]

\[ \vdots \]

\[ \dot{r}_n = \mu \nu_{nn} \epsilon^{-\lambda_n^t} g(t, r_1, \ldots, r_n, Q_0) \]  
(7.8)

where

\[ g(t, r_1, \ldots, r_n, Q_0) = B(z)F \left\{ r, \epsilon^{\lambda_1^t} + \cdots + r_n \epsilon^{\lambda_n^t} + Q_0 \right\} \]

\[ - \sum_{j=1}^{n} r_j A(z) \epsilon^{\lambda_j} - A(0)Q_0 + B(z)\epsilon(t) \]

Then, following a line of reasoning similar to that used to justify Eq. (3.6), the following necessary condition can be obtained for generating solutions:

\[ \int_0^T \epsilon^{-jw} g(t, c_{10}, \ldots, 0, Q_0) dt = 0. \]  
(7.9)

This necessary condition is a single relation between the two unknowns, \( c_{10} \) and \( Q_0 \), and is consequently, not sufficient for the determination of \( c_{10} \) and \( Q_0 \). Clearly, some other relation must be found between \( c_{10} \) and \( Q_0 \).
But, purely on the basis of requiring that the generating solution be con-
tinuable, any generating solution, Eq. (7.4), satisfying Eq. (7.9) and a
Jacobian condition is satisfactory. Therefore, continuability is not
enough for the determination of $c_{10}$ and $Q_0$, and, because the inverse per-
turbation problem does not have a unique solution, the choice of a second
relation between $c_{10}$ and $Q_0$ is somewhat arbitrary. However, the most
straightforward choice is

$$
\int_0^T g(t, c_{10}^*, 0, \ldots, 0, Q_0) dt = 0. \quad (7.10)
$$

However, this is certainly not the only choice.

Given the preceding equations as a start it should be possible
to construct a set of relations for this new canonical form analogous to
those constructed in Chapters III, IV, and V for the two canonical forms
considered in this study.

It should be noted that Eq. (7.10) indirectly raises an important
point in regard to approximations to periodic solutions of differential
equations. It is generally not necessarily true that that approximate solu-
tion which results in the smallest remainder when substituted into the
differential equation is the best approximation. For example, consider

$$
\dot{x} = F(x),
$$

which has a periodic solution, $\Phi(t)$. Let $p(t)$ be a periodic approximation
to $\Phi(t)$ such that

$$
|\dot{p} - F(p(t))| < \epsilon \quad \{ \text{for } t \text{ over an interval equal} \}
\to \text{ one period of } \Phi(t) \}.
$$
That \( p(t) \) for which \( \epsilon \) is smallest is not necessarily the best approximation. This assumes, of course, that the class of functions from which \( p(t) \) can be selected does not contain \( \Phi(t) \). For a general statement about so-called \( \epsilon \)-approximate solutions, see Coddington and Levinson \([10], \text{ page } 8\). In any event, it can be seen that choosing \( Q_o \) on the basis of minimizing the remainder of the original differential equation when the first approximation has been substituted into it may or may not minimize the error between the actual periodic solution and the first approximation.

G. There are still the previously-mentioned unresolved problems associated with the method developed in this study. These are: the \( \mu \)-interval problem, the estimation of the error involved in considering only a finite number of terms in the series for the \( \alpha_i(\mu) \)'s; and determination of \( T_s \) for cases in which it is not obvious.

H. It might be worthwhile to allow singular perturbations as well as those considered in this study. Among other possibilities, it should be possible to have "\( \mu = 0 \)" and "\( \mu = 1 \)" differential equations of different order. As was pointed out in Chapter II, this would make it possible to refine the first approximation at will.

I. Note that throughout the development of higher-order approximations, no use is made of any assumed behavior of \( \frac{B(z)}{A(z)} \) versus \( z \). On the other hand, one of the cornerstones of the usual argument used in the development of the describing function is that \( \frac{B(j\omega)}{A(j\omega)} \) does not pass higher-order harmonics. Consequently, it should be possible for a special class of nonlinear systems to introduce this concept into the recursion procedure of Chapter IV.
APPENDIX A

STABILITY CRITERIA FOR PERIODIC SOLUTIONS OF ORDINARY DIFFERENTIAL EQUATIONS: VARIATIONAL EQUATIONS

Asymptotic stability is defined in Chapter I. The purpose of this appendix is to outline the development of the fundamental criteria with which it can be determined whether or not a given periodic solution of a differential equation is asymptotically stable.

Consider the following differential equation:

\[ \frac{dx}{dt} = F(t, x), \]  \hspace{1cm} (A1)

where \( \frac{dx}{dt} \) is the column matrix \( \left( \frac{dx_1}{dt}, \ldots, \frac{dx_n}{dt} \right) \), \( x \Rightarrow (x_1, \ldots, x_n) \), and \( F(t, x) \) is the column matrix \( (f_1(t, x), \ldots, f_n(t, x)) \). Let \( p(t) \) be a given solution of Eq. (A1) which is periodic in \( t \) with period \( T \). Further, let \( F(t, x) \) be analytic in \( x_j \) \( (j = 1, 2, \ldots, n) \) in the region of \( (t, x) \)-space which contains the solution curve \( [t, p(t)], 0 \leq t \leq \infty \), and let \( F(t, x) \) be continuous and periodic in \( t \) with period \( T \) (not necessarily a least period).

Let \( \Phi \) be another solution of Eq. (A1), whose initial conditions are within some small neighborhood of those of \( p(t) \). Then, letting \( y = \Phi - p(t) \),

\[ \frac{dy}{dt} = F(t, y + p(t)) - F(t, p(t)). \]  \hspace{1cm} (A2)

Expanding \( F(t, y + p(t)) \) in a power series about \( x = p(t) \), Eq. (A2) becomes

\[ \frac{dy}{dt} = F_x(t, p(t))y + Z(t, y), \]  \hspace{1cm} (A3)
where $F_x(t, p(t))$ is the nxn matrix made up of \[ \frac{\partial f_j}{\partial x_k} \left|_{x=p(t)} \right. \] (j, k = 1, 2, ..., n). Since $F(t, x)$ is analytic in each $x_j$ and continuous in t,

\[ Z(t, y) = o(|y|) \quad (A4) \]

for small $|y|$ uniformly in t over any finite t interval.

If $Z(t, y)$ is omitted from Eq. (A3), the resulting linear system with periodic coefficients,

\[ \frac{dy}{dt} = F_x(t, p(t))y \quad (A5) \]

is referred to as the first variation of Eq. (A1) with respect to $p(t)$ or, more succinctly, the variational equation. It is shown by Coddington and Levinson ([10], pages 321-2), among others, that if the trivial solution of Eq. (A5) is asymptotically stable, then $p(t)$ is asymptotically stable. Conversely, if the trivial solution of Eq. (A5) is not stable, then $p(t)$ is not stable.

Therefore, the question of the asymptotic stability of $p(t)$ reduces to the question of the asymptotic stability of the trivial solution of the linear system with periodic coefficients in Eq. (A5). Fortunately, the theory for this type of linear system is well developed (see: [10], pages 78-81) and often referred to as Floquet Theory [17]. This theory shows that for every fundamental matrix\(^1\), $M(t)$, there exists a periodic nonsingular matrix $D(t)$ with period $T$, and a constant matrix

\[ 1 \quad \text{A fundamental matrix of Eq. (A5) has the following properties:} \]

\[ M = F_x(t, p(t))M \quad (i) \]

\[ \det M(t) \neq 0 \quad \text{for } -\infty < t < \infty \quad (ii) \]

In addition, it is convenient to require that $M(0) = E$, the identity matrix. This allows the solution of Eq. (A5) which satisfies the initial condition $I$ to be written $y(t, I) = M(t)I$. 

\[ \text{In addition, it is convenient to require that } M(0) = E, \text{ the identity matrix. This allows the solution of Eq. (A5) which satisfies the initial condition } I \text{ to be written } y(t, I) = M(t)I. \]
R such that

\[ M(t) = D(t)e^{tR} \quad (A6) \]

The characteristic roots of the matrix, \( e^{tR} \), \( m_i (i = 1, \ldots, n) \), are referred to as the characteristic multipliers. If the magnitudes of all the characteristic multipliers, \( m_i \), are less than one, the trivial solution of Eq. (A5) is asymptotically stable. If one or more of the characteristic multipliers, \( m_i \), are greater than one in magnitude, the trivial solution of Eq. (A5) is not stable. The characteristic roots of the matrix \( R \), \( \alpha_i (i = 1, \ldots, n) \), are referred to as the characteristic exponents. If all the characteristic exponents have negative real parts, the trivial solution of Eq. (A5) is asymptotically stable. If one or more of the characteristic exponents have positive real parts, the trivial solution of Eq. (A5) is not stable.

The relation between the characteristic multipliers and the characteristic exponents is

\[ m_i = e^{\alpha_i} \quad i = 1, 2, \ldots, n \quad (A7) \]

Note that any integer multiple of \( \frac{2\pi}{T} \) can be added to \( \alpha_i \) without changing the value of \( m_i \). It is, in fact, shown in Floquet Theory that the characteristic exponents can be determined only up to integer multiples of \( \frac{2\pi}{T} \). This indeterminacy can be appreciated by inspection of Eq. (A6). Clearly, terms of the form \( e^{t \frac{2\pi}{T}} \) can be assigned either to \( D(t) \) or \( e^{tR} \); therefore, the matrices \( D(t) \) and \( e^{tR} \) are not unique. On the other hand, the matrix \( e^{tR} \) is, in this sense, unique; consequently the characteristic multipliers, \( m_i \), are uniquely determined.
APPENDIX B

IDENTITIES NECESSARY FOR THE JACOBIAN CONDITION IN CHAPTER III

1. First Canonical Form

The Jacobian condition for the first canonical form which appears in Chapter III is as follows:

\[
\left[ \frac{\partial \tilde{q}_1}{\partial a_1} \frac{\partial \tilde{q}_2}{\partial a_2} - \frac{\partial \tilde{q}_1}{\partial a_2} \frac{\partial \tilde{q}_2}{\partial a_1} \right] \neq 0 \quad \gamma \Rightarrow \{ A = A(0), \mu = 0 \}, \quad (3.20)
\]

where \[\text{from Eq. (3.5)}\]

\[
\tilde{q}_1(A, \mu) = v_{1n} \int_0^T e^{-j \omega_s t} g_1(t, \rho_1, \ldots, \rho_n) dt, \quad (B1)
\]

\[
\tilde{q}_2(A, \mu) = v_{2n} \int_0^T e^{+j \omega_s t} g_1(t, \rho_1, \ldots, \rho_n) dt, \quad (B2)
\]

and

\[
g_1(t, \rho_1, \ldots, \rho_n) = B(z) \mathcal{F}\{ \sum_{j=1}^{n} \rho_j \epsilon^\lambda_j t \} + B(z)e(t) - \sum_{j=1}^{n} \rho_j A(z) \epsilon^\lambda_j t. \quad (2.28)
\]

Then

\[
\frac{\partial \tilde{q}_1}{\partial a_1} = v_{1n} \int_0^T e^{-j \omega_s t} \left[ n \sum_{j=1}^{n} \frac{\partial g_j}{\partial \rho_j} \right] dt, \quad (B3)
\]

\[
\frac{\partial \tilde{q}_2}{\partial a_2} = v_{2n} \int_0^T e^{+j \omega_s t} \left[ n \sum_{j=1}^{n} \frac{\partial g_j}{\partial \rho_j} \right] dt, \quad (B4)
\]

216
\[ \frac{\partial q_1}{\partial x_1} = v_{2n} \int_0^T \epsilon e^{-j\omega_s t} \left[ \sum_{j=1}^n \frac{\partial q_1}{\partial \alpha_j} \frac{\partial \alpha_j}{\partial x_1} \right] dt, \quad \text{(B5)} \]

and

\[ \frac{\partial q_2}{\partial x_1} = v_{2n} \int_0^T \epsilon e^{+j\omega_s t} \left[ \sum_{j=1}^n \frac{\partial q_2}{\partial \alpha_j} \frac{\partial \alpha_j}{\partial x_1} \right] dt. \quad \text{(B6)} \]

Note that from Appendix D,

\[ \frac{\partial}{\partial \alpha_j} \left[ B(z)F \{ \rho_1 \epsilon^{\lambda_1 t} + \ldots + \rho_n \epsilon^{\lambda_n t} \} \right] = B(z) \left[ \frac{\partial F}{\partial \alpha_j} \{ \rho_1 \epsilon^{\lambda_1 t} + \ldots + \rho_n \epsilon^{\lambda_n t} \} \right]. \quad \text{(B7)} \]

Therefore, from Eqs. (2.28) and (B7),

\[ \frac{\partial \gamma_j}{\partial \alpha_j} = B(z) \left[ \frac{\partial F}{\partial x} \epsilon^{\lambda_j t} \right] - A(z) \epsilon^{\lambda_j t} \quad (j = 1, \ldots, n). \quad \text{(B8)} \]

Equation (2.27) gives

\[ \rho_j(t, \alpha, \mu) = a_j + \mu v \int_0^t e^{-\lambda_j s} g(s, \rho_1, \ldots, \rho_n) ds \quad (j = 1, \ldots, n), \quad \text{(B9)} \]

from which it follows that

\[ \left. \frac{\partial \alpha_j}{\partial x_1} \right|_\gamma = 1, \quad \left. \frac{\partial \alpha_j}{\partial x_k} \right|_\gamma = 0 \quad (k \neq j; j = 1, 2, \ldots, n) \quad (k = 1, 2, \ldots, n), \quad \text{(B10)} \]

Equations (B3), (B4), (B5), and (B6) then become

\[ \frac{\partial q_1}{\partial x_1} = v_{2n} \int_0^T \epsilon e^{-j\omega_s t} \left\{ B(z) \left[ \frac{\partial F}{\partial x} \epsilon^{j\omega_s t} \right] - A(j\omega_s) \epsilon^{j\omega_s t} \right\} dt. \quad \text{(B11)} \]

Assuming that
\[
\frac{\partial \tilde{q}_1}{\partial a_1} \bigg|_\gamma = v_{1n} T \left\{ B(j\omega_s)S_0^0 - A(j\omega_s) \right\} . \tag{B13}
\]

Similarly,
\[
\frac{\partial \tilde{q}_2}{\partial a_2} \bigg|_\gamma = v_{2n} T \left\{ B(-j\omega_s)S_0^0 - A(-j\omega_s) \right\} , \tag{B14}
\]

\[
\frac{\partial \tilde{q}_1}{\partial a_2} \bigg|_\gamma = v_{1n} TB(j\omega_s)S_0^{2s} , \tag{B15}
\]

and
\[
\frac{\partial \tilde{q}_2}{\partial a_1} \bigg|_\gamma = v_{2n} TB(-j\omega_s)S_0^{-2s} . \tag{B16}
\]

2. Second Canonical Form

The Jacobian condition for the second canonical form which appears in Chapter III is as follows:

\[
\begin{bmatrix}
\frac{\partial \tilde{q}_1}{\partial a_1} & \frac{\partial \tilde{q}_2}{\partial a_2} - \frac{\partial \tilde{q}_1}{\partial a_2} & \frac{\partial \tilde{q}_2}{\partial a_2} \\
\frac{\partial \tilde{q}_1}{\partial a_2} & \frac{\partial \tilde{q}_2}{\partial a_1} \end{bmatrix} \gamma \neq 0, \quad \gamma \Rightarrow \{ A = A(0), \mu = 0 \} , \tag{3.30}
\]

and, similarly to Eq. (3.5),
\[
\tilde{q}_1(A,\mu) = v_{1n} \int_0^T e^{-j\omega_s t} g_2(t, \rho_1, \ldots, \rho_n) dt , \tag{B17}
\]
\[ \tilde{q}_2(A, \mu) = v_{2n} \int_0^T e^{j\omega_st} g_2(t, \rho_1, \ldots, \rho_n) dt, \]  

(Bl8)

where [from Eq. (2.38)]

\[ g_2(t, \rho_1, \ldots, \rho_n) = B(z)F \left\{ \rho_1 e^{-j\omega_s t} + \ldots + \rho_n e^{-j\omega_n t} + h(t; \omega_s) \right\} \]  

(B19)

\[ - \sum_{j=1}^{n} \rho_j A(z)e^{-j\omega_s t} - A(z)h(t; \omega_s). \]

Assuming that

\[ \frac{dF}{dz} \left\{ \rho_1 e^{-j\omega_s t} + \rho_1 e^{j\omega_s t} + h(t; \omega_s) \right\} = \sum_{t=-\infty}^{\infty} S_o^f e^{j\omega_T} \]  

(\( \omega_T = \frac{2\pi}{T} \), (B20)

the necessary identities are, again,

\[ \frac{\partial \tilde{q}_1}{\partial \rho_1} \bigg|_\gamma = v_{2n} T \left\{ B(j\omega_s)S_o - A(j\omega_s) \right\}, \]  

(B21)

\[ \frac{\partial \tilde{q}_2}{\partial \rho_2} \bigg|_\gamma = v_{2n} T \left\{ B(-j\omega_s)S_o - A(-j\omega_s) \right\}, \]  

(B22)

\[ \frac{\partial \tilde{q}_1}{\partial \rho_1} \bigg|_\gamma = v_{2n} TB(j\omega_s)S_o^{+2s}, \]  

(B23)

and

\[ \frac{\partial \tilde{q}_2}{\partial \rho_2} \bigg|_\gamma = v_{2n} TB(-j\omega_s)S_o^{-2s}, \]  

(B24)

where \( S_o^{+2s} \) is the coefficient of the term of Eq. (B20) with frequency \( \pm \frac{2\omega_s}{2\pi} \).
APPENDIX C
IDENTITIES INVOLVING DESCRIBING FUNCTIONS

1. First Canonical Form

By definition on page 68

\[ n_0 = \frac{F^+s}{c_{10}} = \frac{1}{c_{10}^T} \int_{-T/2}^{T/2} F \left\{ c_{10}^T e^{-j\omega_s t} + c_{10} e^{-j\omega_s t} \right\} e^{-j\omega_s t} dt. \] (Cl)

Letting \( c_{10} = a/2 e^{j\theta} \) \((a, \theta \text{ real})\), Eq. (Cl) becomes

\[ n_0(a, \theta) = \frac{a}{aT} \int_{-T/2}^{T/2} F \left\{ \frac{a}{2} e^{j(\omega_s t+\theta)} + \frac{a}{2} e^{-j(\omega_s t+\theta)} \right\} e^{-j(\omega_s t+\theta)} dt. \] (C2)

Since the above integral has a periodic integrand and an interval of integration equal in length to the period of the integrand, the integral is independent of the location of the interval of integration on the t-axis; correspondingly, it is independent of \( \Theta \). \( n_0 \) can also be shown to be real for the same reason. Therefore,

\[ \frac{\partial n_0}{\partial \theta} = 0 \]

\[ \frac{\partial n_0}{\partial \theta} = \frac{2}{aT} \int_{-T/2}^{T/2} \left. \frac{df}{dx} \right|_\gamma \cdot \left[ j \frac{a}{2} e^{j(\omega_s t+\theta)} - j \frac{a}{2} e^{-j(\omega_s t+\theta)} \right] e^{-j(\omega_s t+\theta)} dt \] (C3)

Recalling that \( \gamma \Rightarrow A = A(0) \) and \( \mu = 0 \), and
\[ S_0^+ = \frac{1}{T} \int_{-T/2}^{T/2} \frac{dT}{dx} \gamma dt \] and \[ S_0^- = \frac{1}{T} \int_{-T/2}^{T/2} \frac{dT}{dx} \gamma e^{-j2\omega_s t} dt, \]

it can be seen that Eq. (C3) reduces to

\[ \frac{\partial n_0}{\partial \Theta} = jS_0^+ - jS_0^- e^{-j2\Theta} - jn_0 = 0 \quad (C4) \]

\[ S_0^+ - S_0^- e^{-j2\Theta} - n_0 = 0. \]

Similarly,

\[ S_0^+ - S_0^- e^{+j2\Theta} - n_0 = 0. \quad (C5) \]

Now consider \( \frac{\partial n_0}{\partial a} \). Differentiating Eq. (C1) with respect to "a" gives the following identity:

\[ a \frac{\partial n_0}{\partial a} + n_0 = S_0^+ e^{-j2\Theta} S_0^- + 2s. \quad (C6) \]

Similarly,

\[ a \frac{\partial n_0}{\partial a} + n_0 = S_0^+ e^{+j2\Theta} S_0^- - 2s. \quad (C7) \]

Combining Eqs. (C5) and (C6) gives

\[ S_0^+ = \frac{a}{2} \frac{\partial n_0}{\partial a} + n_0. \quad (C7A) \]

2. Second Canonical Form

By the definition on page 71

\[ n_0 = \frac{F_0^+}{c_{10}} = \frac{1}{c_{10}^T} \int_{-T/2}^{T/2} F\{c_{10}^T e^{j\omega_s t} + c_{10} e^{-j\omega_s t} + h(t; \omega_s)\} e^{-j\omega_s t} dt. \quad (C8) \]
Again, letting \( c_{10} = \frac{a}{2} e^{j\Theta} \) (a, \( \Theta \) real) Eq. (C8) becomes

\[
n_o(a, \Theta, \omega_s) = \frac{2}{aT} \int_{-T/2}^{T/2} \mathbf{F} \left\{ \frac{a}{2} e^{j(\omega_s t + \Theta)} + \frac{a}{2} e^{j(\omega_s t + \Theta)} - j(\omega_s t + \Theta) + h(t; \omega_s) \right\} \epsilon^{-j(\omega_s t + \Theta)} dt. \tag{C9}
\]

Because of the presence of \( h(t; \omega_s) \), \( n_o(a, \Theta, \omega_s) \) is not necessarily independent of \( \Theta \) and \( \omega_s \) or need it be a real number.

Let

\[
\frac{dF}{dx} \left\{ \frac{a}{2} e^{j(\omega_s t + \Theta)} + \frac{a}{2} e^{j(\omega_s t + \Theta)} - j(\omega_s t + \Theta) + h(t; \omega_s) \right\} = \sum_{l=-\infty}^{\infty} S_o^l e^{j\omega_l t}, \tag{C9A}
\]

where \( \omega_l = \frac{2\pi T}{T} \). Then the following identities can be obtained by differentiating Eq. (C9) with respect to \( \Theta \):

\[
\frac{\partial n_o}{\partial \Theta} = j[S_o^{-} - S_o^{+2s} \epsilon^{-j2\Theta} - n_o], \tag{C10}
\]

\[
\frac{\partial n_o^*}{\partial \Theta} = -j[S_o^{-} - S_o^{-2s} \epsilon^{+j2\Theta} - n_o^*], \tag{C11}
\]

where \( S_o^{+2s} \) is the coefficient of the term in the Fourier series, Eq. (C9A), with angular frequency \( \pm 2\omega_s \). And, differentiating with respect to "a" gives the following identities:

\[
a \frac{\partial n_o}{\partial a} = S_o^0 + S_o^{+2s} \epsilon^{-j2\Theta} - n_o, \tag{C12}
\]

\[
a \frac{\partial n_o^*}{\partial a} = S_o^0 + S_o^{-2s} \epsilon^{+j2\Theta} - n_o^*. \tag{C13}
\]
Combining Eqs. (C10) and (C12) gives

\[ S^o_o = \frac{a}{2} \frac{\partial n}{\partial a} - \frac{j}{2} \frac{\partial n}{\partial \theta} + n_o. \]  

(C14)
APPENDIX D

COMMUTATION OF THE OPERATORS $\frac{\partial}{\partial r_j}$ AND $B(z)$

1. First Canonical Form

The purpose of this section is to show that along a solution of the first canonical form, $[r_j] = [\rho_j(t, A, \mu)]$, the following equation is valid:

$$\left\{ \frac{\partial}{\partial r_j} \left[ B(z)F \{ r_1 \epsilon_1^L + \ldots + r_n \epsilon_n^L \} \right] \right\}_{[r_j]} = B(z) \left[ \frac{dF}{dx} \right]_{x = \varphi(t, I, \mu)}$$  \hspace{1cm} (D1)

where $(j = 1, 2, \ldots, n)$ and $z = \frac{d}{dt}$. That this is true follows immediately from the nature of the transformation, Eq. (2.19), which relates the $(x, \dot{x}, \ldots, x^{(n-1)})$-variables to the $r_j$-variables.

First note that the term

$$B(z)F \{ r_1 \epsilon_1^L + \ldots + r_n \epsilon_n^L \}$$  \hspace{1cm} (D2)

implies the following sequence of operations: First, $B(z)$ operates on $F(x)$,

$$B(z)F(x) = G\{x, \dot{x}, \ddot{x}, \ldots, x^{(n-1)}\};$$  \hspace{1cm} (D3)

then, by the transformation given in Eq. (2.19),

$$G\{x, \dot{x}, \ldots, x^{(n-1)}\} \xrightarrow{\text{Eq. (2.19)}} G\{r_1, r_2, \ldots, r_n^L\},$$  \hspace{1cm} (D4)

where

$$G\{r_1, r_2, \ldots, r_n^L\} = B(z)F \{ r_1 \epsilon_1^L + \ldots + r_n \epsilon_n^L \}.$$  \hspace{1cm} (D4A)

Therefore,
\[
\left[ \frac{\partial}{\partial r_j} \mathcal{B}(z) \mathcal{F}\{r_1 e^{\lambda_1 t} + \cdots + r_n e^{\lambda_n t}\} \right] = \left[ \frac{\partial}{\partial r_j} \mathcal{G}\{r_1, r_2, \ldots, r_n, t\} \right] \quad (D5)
\]
for \( j = 1, 2, \ldots, n \).

But it follows from Eq. (2.19) that
\[
\left. \frac{d^k}{dt^k} \left( r_1 e^{\lambda_1 t} + \cdots + r_n e^{\lambda_n t} \right) \right|_{[r_j] = [\rho_j]} = \left( \lambda_1^k r_1 e^{\lambda_1 t} + \cdots + \lambda_n^k r_n e^{\lambda_n t} \right) \left|_{[r_j] = [\rho_j]} \right. \quad (D6)
\]
for \( k = 0, 1, \ldots, (n-1) \). This implies that
\[
\left. \frac{d^k}{dt^k} \left( r_1 e^{\lambda_1 t} + \cdots + r_n e^{\lambda_n t} \right) \right|_{[r_j] = [\rho_j]} = \left[ \frac{\partial^k}{\partial t^k} \left( r_1 e^{\lambda_1 t} + \cdots + r_n e^{\lambda_n t} \right) \right] \left|_{[r_j] = [\rho_j]} \right. \quad (D7)
\]
for \( k = 0, 1, 2, \ldots, (n-1) \). Since \( F(x) \) is an analytic function of \( x \), this, in turn, implies that
\[
\left. B \left( \frac{d}{dt} \right) \left( F\{r_1 e^{\lambda_1 t} + \cdots + r_n e^{\lambda_n t}\} \right) \right|_{[r_j] = [\rho_j]} = \left. B \left( \frac{\partial}{\partial t} \right) F\{r_1 e^{\lambda_1 t} + \cdots + r_n e^{\lambda_n t}\} \right|_{[r_j] = [\rho_j]} \quad (D8)
\]

Consequently, substituting Eq. (D8) into Eq. (D4A) and noting that the resulting equation is valid for arbitrary \([\rho_j]\), the following relation is obtained.

\[
\mathcal{G}\{r_1, r_2, \ldots, r_n, t\} = B \left( \frac{\partial}{\partial t} \right) F\{r_1 e^{\lambda_1 t} + \cdots + r_n e^{\lambda_n t}\}. \quad (D9)
\]

It then follows that
\[
\left. \frac{\partial}{\partial r_j} \mathcal{G}\{r_1, r_2, \ldots, r_n, t\} \right| = \left. \frac{\partial}{\partial r_j} B \left( \frac{\partial}{\partial t} \right) F\{r_1 e^{\lambda_1 t} + \cdots + r_n e^{\lambda_n t}\} \right| \quad (D10)
\]

After an interchange of the order of partial differentiation, Eq. (D10) becomes
\[
\frac{\partial}{\partial r_j} G\{r_1, r_2, \ldots, r_n, t\} = B(\frac{\partial}{\partial t}) \frac{\partial}{\partial r_j} F\{r_1 \epsilon^{\lambda_1 t} + \ldots + r_n \epsilon^{\lambda_n t}\}
\]

\[
= B(\frac{\partial}{\partial t}) \left[ \frac{dF}{dx} \right]^{\lambda_j t} \left. \frac{d}{dx} \right|_{x = r_1 \epsilon^{\lambda_1 t} + \ldots + r_n \epsilon^{\lambda_n t}}
\]

(D11)

where \( j = 1, 2, \ldots, n \). Then, letting \([r_j] = [\rho_j]\) and employing essentially the same argument which led to Eq. (D0), the following equation is obtained:

\[
\left\{ B(\frac{\partial}{\partial t}) \left[ \frac{dF}{dx} \right]^{\lambda_j t} \left. \frac{d}{dx} \right|_{x = r_1 \epsilon^{\lambda_1 t} + \ldots + r_n \epsilon^{\lambda_n t}} \right\}
\]

\[
= B(\frac{\partial}{\partial t}) \left[ \frac{dF}{dx} \right]^{\lambda_j t} \left. \frac{d}{dx} \right|_{x = \varphi(t, I, \mu)}
\]

(D12)

\[
(z = \frac{\partial}{\partial t}),
\]

where \( j = 1, 2, \ldots, n \). Therefore, Eq. (D1) is justified.

2. Second Canonical Form

In this case it is desired to show that

\[
\left\{ \frac{\partial}{\partial r_j} \left[ B(z) F\{r_1 \epsilon^{\lambda_1 t} + \ldots + r_n \epsilon^{\lambda_n t} + h(t, \omega_j)\} \right] \right\} |_{[r_j] = [\rho_j]}
\]

\[
= B(z) \left[ \frac{dF}{dx} \right]^{\lambda_j t} \left. \frac{d}{dx} \right|_{x = \varphi(t, I, \mu)}
\]

(D13)

\[
(z = \frac{\partial}{\partial t}),
\]

for \( j = 1, 2, \ldots, n \). That Eq. (D13) is valid, follows from an argument which is analogous to the one employed for the first canonical form.
APPENDIX E

INVERSION OF THE VANDERMONDE MATRIX

The Vandermonde matrix, which occurs in this study, has the following form:

\[ V = \begin{bmatrix}
1 & 1 & \ldots & 1 \\
\lambda_1 & \lambda_2 & \ldots & \lambda_n \\
\lambda_1^2 & \lambda_2^2 & \ldots & \lambda_n^2 \\
\ldots & \ldots & \ldots & \ldots \\
\lambda_1^{n-1} & \lambda_2^{n-1} & \ldots & \lambda_n^{n-1}
\end{bmatrix} , \]

where the \( \lambda_j \)'s \((j = 1, 2, \ldots, n)\) are the characteristic roots of the "\( \mu = 0 \)" differential equation. The \( \lambda_j \)'s \((j = 1, 2, \ldots, n)\) are assumed to be distinct; therefore, the above matrix is nonsingular. The inverse of this matrix is, by definition,

\[ V^{-1} = \begin{bmatrix}
v_{11} & v_{12} & \cdots & v_{1n} \\
v_{21} & v_{22} & \cdots & v_{2n} \\
\ldots & \ldots & \ldots & \ldots \\
v_{n1} & v_{n2} & \cdots & v_{nn}
\end{bmatrix} . \]

The elements of the last column of this inverse matrix \((v_{1n}, v_{2n}, \ldots, v_{nn})\) occur repeatedly throughout this study. Expressions for these elements
are developed in this appendix.

From the standard procedure for matrix inversion,

\[ v_{jn} = \frac{[V]_{nj}}{\det V}, \]

where \([V]_{nj}\) is the \((n,j)\)th cofactor of \(V\); that is

\[
[V]_{nj} = (-1)^{n+j} \det \begin{bmatrix}
1 & 1 & \ldots & 1 & 1 & \ldots & 1 \\
\lambda_1 & \lambda_2 & \ldots & \lambda_{(j-1)} & \lambda_{(j+1)} & \ldots & \lambda_n \\
\lambda_1^2 & \lambda_2^2 & \ldots & \lambda_{(j-1)}^2 & \lambda_{(j+1)}^2 & \ldots & \lambda_n^2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\lambda_1^{(n-2)} & \lambda_2^{(n-2)} & \ldots & \lambda_{(j-1)}^{(n-2)} & \lambda_{(j+1)}^{(n-2)} & \ldots & \lambda_n^{(n-2)}
\end{bmatrix}
\]

Since\(^{1}\)

\[
\det V = (\lambda_2 - \lambda_1)(\lambda_3 - \lambda_2)(\lambda_3 - \lambda_1)(\lambda_4 - \lambda_3)(\lambda_4 - \lambda_2)(\lambda_4 - \lambda_1) \ldots \\
\ldots (\lambda_n - \lambda_{n-1})(\lambda_n - \lambda_{(n-2)}) \ldots (\lambda_n - \lambda_1)
\]

and, correspondingly,

\[
[V]_{nj} = (-1)^{n+j}(\lambda_2 - \lambda_1)(\lambda_3 - \lambda_2)(\lambda_3 - \lambda_1) \ldots (\lambda_{(j-1)} - \lambda_{(j-2)}) \ldots (\lambda_{(j-1)} - \lambda_1) \ldots \\
\ldots (\lambda_{(j+1)} - \lambda_{(j-1)})(\lambda_{(j+1)} - \lambda_{(j-2)}) \ldots (\lambda_{(j+1)} - \lambda_1) \ldots (\lambda_n - \lambda_{(n-1)}) \ldots \\
\ldots (\lambda_n - \lambda_{(j+1)})(\lambda_n - \lambda_{(j-1)}) \ldots (\lambda_n - \lambda_1),
\]

it follows that

\[ v_{jn} = \frac{(-1)^{n+1}}{(\lambda_1 - \lambda_j)(\lambda_2 - \lambda_j) \cdots (\lambda_{(j-1)} - \lambda_j)(\lambda_{(j+1)} - \lambda_j) \cdots (\lambda_n - \lambda_j)} \]  

(E1)

Furthermore, it is usually desirable to consider \( v_{jn} \) to be a function of \( \beta \). Recalling that \( \beta = \frac{\omega}{\omega_N} \) and \( \lambda_j = \beta \lambda_j \) (see Sections 4 and 5 of Chapter 2), it can be seen that

\[ v_{jn}(\beta) = \frac{(-1)^{n+1}}{\beta^{(n-1)}(\lambda_1 - \lambda_j)(\lambda_2 - \lambda_j) \cdots (\lambda_{(j-1)} - \lambda_j)(\lambda_{(j+1)} - \lambda_j) \cdots (\lambda_n - \lambda_j)} ; \]  

(E2)

therefore,

\[ v_{jn}(\beta) = \frac{v_{jn}(\beta=1)}{\beta^{(n-1)}} . \]  

(E3)

Note that the argument of the complex function \( v_{jn}(\beta) \) is independent of \( \beta \). This fact is useful in certain of the stability criteria.
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