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We present results of variational calculations of the Helmholtz free energy and the 
thermodynamic properties of a series of metallic liquids and solids (Ag, Au, Cu, Ni, Pd, Pt) 
described by embedded-atom-method potentials. For the solids, we use a variational procedure 
based on an Einstein-model reference state. The free energies of liquids are calculated with an 
approximate variational method proposed by Ross. At the respective melting points, the 
present results for the Helmholtz free energy are within about 1 % of the results of accurate 
Monte Carlo (MC) calculations with the same interaction potentials, both for the fluid and the 
solid. The average error in the melting points calculated with the present procedure relative to 
Monte Carlo results is about 7.5%. The internal energies and entropies are compared to MC 
results, and show, in general, good agreement. 

I. INTRODUCTION 

Many different methods have been developed to de
scribe the thermodynamic properties of solids and liquids. 
For the case of perfect crystals, these include lattice dynam
ics in the harmonic and quasiharmonic approximations, I 
self-consistent phonon theory,2 and classical molecular dy
namics (MD) and Monte Carlo (MC) computer simula
tions. 3 With accurate descriptions of the interatomic inter
actions, these methods give calculated properties of perfect 
crystals in good agreement with experiment. Similarly, the 
thermodynamic properties of simple liquids may be deter
mined using integral-equation methods,4 perturbation theo
ries,5 and MD and MC computer simulations. 3 Apart from 
the simulation methods, these approaches are designed for 
either solids or liquids and cannot be used for both. There
fore, it is difficult to obtain consistent thermodynamics for 
both the solid and the liquid phases. While atomistic simula
tion techniques such as MD and MC may equally well be 
applied to solids or liquids, it is difficult and costly to use 
these methods to obtain the absolute free energies needed to 
predict phase transitions. In the present study, we report on 
a method to obtain the thermOdynamic properties of crystal
line and liquid materials, and, in particular, metals, over a 
wide range of temperatures and pressures. 

The basis of our methods will be to calculate the Helm
holtz free energy of the systems, from which all thermody
namic quantities may be derived. Free energies are not readi
ly available from a single computer simulation; in general, a 
series of simulations are necessary to obtain the free energy 
for a given thermodynamic state. The key in all the simula
tion methods is to relate the free energy for the system of 
interest with that of a reference system for which the free 
energy is known. In principle, liquids are easier than solids; 
for a fixed temperature, one can connect to the ideal gas by 
integrating the pressure as a function of density, using the 
vi rial expansion at low densities and simulation data at high-

er densities.3 A number of simulations is necessary to obtain 
enough data to perform an accurate integration of the pres
sure. The free energy of arbitrary solids can be obtained with 
the method of Frenkel and Ladd,6 in which the real solid is 
connected to a reference system (with known free energy) 
by introducing a coupling parameter that can be varied to 
slowly turn off the true interatomic potential and turn on the 
reference state potential. A series of simulations is then per
formed as a function of that coupling parameter and the free 
energy determined through an integration of averages of the 
internal energy. Variants of the original Frenkel-Ladd 
method have been suggested, but are based on the same cen
tral concept.7 All of these methods suffer from the need for 
large numbers of simulations. Thus, the simulation methods 
are quite computer intensive and not appropriate for studies 
of large numbers of materials. 

We employ a variational procedure [which we8 recent
ly introduced as the variational Gaussian (VG) method] to 
determine the free energies of metallic solids. In the VG 
method, the free energy of a solid is found using an Einstein 
crystal as a reference state. In the Einstein model, atoms 
have a Gaussian probability density of being at a certain 
distance from their mean position. The equilibrium widths 
ofthe Gaussian distributions are obtained in the VG method 
by minimizing the free energy with respect to the widths of 
the distributions. The free energy of the solid is thus deter
mined in terms of an Einstein model, the interaction poten
tial between atoms, and the atomic probability densities. We 
have previously applied the VG method to determine the 
free energy of a vacancy in an fcc crystal, where atomic inter
actions were described in terms of a simple pair potential. 8 

The first use of this method was by Monsoori and Canfield 
on the Lennard-lones potential.9 Other uses have been on 
perfect crystals (described either by pair potentials or as 
pseudopotentials),IO(a) alloy solubility,lO(b) and vacan
cies. lO (c) 

For liquids, we use a simple (and approximate) vari-
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ational method introduced by ROSS.ll The simplest refer
ence state that one could choose for a liquid would be a hard
sphere system. However, hard-sphere models are known to 
not give particularly good results for systems with realistic 
interaction potentials. Ross chose to use a lIr12 liquid as a 
reference state. However, the necessary input to such a vari
ational procedure is the radial distribution function go (r) of 
the reference liquid. Until recently,12 these were not readily 
available for other than hard-sphere systems. Thus, Ross 
approximated the g(r) for a 1/rl2liquid with that of a hard
sphere system, which can be obtained analytically in the Per
cus-Yevick approximation. Even though it is an approxi
mate variational theory, the Ross procedure has proven to 
work quite well for liquids over a wide range of densi
ties. II •12(b) 

Since most of the bonding in metals may be attributed to 
the electron gas, we abandon the pair-potential model in fa
vor of approaches based on a description of the local electron 
density. In particular, we extend the VG method and the 
Ross procedure to cases where the atomic interactions are 
described by embedded-atom-method (EAM) potentials. 13 

In the EAM, the total interaction energy is split into a pair 
term and a term that depends on the local electronic density 
of the system. The latter term includes many-body contribu
tions. Both the EAM versions of the solid VG and liquid 
variational methods are employed to determine the free en
ergy, entropy, and internal energy of a series of elemental 
transition metals (Ag, Au, Cu, Ni, Pd, and Pt) as a function 
of temperature. In order to test the accuracy of this ap
proach, we compare our results with accurate Monte Carlo 
determinations of the free energy based on the same poten
tials. 14 We find that both for solids and liquids the simula
tion results are in excellent agreement with the Monte Carlo 
results. A particularly severe test of our methods is the deter
mination of the melting points, which requires a high degree 
of consistency between the solid and liquid results. The melt
ing points found using our variational approach are within 
about 7.5% of those determined with the MC method using 
the same potentials. The advantage of the variational ap
proach is that transition temperatures, thermodynamic 
properties, and equations of state can be obtained orders of 
magnitude faster than with standard Monte Carlo or molec
ular dynamics methods. 

II. THEORY 

The basis of our theoretical approach is the Gibbs-Bo
goliubov inequality, which relates the Helmholtz free energy 
of a system to that of a reference state bis 

A<Ao + (U- UO)O, (1) 

where A and U are the Helmholtz free energy and potential 
energy of the system, respectively. Ao and Uo are the Helm
holtz free energy and potential energy of the reference sys
tem and the average is taken over the configuration of the 
reference system. (We use A for the Helmholtz free energy to 
avoid confusion with the embedding energy given below.) 
The free energy is rigorously bounded from above by the 
right hand side of Eq. (1), so that if the reference system is 
characterized by some parameter, then the best estimate for 

the free energy is found by minimizing the right-hand side of 
Eq. (1) with respect to that parameter. As we shall see be
low, there are straightforward choices for the reference sys
tem for both solid and liquid phases. 

Since the present study focuses on metals, we will em
ployembedded-atom-method (EAM) potentials l3 to char
acterize atomic interactions and hence the potential energy. 
The potential energy of a system described by EAM poten
tials may be written as 

N _ I N 

U = 2: Fi (Pi) + - 2: 2: CPij (r i), (2) 
i= 1 2 i= lj"pi 

where the sum on i is over all N atoms in the system and the 
sum onj is over all atoms interacting with atom i, CPij (rij) is 
the pair potential contribution to the interaction between 
atoms i andj separated by distance rij. Fi is the embedding 
term that approximates the energy required to embed atom i 
in a uniform electron gas of density 

(3) 

where Pj (rij) is the electron density from atomj at the posi
tion of atom i. F is a nonlinear function that is obtained, in 
practice, by requiring that the energy of the perfect crystal 
lattice matches that of the universal binding curve of Rose et 
al. 10 

Since Fis nonlinear, the evaluation of its average value is 
complicated by the presence of many-body terms. The aver
age of F ( (F) ) depends on the many-body correlation func
tions for the system, which are not generally known, so (F) 
cannot be evaluated analytically. Thus, we approximate that 
average by first writing the electronic density as l7 

Pi = (P)o + L (pj(rij) - 15), (4) 
j"pi 

where 8 is the mean contribution to the electron density at 
site i from the atoms within interaction range. We then ex
pand F about Pj - 8 and perform the configurational aver
age. The first-order term vanishes and we are left with 

(Fi(Pi»O =Fi«p;)o) 

+ ~ (~~~) _ «P7)0 - (Pi)~) + .... 
'Pi (p,)o 

(5) 

The evaluation of the first term in Eq. (5) is straightforward 
and involves only two-body interactions, as shown below. 
The second-order term (involving (p2) - (P)2) is more dif
ficult and, as outlined in Appendix B, its evaluation requires 
a know ledge of three-body correlations. The rest of the terms 
in the series involve even higher-order correlations. As we 
shall see below, however, the second-order term is quite 
small, especially for the solid, and can be ignored with little 
loss in accuracy. We assume that the higher-order terms 
make an even smaller contribution. The results discussed 
herein were thus obtained including only the first term in Eq. 
(5). For comparison, second-order corrections were then 
determined. We note that since we approximate (F), we no 
longer have a strictly rigorous variational procedure and the 
final free energy need not be an absolute upper bound to the 
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true free energy. Nonetheless, the variational results are, in
deed, greater than the true free energy (as calculated with 
Monte Carlo calculations) and furthermore, since the sec
ond-order terms are quite small, are a good approximation 
to that free energy (as shown below). A similar expansion 
for (F) was recently used in a study of segregation at boun
daries in metallic alloys with similar conclusions as to the 
relative unimportance of the second-order term in Eq. (5).18 

The success of the use ofEq. (1) as a variational proce
dure depends on how well the reference state approximates 
the properties of the system of interest. Since solids and li
quids have very different physical properties, we choose dif
ferent reference states for the two cases, as outlined in the 
next section. 

We used the variational procedure to generate the best 
estimate of the Helmholtz free energy A as a function of the 
volume (V) and temperature (T). The zero-pressure (P) 
properties, at each T, were determined by interpolating 
A( V) and finding where P = - (aA laV)T = 0, thus giving 
A(P= 0) and V(P= 0) as a function ofT. The entropy (S) 
and energy (E) were determined at each Vby interpolating 
A with respect to T and using the relations 
S= - (aAlaT)v and E= [a(AIT)la(1/T)]v=A 
+ TS. The two expressions for E were used to check the 
interpolation results. E and S were then found, for each T, as 
a function of Vand the P = 0 values determined. 

A. Variational theory for solid EAM metals 

In the Einstein approximation, the vibrational density 
of states of a solid is approximated by a sum of delta func
tions centered on the local atomic vibrational frequencies. 
For a perfect crystal (with cubic or higher symmetry), all 
frequencies are equal to UJo' The time-averaged spatial distri
butions of atom positions in the harmonic solid consist of 
Gaussian functions of the form 
(a/1r)3/Z exp( - a(ri - r?)z) centered on the average 
atomic positions r?, where a = mUJ6/(2kB T), m is the atom
ic mass, and kB T is the thermal energy. The classical vibra
tional contribution to the free energy can then be written as 

3 [aAZ] A" = T NkB Tin -;;- , (6) 

where A is the thermal wavelength A = h 1(21TmkB T) liZ. 

With the Einstein model as the reference system and keeping 
only the first term in Eq. (5), we may write the variational 
free energy of an EAM metal as8 

A 1 N N 

N
<;,F({P)o) + 2N I LWij(lt) 

1= I J¥I 

+ ~ kBT{ln(a:
Z

)_I}. (7) 

Wij is an effective pair potential obtained by averaging 
¢ij Crij) over the Gaussian probability distributions of the 
positions of atom i and} 

(8) 

In applications to nonuniform solids, the vibrational fre
quencies will vary from atom to atom, so that the a param
eters will also vary from site to site. The average electronic 
density at an atomic site is the sum of the Gaussian-averaged 
densities of the other atoms in the system 

(P)o = L tPj(r~). (9) 
j¥i 

The tPj are determined via Eq. (8) with tPij replacing wij and 
Pij replacing </lij' In these expressions, It is the distance be
tween the average positions (Le., the centers of the Gaus
sians) of atom i and}. For convenience in evaluating the 
integrals in Eqs. (8) and (9), we fit ¢ and Pj to a sum of 
Gaussian functions, as discussed in Appendix A, thus ob
taining analytical expressions for UJ ij and tPi' Expressions for 
evaluating the second-order term in the average embedding 
energy [Eq. (5)] are given in Appendix B. 

The calculation of the free energy is performed simply 
by summing temperature-dependent effective pair potentials 
and electronic densities that are only slightly more compli
cated than the original functions themselves. The equilibri
um value of the free energy can then be determined for an 
atomic system at arbitrary volume and temperature by mini
mizing the expression on the right-hand side ofEq. (7) with 
respect to the mean atomic positions r? and the local Gaus
sian widths a i • 

B. Variational theory for liquid EAM metals 

For application to liquids interacting with a pair poten
tial, ¢ii' the Gibbs-Bogoliubov inequality takes the form 15 

A<Ao +!!....- fgO (r){¢(r) - ¢o (r)}dr, (10) 
2V 

where V is the volume of the system, and go and ¢o are the 
pair distribution function and potential of the reference sys
tem, respectively. To use this method, both the free energy 
and pair distribution function of the reference system must 
be known as a function of density and temperatures. We 
choose here to use the procedure suggested by Ross, II in 
which a reference state that approximates an atomic liquid 
interacting with a 1/r12 potential is used. While a recent 
method IZ to solve integral equations for the pair distribution 
functions in a 1/r" fluid could obviate the approximations in 
the Ross method and yield a more controlled variational 
procedure, the Ross approach has the advantage of much 
greater computational simplicity. Ross II first approximated 
the free energy of a 1/rlz liquid in terms of a hard-sphere 
liquid by writing 

A lz =A hs (1]) +:V f ghS(r,1])(+Yz dr+FI2 (1]), 

01 ) 

where 1] = 1TNd 316 V, d is the diameter of the reference hard 
spheres, the free energy of the hard-sphere liquid is 
{3A hs [ = 1]( 4 - 31] )/0 - 1])2], and FI2 is a function of 1] 

that ensures that the expression agrees with the known free 
energy of the 1/r12 liquid [Flz = - (1]412 + 1J2 + 1]12)]. 
The optimal value for A 12 is found by minimizing the right
hand side with respect to 1]. Ross then approximates the pair 
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distribution function for the l/rl2liquid with that for a hard
sphere fluid ghs (r,'Tf) , which, for EAM potentials, yields 

A<Ah,('Tf) +FJ2('Tf) +; J ghs(r,'Tf)</J(r)dr 

+F«P)o) +kBT[lnCV~3)-I], (12) 

where 'Tf is the variational parameter and V is the volume. 
The last term is that for an ideal gas. In Eq. ( 12), the average 
embedding energy is approximated with the first term in Eq. 
(5) and the average electron density is given by 

(j5.)o = ~ J ghs (r,'Tf )p(r)dr. (13) 

Note that since an approximate value for the reference g(r) 
is used, the Ross procedure is not a strict variational theory. 
However, it has been shown to work well for a number of 
potentials. We evaluated the integrals in Eqs. (12) and (13) 
with a Gauss-Legendre quadrature, using the Percus-Ye
vick solution for ghs (r). 19 Expressions for the second-order 
term in the average embedding energy [Eq. (5) ] are given in 
Appendix B in terms of the three-body correlation functions. 

III. APPLICATION TO EAM METALS 

Since we are concerned here with the quality of the vari
ational procedures, we need to compare our results to accu
rate free energies based on the same interaction potentials as 
used in our study. Such a comparison is more appropriate 
than with experimental data, since the potentials represent 
an uncertain description of the real system. We thus applied 
the present variational methods to a series of transition met
als (Ag, Au, Cu, Ni, Pd, and Pt) described by the EAM 
potentials of Foiles, Daw, and Baskesl3 for which the free 
energies of the solid and liquid are available from the exten
sive Monte Carlo (MC) simulations by Foiles and Adams. 14 
In their paper,14 (hereafter referred to as FA) Foiles and 
Adams demonstrate that the EAM potentials yield thermo
dynamics of solid and liquid metals that are in reasonably 
good agreement with existing experimental data. A particu
larly sensitive test of the potentials, however, is the predic
tion of melting points, since small errors in the free energy 
can lead to large errors in transition temperatures. In Table 
I, we show the melting points for these six materials, as de
termined experimentally20 and from the MC-EAM calcula
tions. We see that the MC results are in only fair agreement 
with experiment, with average errors of 13% and a maxi
mum error more than twice as large. As pointed out by 
Foiles and Adams, however, an error of only 0.01 eV in the 
free energy (about 0.2%) can lead to an error of order 
100 oK in the melting point. Fortuitous cancellation of errors 
between the fluid and solid can, of course, enable more accu
rate determinations. 

In Fig. 1, we show the results of our variational calcula
tions for the zero-pressure free energy of the solid phases of 
Ag, Au, Cu, Ni, Pd, and Pt, all of which have a face-cen
tered-cubic crystal structure. Two curves are shown for each 
material; one for the variational results (solid curve) and the 
other for the Monte Carlo simulation results (dashed curve) 
of Foiles and Adams. Not surprisingly, the results agree well 

TABLE 1. Comparison of calculated and experimental melting points (OK). 

Element 

Ag 
Au 
Cu 
Ni 
Pd 
Pt 

Tm (expt) 

1234 
1338 
1358 
1726 
182S 
2045 

llSO 
1090 
1340 
1740 
1390 
1480 

T m (Variational) 

llOO 
1150 
1290 
1665 
1505 
1740 

at low temperatures (they must agree exactly at 0 OK), with 
the error increasing as the temperature is increased. At the 
appropriatemeiting points found in the MC study (Table I), 
the errors in the present results are: Ag-O.04 eV /atom 
(1.22%), Au-O.03 eV /atom (0.61%), Cu-O.OS eV /atom 
(1.11%), Ni-O.06 eV/atom (1.17%), Pd-O.OS eV/atom 
(1.0%), Pt-O.OS eV /atom (0.64%). As discussed in Ap
pendix B, the second-order terms for the average embedding 
energy in the solid can be evaluated exactly, though they 
involve sums over three-body interactions and require con
siderably more computer time than the rest of the calcula
tions. These terms are small and positive and range from a 
low of 0.001 eV /atom in Cu to a high of 0.048 eV /atom in Pt 
at their respective melting points. Since these terms are posi
tive, their inclusion slightly increases the error relative to the 
MC results. At the melting points of the materials, the aver
age errors in the free energy are 0.97% with the first-order 
term and 1.22% with the second-order correction. We have 
not evaluated the contribution of the higher-order terms, 
though we expect these will be smaller than the second-order 

----. 
S 
0 

-j-J 

cO 
"-> 

Q) 
"--"' 

0 

-3 

-4 

-5 

-6 

-7 

0 

-...; 

',_eu 

1000 2000 

T (K) 

FI G. I. Comparison of the zero-pressure Gibbs free energy Gin e V / atom as 
a function of temperature for a series of solid metals described by EAM 
potentials. The solid curves were calculated with the variational method 
and the dashed curves are from accurate Monte Carlo calculations (Ref. 
14). 
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terms. Thus, we presume the results with the second-order 
corrections to be upper bounds to the true free energy. 

The results for the liquid EAM metals are shown in Fig. 
2, where once again the solid curves are the variational re
sults and the dashed curves are the MC results by FA. Over
all, the agreement between the variational results and the 
MC data is quite good. However, the disagreement between 
MC and variational results for the liquid is somewhat larger 
than for the solid (Fig. O. At the MC melting points, the 
average error was 0.97% with the first-order term in (F) and 
1.52% when the second-order correction to (F) is included. 
The contributions from the second-order term for (F) is 
somewhat larger in the liquid than in the solid, ranging 
between 0.01 eV /atom in Ag and Ni to 0.06 eV /atom in Pt at 
their respective melting points. We used, however, a rather 
severe approximation for the three-body correlation func
tions needed in the evaluation of the second-order term for 
the liquid, as discussed in Appendix B, and thus the calculat
ed values for this term are suspect. Though the Ross proce
dure is not a true variational method, the present results do 
lie above the MC results. 

A sensitive test of any free energy method is its useful
ness in determining phase transitions. In Table I, we com
pare the estimated melting points for the six EAM metals 
with both MC results and experiment. Comparison of the 
variational results with the MC melting points indicates that 
the variational method does reasonably well for all metals 
but Pt, where the results are a factor of two worse. The aver
age error for all six materials was about 100 K or 7.5%. 
Excluding the Pt results, we find that the variational and 
MC results agree to within approximately 75 K or about 
6%. Why the results for Pt should have a larger error re
mains unclear. On average, the variational results underesti
mate the MC determined melting points. Inclusion of the 

-3 

~ ,...--.., -4 ~ S 
~~ 0 Au 

....,:J 

tU 
-5 "-.. 

:> ~d 
Q) "--, Ni 

'--" 

0 -6 

-7 ~ """'" Pt 

500 1000 1500 2000 

T (K) 

FIG. 2. Comparison of the zero-pressure Gibbs free energy Gin eV as a 
function of temperature for a series of liquid metals described by EAM po
tentials. The solid curves were calculated with the variational method and 
the dashed curves are from accurate Monte Carlo calculations (Ref. 14). 

second-order terms slightly increases the overall error in the 
melting points (compared with the MC results), to about 
10%. However, as noted previously, the values for the sec
ond-order term for the liquid are of uncertain quality and so 
calculations based on them are somewhat suspect. 

The internal energies E were determined from the vari
ational free energies as described in Sec. II and are plotted in 
Fig. 3 for both the solid and liquid states (solid curves). Also 
plotted on that figure are the results from the MC calcula
tions (FA). We see that the agreement between the vari
ational results and the MC studies is excellent for the solid 
materials. They do, however, consistently, underestimate 
the Me internal energies with an average deviation of only 
about 0.03 eV /atom, or about 0.84%, at the MC melting 
points. The variational results for the internal energy of the 
liquids are in less good agreement. They are always overesti
mated, with an average error at the MC melting points of 
about 0.045 eV latom, or about 1.28%. 

The calculated entropies S, which were determined 
from the variational free energies as outlined above, are 
shown in Fig. 4. In this case, the agreement between the 
variational results for the liquids and that from the MC cal
culations is remarkably good, with an average error of only 
3.3X 10- 6 eV/CK atom), or 0.47%, at the MC melting 
points. The variational solid entropies are consistently too 
low and the errors are roughly an order of magnitude worse 
than for the liquids, with an average error at the MC melting 
points of5.3X 10- 5 eV I( K atom), or 6.3%. 

IV. DISCUSSION 

Overall, the agreement between the free energies pre
dicted by the variational method and the Monte Carlo simu-

,...--.., 

S -2 
o 

...,J 
tU 

"-.. 
:> 
Q) 

-4 

o 

---==-= _ ---Pd 

~--Pt 

1000 2000 3000 
T (K) 

FIG. 3. Internal energy Ein eV latom for solid and liquid metals described 
by EAM potentials. The solid curves were derived (as described in the text) 
from the variational free energies. The dashed curves are the results from 
MC simulations (Ref. 14). There are two sets of curves associated with each 
material. The curves to low temperatures are for the solids and the curves 
extending to higher temperatures are for the liquids. The results for Pd have 
been shifted up by 2 eV latom to separate them from the results for Au. 
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0.0020 

0.0015 

0.0010 

0.0005 

500 1000 1500 2000 

T (K) 
FIG. 4. Entropy Sin eV I( Katom) for solid and liquid metals described by 
EAM potentials. The solid curves were derived (as described in the text) 
from the variational free energies. The dashed curves are found from the 
results ofMC simulations (Ref. 14), using S= (E - AliT. There are two 
sets of curves for each material, except for Pt, where only the results for the 
solid are shown. The curves to low temperatures are for the solids and the 
curves extending to higher temperatures are for the liquids. The results have 
been shifted to separate the curves. The shifts are Ag, 0.0006; Au, 0.0010; 
Cu, 0.0002; Ni, 0.0; Pd, 0.0004; Pt, 0.0009, with all units in eV I( K atom). 

lation results are excellent, with errors typically of only 1 % 
at the melting points. The errors in the solid and liquid vari
ational free energies arise from different causes, which can be 
understood in part by comparing the internal energy and 
entropy in Figs. 3 and 4 with our approximation for A. First, 
we see in Fig. 3 that the internal energies of the solids agree 
very well with Me results, with a somewhat greater error fOI 
the liquids, while the entropies are almost exact for the li
quids and in error for the solids. Another way of writing the 
Gibbs-Bogoliubov inequality is A,;;;;(U)o - TSo' Given 
that the temperature dependence of the variational param
eters (a for the solid and 7] for the liquid) and hence ( U ) 0 is 
small, then the entropy is dominated by So. Using Eq. (7) 
for the free energy of the solid and Eq. (12) for the liquid 
(with the right-hand sides at their minimum), we can ana
lytically differentiate A with respect to T to evaluate the con
tributions of the various terms to the entropy. For example, 
for Ag at its melting point, the contributions to the entropy 
from the reference states are about 85% of the total entropy 
for both the solid and the liquid. It is clear then, that the 1Ir12 
fluid (as approximated in the Ross procedure) represents 
the entropy of the liquid very well, while the assumption of 
independent, harmonically vibrating atoms leads to errors in 
the solid state entropy. In our approximation, 
A =E- TS= (U)o - TSo, so that if S;:::;So, then 
E;:::; ( U ) o' Since our results for the solid are in good agree
ment with the Me values, it thus appears that a Gaussian 
description of the atomic distribution functions is accurate 
for a solid, even at the melting point. Similar conclusions 
have been drawn by those using a Gaussian description of 
the distributions in statistical-mechanical density-func-

tional theories of melting. 21 That the results for the internal 
energy of the liquids are somewhat less accurate than the 
solid may be due largely to the approximations inherent in 
the Ross procedure, where the realg(r) is replaced by that of 
a hard-sphere liquid. Indeed, errors may well have been in
troduced even if we had used a real1lr12 potential, since the 
EAM potentials are less steep than 1Ir12. 

In this paper, we have only examined the variational 
prediction by comparison with zero-pressure results. We ex
pect that at high pressures, where the atomic motions are 
more constrained and harmonic, the variational procedure 
will improve. For the same reasons, we expect that the vari
ational approach will work less well for systems that are not 
as close packed, and therefore not as harmonic, as the fcc 
structures studied here. 

The agreement between the melting points calculated 
here and those from the MC calculations is very good, espe
cially considering the simplicity of the present approach and 
the sensitivity of melting points to very small errors. How
ever, since our errors in the free energy at the melting points 
are about 0.04 eV latom which, according to Foiles and Ad
ams,14 should lead to an error of about 400 K in the melting 
point, considerable cancellation of errors is present, since the 
variational and Me melting points typically differ by only 
75 oK. This cancellation is obvious from Figs. 1 and 2, where 
both the liquid and solid variational results lie above the MC 
values. Thus, the free energies in both cases are too high. 

Our results show that in all cases the second order term 
in (F) [Eq. (5») is small and positive, and thus inclusion of 
this term results in slightly worse agreement between the 
thermodynamic functions determined with the variational 
and MC results. For the solid, these increased errors are 
small. They are larger for the liquid, but as discussed in Ap
pendix B, our evaluation of the second order term in (F> for 
the liquid required the introduction of a new approximation, 
i.e., replacing the three-body correlation functions with the 
product of three two-body correlation functions. Such an 
approximation is unnecessary for the solid and the free ener
gies including that term are in better agreement with the MC 
data than those for the liquid. 

Besides the surprisingly high degree of accuracy pro
vided by the variational method, its real advantage over 
competing methods is its simplicity and computational effi
ciency. The Monte Carlo results with which we compare our 
variational method were obtained by performing a large 
number of time-consuming simulations representing hours 
of supercomputer time. On the other hand, the variational 
results require just minutes of computer time on inexpensive 
computer work stations. Therefore, the variational method 
is the method of choice for problems in which a significant 
quantity of thermodynamic data is required and accuracy of 
order 1 % is adequate. 

While the variational method works quite well for the 
perfect crystal, there are other, equally easy, methods that 
work about as well. Recently we presented results for the free 
energy of gold using a local-Einstein model with the same 
potential as used here.22 In that method, the Einstein expres
sion for the free energy is used with the vibrational frequency 
determined at each volume by ignoring all terms in the dy-
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namical matrix coupling the vibrations of different atoms 
and diagonalizing the remaining 3 X 3 matrix to find the fre
quency. That approach gave results essentially identical 
with the variational method (without the second-order 
term). All other quantities determined with that method 
also agree well with those from the variational procedure, 
including lattice expansion. This agreement indicates that 
the lattice is very harmonic, which indeed may explain the 
overall high quality results obtained with the variational 
method as well, since it is based on a harmonic reference 
system. 

V. SUMMARY AND CONCLUSIONS 

We have presented a new variational method for calcu
lating the free energies of a series of solid and liquid metals 
(Ag, Au, Cu, Ni, Pd, Pt) described by embedded-atom
method (EAM) potentials, which incorporate a more realis
tic description of atomic bonding in metals than do pair po
tentials. Both the EAM versions of the solid VG and liquid 
variational methods were employed to determine the free 
energy, entropy, and enthalpy of a series of elemental metals 
as a function of temperature. In order to test the accuracy of 
this approach, we compare our results with accurate Monte 
Carlo determinations and find that the present results are in 
good agreement with the Monte Carlo results, with an error 
in free energies at the melting points of about 1 % for both 
solids and liquids. 

A particularly severe test of our methods is the deter
mination of the melting points of these metals. Accurate 
melting point determinations require a high degree of consis
tency between the solid and liquid results. The melting 
points found using our variational approach are within 
about 7.5% of those determined with the MC method using 
the same potential. Why the Pt results are somewhat less 
accurate is not clear. 

One of the main advantages our variational methods 
enjoy over other methods, such as Monte Carlo or molecular 
dynamics, is the efficiency with which transition tempera
tures, thermodynamic properties, and equations of state can 
be determined. The calculations required to obtain the re
sults in this paper for all six systems (at any pressure) take 
far less time than a simulation at anyone state point for these 
materials. 
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APPENDIX A 

To facilitate evaluation of the integrals in Eqs. (8) and 
(9), we fit the EAM pair potentials and electronic densities 
with sums of Gaussian functions of the interatomic distance 
of the form 

6 2 5 _ 6 r' 
!/J(r) = I cie-y;r; per) = I die '. (AI) 

i= 1 i= 1 

The number of functions for !/J and p were chosen to give 
reasonable fits and a combination of a nonlinear least
squares fit for the exponents (y and 0) and a linear least
squares fit for the coefficients (c and d) was used. The rela
tive standard deviations of the fits were less than 0.001 in all 
cases. The potential and density averaged over the Gaussians 
[Eqs. (8) and (9)] then take on the simple forms (for iso
tropic vibrations) 

6 C. 2 
w(r) = I I e - y,r I( 1+ 2Yla) (A2) 

i= I ~(1 + 2y;la) 3 

and 

5 d. 2 
¢(r)=I I e- 6,r/(l+26I a), (A3) 

i= I ~( 1 + 20;la)3 

where a is related to the width of the atomic distributions as 
discussed in Sec. II A above. 

The embedding function in the EAM potential, F(p), is 
determined from results on the perfect crystal for a series of 
volumes by subtracting the pair energy from the total energy 
of the universal binding curve of Rose et al. 16 Since we intro
duce small errors in both the pair and the density terms be
cause of the fitting procedure, we redetermined F with these 
representations. The changes in F from those used by Foiles 
et al. 13 were quite small. 

APPENDIXB 

To evaluate the second-order term in Eq. (5) for the 
average embedding energy, the fluctuation in the density, Le. 
<.p2) _ <.p)2, is needed. Using Eq. (3) for the density, we 
find 

N N 

+ I I (pj(rij)Pk(rik»O' (Bl) 
j¥i= I k h¥i= I 

The first term is a sum oftwo-body terms, while the second 
term involves three-body interactions. 

For the solid, the two-body terms can be evaluated with 
expressions similar to those in Eq. (A3), i.e., 

(B2) 

The three-body terms can be determined analytically and 
take the form 
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where 

2bo 2bb 3ba bb g=I+-+-+--
a a a 2 

(B3) 

and rlj 0 is the vector connecting the centers of the distribu
tions of atom i andj. 

For the liquid, the first term in Eq. (B 1) takes the same 
form as in Eq. (13), with p replaced by p2. The second term 
becomes 

~: f dr} f drkP(r})p(rk)gbJ)(r"rk,rj -rd (B4) 

In general, three-body correlation functions are not readily 
available. Here, we use the superposition approximation19 

and take gO) = g(r J2 )g(rJ3 )g(r23 ), using the Percus-Ye
vick solution for the hard-sphere g(r).19 This approxima
tion is of uncertain quality. 
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