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Abstract

This paper deals with the derivation and validation of edge-based shape functions for the distorted triangular prism. Although the tetrahedron is often the element of choice for volume tessellation, mesh generation using tetrahedra is cumbersome and CPU intensive. On the other hand, the distorted triangular prism allows for meshes which are unstructured in two dimensions and structured in the third dimension. This leads to substantial simplifications in the meshing algorithm and many printed antenna and microwave circuit geometries can be easily tessellated using such a mesh. The new edge-based shape functions presented in this paper are validated by computing the eigenvalues of three different cavities (rectangular, cylindrical and pie-shell).
1 Introduction

The brick and tetrahedron are popular elements in finite element analysis of electromagnetic problems. The first is indeed attractive because of its simplicity in constructing volume meshes whereas the tetrahedron is a highly adaptable, fail-safe element. It is often the element of choice for three dimensional (3D) meshing but requires sophisticated and CPU-intensive meshing packages. The distorted prism (see Figure 1) is another volume element which provides a compromise between the adaptibility of the tetrahedron and the simplicity of the brick. Basically, the distorted prism allows for unstructured meshing (free-meshing) on a surface and structured meshing in the third dimension. An approach for growing prismatic meshes is illustrated in Figure 2 and most volumetric regions in antenna and microwave circuit analysis can be readily tessellated using such a mesh. As seen, once the surface mesh at the different surface levels is constructed, the prismatic mesh can be generated by simply connecting the nodes between the adjacent mesh surfaces. This avoids use of CPU-intensive volumetric meshing packages and in many cases the user/analyst can construct the mesh without even resorting to a surface meshing package. Examples include printed circuits and antennas on planar platforms. Moreover, because of their triangular cross-section, the prisms overcome modeling difficulties associated with bricks at corners formed by planes or edges intersecting at small angles.

A special case of the distorted prism is the right prism which is characterized by the right angles formed between the vertical arms and the triangular faces [1]. The top and bottom faces of the right prism are necessarily parallel and equal, restricting them to a limited range of applications, namely, geometries with planar surfaces. In contrast, the distorted triangular prism is almost as adaptable as the tetrahedron with the exception of cone-tips which are not likely to occur in printed antenna and microwave circuit configurations.

In this paper, we introduce edge-based basis functions for the most general distorted prisms. These prisms have non-parallel triangular faces and each of their three vertical edges can be arbitrarily oriented. In the following, we first present the edge-based shape functions and then proceed with the derivation of the finite element matrix. Eigenvalue, radiation and scattering computations are included and used to validate the new edge-based basis functions for prismatic elements.
Figure 1: The distorted triangular prism shown with the directions of the edge vectors.

Figure 2: Illustration of an approach for constructing prismatic meshes (unstructured surface mesh and structured mesh along the third dimension)
2 Vector Edge-based Basis functions

Consider the distorted prism shown in Figure 3. The prism's top and bottom triangular faces are not necessarily parallel to each other and the three vertical arms are not perpendicular to the triangular faces. On our way to specifying a set of shape functions for the prism, we proceed with the identification of a triangular cross-section of the prism which can be uniquely defined given a point \((x, y, z)\) interior to the prism. The cross-section contains this point as illustrated in Figure 3. A way to specify the nodes of such a triangular cross-section is to use the parametric representation

\[
\mathbf{r}_i = \mathbf{r}_{ib} + s(\mathbf{r}_{ib} - \mathbf{r}_{it}), \quad i = 1, 2, 3, \quad (1)
\]

where \(\mathbf{r}_i\) are the nodal position vectors of the triangular cross-section (see Figure 4(a)) whereas \(\mathbf{r}_{it}\) and \(\mathbf{r}_{ib}\) are associated with the top and bottom triangular faces, respectively, and \(0 \leq s \leq 1\). Thus, for \(s = 0\) \(\mathbf{r}_i\) specify the nodes of the bottom triangle and for \(s = 1\) \(\mathbf{r}_i\) reduce to the nodes of the top triangle. Since \(s\) assumes values between these two limits, the cross-section sweeps the entire volume of the prism. Clearly, each \((x, y, z)\) point belongs to one of the triangles specified by \(\mathbf{r}_i\) and consequently there is a unique correspondence between \(s\) and a given point in the prism's volume.
To determine $s$ in terms of $(x, y, z)$, we first note that (1) represents nine equations with ten unknowns ($s$ and the coordinates of the three nodal points). Thus, additional equations are needed and these are the equations defining the plane coinciding with the triangle, viz.

$$\frac{x_i}{a} + \frac{y_i}{b} + \frac{z_i}{c} + 1 = 0, \quad i = 1, 2, 3 \quad (2)$$

$$\frac{x}{a} + \frac{y}{b} + \frac{z}{c} + 1 = 0 \quad (3)$$

in which the constants $a, b, c$ correspond to the locations at which the plane intersects the $x, y, z$ axes, respectively. Substituting in (2) the values of $x_i, y_i, z_i$ obtained from (1) yields three equations involving four unknowns $a, b, c$ and $s$. Solving these three linear equations for $\frac{1}{a}, \frac{1}{b}$ and $\frac{1}{c}$ in terms of $s$ and substituting them in (3), we end up with the third order polynomial

$$a_3 s^3 + a_2 s^2 + a_1 s + a_0 = 0 \quad (4)$$

whose real root is the desired value of $s$. The expressions for the coefficients $a_i$ can be given in closed form in terms of $x, y, z$, but are rather lengthy and bear no significance on the rest of the analysis. Therefore, they have been omitted but can easily be derived as outlined above. The appropriate solution of (4) in terms of $a_{0,1,2,3}$ is [2]

$$s = (s_1 + s_2) - \frac{a_2}{3a_3} \quad (5)$$
where

\begin{align}
  s_1 &= \left[ r + (q^3 + r^2)^{\frac{1}{2}} \right]^\frac{1}{3} \\
  s_2 &= \left[ r - (q^3 + r^2)^{\frac{1}{2}} \right]^\frac{1}{3} \\
  r &= \frac{1}{6a_3^2} (a_1 a_2 - 3a_0 a_3) - \frac{1}{27} (a_2/a_3)^3 \\
  q &= \frac{1}{3} a_1 - \frac{1}{9} a_2^2
\end{align}

and this completely specifies \( s \) in terms of \( x, y, \) and \( z. \)

We next proceed with the derivation of the basis functions. We choose to represent the field variation across the triangular cross-section (defined by \( s \)) using the two-dimensional Whitney form [3]. A simple linear variation will be assumed along the length of the prism. Specifically, the vector basis functions for the top triangle edges can be expressed as

\begin{align}
  N_1 &= d_1 \left( L_2 \nabla L_3 - L_3 \nabla L_2 \right) s \\
  N_2 &= d_2 \left( L_3 \nabla L_1 - L_1 \nabla L_3 \right) s \\
  N_3 &= d_3 \left( L_1 \nabla L_2 - L_2 \nabla L_1 \right) s
\end{align}

and correspondingly those for the bottom triangle edges will be

\begin{align}
  M_1 &= d_1 \left( L_2 \nabla L_3 - L_3 \nabla L_2 \right) (1 - s) \\
  M_2 &= d_2 \left( L_3 \nabla L_1 - L_1 \nabla L_3 \right) (1 - s) \\
  M_3 &= d_3 \left( L_1 \nabla L_2 - L_2 \nabla L_1 \right) (1 - s).
\end{align}

The subscripts in these expressions identify the edge numbers as shown in Figure 1 and the distance parameters \( d_i \) are equal to the side lengths of the triangular cross-section containing the observation point (see Figure 4(b)). Also,

\begin{align}
  L_1(\xi, \eta) &= 1 - \frac{1}{h_1} \xi \\
  L_2(\xi, \eta) &= \frac{\cos \alpha_3}{h_2} \xi - \frac{\sin \alpha_3}{h_2} \eta \\
  L_3(\xi, \eta) &= \frac{\cos \alpha_2}{h_3} \xi + \frac{\sin \alpha_2}{h_3} \eta.
\end{align}
are the usual two dimensional scalar node-based basis functions [4] for the same triangle with $\alpha_i$ denoting the interior vertex angles and $h_i$ being the node heights from the opposite side. The variables $\xi$ and $\eta$ represent the local coordinates and are illustrated in Figure 4(b). As required with all edge-based shape functions, $N_i \cdot \hat{e}_i$ and $M_i \cdot \hat{e}_i$ have unity amplitude on the $i$th edge whereas $N_i \cdot \hat{e}_j = M_i \cdot \hat{e}_j = 0$ for $i \neq j$. Their vector character is depicted in Figure 5(a) and as seen they simply "curl" around the node opposite to the edge on which their tangential components become unity.

It remains to define the shape functions for the three vertical edges and we chose to express these by the linear representations

$$
K_1(\xi, \eta) = \hat{v}(\xi, \eta) L_1(\xi, \eta) \\
K_2(\xi, \eta) = \hat{v}(\xi, \eta) L_2(\xi, \eta) \\
K_3(\xi, \eta) = \hat{v}(\xi, \eta) L_3(\xi, \eta).
$$

(13)

As before, $L_i$ are the node-based shape functions defined in (12) and a pictorial description of $K_1$ is found in Figure 5(b). Of particular importance in (13) is the unit vector $\hat{v}(\xi, \eta)$. It is a linear weighting of the unit vectors $\hat{v}_1$, $\hat{v}_2$ and $\hat{v}_3$ associated with the vertical arms (see Figure 5(c)), and is given
by

\[ \hat{v}(\xi, \eta) = \sum_{i=1}^{3} L_i(\xi, \eta) \hat{v}_i. \] (14)

This particular choice of \( \hat{v} \) minimizes tangential field discontinuity across the faces. Contrary to the rectangular brick, tetrahedron and right prism, the edge-based vector basis functions for the distorted prism do not ensure tangential field continuity across the faces, nor are they divergenceless. The same is true for the curvilinear bricks [5] and, in the case of the distorted prism, the field discontinuity and divergence increase with surface curvature (see Figure 2). This is certainly an undesirable feature but in most cases (particularly when sampling at 15 or so points per linear wavelength and the radii of curvature are greater than a wavelength), the angular deviation of the vertical arms is quite small. Consequently, for all practical purposes the field discontinuity and divergence are negligible.

3 Eigenvalue Computation

In this section, we examine the validity of the presented edge-based functions. Specifically, we consider the eigenvalues of three different cavities using the edge-based distorted prism as the tessellation element. We begin by first deriving the matrix elements following Galerkin’s testing. The weighted residuals of the vector wave equation are

\[ \int \int \int_V N_i \cdot (\nabla \times \nabla \times \mathbf{E} - k^2 \mathbf{E}) dV = 0, \quad i = 1, 2, 3, \] (15)

\[ \int \int \int_V M_i \cdot (\nabla \times \nabla \times \mathbf{E} - k^2 \mathbf{E}) dV = 0, \quad i = 1, 2, 3, \] (16)

\[ \int \int \int_V K_i \cdot (\nabla \times \nabla \times \mathbf{E} - k^2 \mathbf{E}) dV = 0, \quad i = 1, 2, 3, \] (17)

in which \( N_i, M_i \) and \( K_i \) comprise the nine edge-based vector basis functions defined in the previous section and \( \mathbf{E} \) is the electric field vector.

The matrix equations are generated by introducing the representation

\[ \mathbf{E} = \sum_{i=1}^{3} [E_{iN} \mathbf{N}_i(\mathbf{r}) + E_{iM} \mathbf{M}_i(\mathbf{r}) + E_{iK} \mathbf{K}_i(\mathbf{r})] \] (18)
where \( E_{iN}, E_{iM} \) and \( E_{iK} \) are the expansion coefficients, and correspond to the average amplitudes of the field vector at the \( i \)th edge.

Substituting (18) into (15)-(17), and invoking the divergence theorem yields the element equations

\[
\sum_{j=1}^{3} E_{jN}[NNC_{ij} - k_0^2 NND_{ij}] + \sum_{j=1}^{3} E_{jM}[NMC_{ij} - k_0^2 NMD_{ij}] + \sum_{j=1}^{3} E_{jK}[NKC_{ij} - k_0^2 NKD_{ij}] = 0
\]  

(19)

\[
\sum_{j=1}^{3} E_{jN}[MNC_{ij} - k_0^2 MND_{ij}] + \sum_{j=1}^{3} E_{jM}[MMC_{ij} - k_0^2 MMD_{ij}] + \sum_{j=1}^{3} E_{jK}[MKC_{ij} - k_0^2 MKD_{ij}] = 0
\]  

(20)

\[
\sum_{j=1}^{3} E_{jN}[KNC_{ij} - k_0^2 KND_{ij}] + \sum_{j=1}^{3} E_{jM}[KMC_{ij} - k_0^2 KMD_{ij}] + \sum_{j=1}^{3} E_{jK}[KKC_{ij} - k_0^2 KKD_{ij}] = 0, \ i = 1, 2, 3.
\]  

(21)

where

\[
NNC_{i\ell} = \int \int \int_V (\nabla \times N_i) \cdot (\nabla \times N_\ell) dV
\]  

(22)

\[
NMC_{i\ell} = \int \int \int_V (\nabla \times N_i) \cdot (\nabla \times M_\ell) dV
\]  

(23)

\[
NKC_{i\ell} = \int \int \int_V (\nabla \times N_i) \cdot (\nabla \times K_\ell) dV
\]  

(24)

\[
MMC_{i\ell} = \int \int \int_V (\nabla \times M_i) \cdot (\nabla \times M_\ell) dV
\]  

(25)

\[
MKC_{i\ell} = \int \int \int_V (\nabla \times M_i) \cdot (\nabla \times K_\ell) dV
\]  

(26)

\[
KKC_{i\ell} = \int \int \int_V (\nabla \times K_i) \cdot (\nabla \times K_\ell) dV
\]  

(27)

\[
NND_{i\ell} = \int \int \int_V N_i \cdot N_\ell dV
\]  

(28)

\[
NMD_{i\ell} = \int \int \int_V N_i \cdot M_\ell dV
\]  

(29)
Region 1 \((0 < z < z_1)\)  
Triangular cross-section

Region 2 \((z_1 < z < z_2)\)  
Quadrilateral cross-section

Region 3 \((z_2 < z < z_3)\)  
Triangular cross-section

\[ N K D_{it} = \int \int \int_V N_i \cdot K_t dV \]  \hspace{1cm} (30)

\[ M M D_{it} = \int \int \int_V M_i \cdot M_t dV \]  \hspace{1cm} (31)

\[ M K D_{it} = \int \int \int_V M_i \cdot K_t dV \]  \hspace{1cm} (32)

\[ K K D_{it} = \int \int \int_V K_i \cdot K_t dV \]  \hspace{1cm} (33)

Figure 6: The three regions of integration over the volume of the distorted prism.
- - - Prism volume, --- integration subregions, --- subregion cross-section.

The above integrals must be evaluated numerically and to integrate over the volume, the prism is divided into three regions (see Figure 6) of triangular or quadrilateral cross-section. In the case of the right prism, the integrals have closed form expressions and are given in the Appendix.

Upon assembly of (19)-(21) and boundary condition enforcement, we obtain the generalized eigenvalue system

\[ [A] \{x\} = k^2[B] \{x\} \]  \hspace{1cm} (34)

in which \(\lambda = k^2\) represent the eigenvalues of the problem. The matrices \([A]\) and \([B]\) are square, symmetric, real and positive definite.
Example 1: Rectangular Cavity

The first example is the rectangular cavity shown in Figure 7(a). Results based on brick, tetrahedron [6] and prism discretizations are given in Figure 7(b), where they are compared to the exact values. We observe that, overall, the data based on the prism are better than those based on the brick and, at least, as good as those associated with the tetrahedron.

Example 2: Circular Cavity

The tessellation of the circular cavity (drum) is shown in Figure 8(a). The mesh was constructed by first creating a surface grid of triangles at the base of the drum. The prisms were then generated by growing the mesh along the axis of the cylinder. In this case, the resulting volume element is the right prism and the eigenvalues are given in Figure 8(b) along with the exact. Except for the higher order mode $TE_{211}$, the remaining eigenvalues were computed to within three percent of the exact.

Example 3: Pie-shell Cavity

The third example is a pie-shell sector as shown in Figure 9(a). It is obtained by bending the rectangular cavity considered earlier and the resulting volume element is the distorted prism with a vertical arm angular deviation of five degrees. The computed and exact eigenvalues for the first five domi-
Figure 8: (a) Circular cavity discretized using right triangular prisms, (b) eigenvalues for the air-filled cavity.

<table>
<thead>
<tr>
<th>Mode</th>
<th>$k$, cm$^{-1}$ (Exact)</th>
<th>% Error (Computed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM$_{010}$</td>
<td>2.405</td>
<td>1.29</td>
</tr>
<tr>
<td>TE$_{111}$</td>
<td>3.640</td>
<td>2.17</td>
</tr>
<tr>
<td>TM$_{110}$</td>
<td>3.830</td>
<td>-2.90</td>
</tr>
<tr>
<td>TM$_{011}$</td>
<td>3.955</td>
<td>0.81</td>
</tr>
<tr>
<td>TE$_{211}$</td>
<td>4.380</td>
<td>-8.97</td>
</tr>
</tbody>
</table>

Figure 9: (a) Pie-shell cavity discretized using distorted triangular prisms, (b) eigenvalues for the air-filled cavity.

<table>
<thead>
<tr>
<th>Mode</th>
<th>$k$, cm$^{-1}$ (Exact)</th>
<th>% Error (Computed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM$_{110}$</td>
<td>4.693</td>
<td>1.52</td>
</tr>
<tr>
<td>TM$_{210}$</td>
<td>6.009</td>
<td>0.95</td>
</tr>
<tr>
<td>TE$_{111}$</td>
<td>6.640</td>
<td>4.96</td>
</tr>
<tr>
<td>TE$_{211}$</td>
<td>7.513</td>
<td>-1.11</td>
</tr>
<tr>
<td>TE$_{011}$</td>
<td>7.579</td>
<td>1.71</td>
</tr>
</tbody>
</table>
nant modes are given in Figure 9(b), and these testify to the accuracy of the distorted prisms in modeling curved geometries.

4 Radiation and scattering from cavity backed structures

As the last set of tests, we have looked at radiation and scattering from cavity backed radiators recessed in an infinite planar or cylindrical metallic platform. The general set up geometry is shown in Figure 10. As it is seen, a three dimensional cavity is discretized using the triangular prisms. The finite element mesh is extended outside the cavity in all directions about a fraction of the wave length and truncated using the second order ABC reported in [7].

Example 1: Radiation from dipoles in a cavity on planar platform

We have first looked at the radiation from a pair of current elements residing inside the cavity; one horizontally and one vertically oriented as shown in Figure 11. Radiation pattern is shown in Figures 12a and b. The solid and dotted line results were obtained using brick elements and closing the finite element domain at the aperture of the cavity via boundary integral (BI) method, which is an exact formulation and is explained in [8]. The
triangular prism results were obtained in conjunction with the absorbing boundary condition (ABC) to truncate the mesh 0.3λ₀ away from the cavity aperture in all directions. As the plots clearly demonstrate, the triangular prisms together with the ABC perform well.

Example 2: *Plane wave scattering from a cavity on planar platform*

Next, we have looked at the plane wave scattering from a larger cavity whose dimensions in x, y, and z directions are 1.2λ₀, 0.75λ₀, and 0.3λ₀, respectively. The geometrical set up for the finite element-ABC formulation is the same as in the previous radiation problem which is illustrated in Figure 10. Figures 13 and 14 show bistatic and backscattering radar cross sections (RCS), respectively, of the cavity. It is seen that the FEM-ABC method using triangular prism elements exhibit sufficient accuracy in computing plane wave scattering from cavities in a ground plane.

Example 3: *Radiation from a patch antenna on cylindrical platform*

As the last test, we have looked at the radiation from a cavity backed patch antenna on a circular-cylindrical platform shown in Figure 15(a). The distorted triangular prisms used to discretize the cavity in Figure 9 have been used here also to discretize the computational domain. Finite element mesh has been terminated 0.3 wavelengths away from the cavity aperture by the first order cylindrical ABC derived in [7]. Figure 15(b) shows the radiation pattern computed as compared to the finite element-boundary integral
Figure 12: Radiation pattern of two current elements located inside the cavity; (a) $\phi=45^\circ$, (b) $\theta=45^\circ$.

Figure 13: Bistatic RCS of a cavity of dimensions $1.2 \lambda_o \times 0.75 \lambda_o \times 0.3 \lambda_o$ for a plane wave with its electric field vector making an angle of $45^\circ$ with the unit vector in $\theta$ direction incident on the cavity aperture at $\theta^{inc}=45^\circ$, $\phi^{inc}=30^\circ$. (a) $\phi=60^\circ$, (b) $\theta=45^\circ$. 
solutions [9]. Again the results are excellent.

5 Conclusions

The distorted prism is an indispensable tool for the analysis of many doubly curved antenna and microwave geometries. It provides simple volume meshing without compromising accuracy (see the comparison with the tetrahedron in Figure 7(b)). In this paper, we introduced a set of edge-based shape functions for the distorted prism and used them to generate the element equations. For validation purposes, the eigenvalues of three different cavities (rectangular, cylindrical and pie-shell) were computed and compared to the exact solutions. In almost all cases, the error was less than three percent. Radiation and scattering results are also excellent when compared to the finite element-boundary integral solutions.
Figure 15: Radiation from a rectangular patch on circular-cylindrical platform: (a) geometry, (b) radiation pattern.
Appendix

For the right prism, closed form expressions of the integrals in (22)-(33) are possible. Referring to Figure A1, we have

\[
ENNC_{it} = \frac{d_i d_t}{c} \left( \frac{\cos \beta_{kn}}{h_k h_n} \chi_{jm} + \frac{\cos \beta_{jm}}{h_j h_m} \chi_{kn} - \frac{\cos \beta_{km}}{h_k h_m} \chi_{jn} - \frac{\cos \beta_{jn}}{h_j h_n} \chi_{km} + \frac{2}{3} \frac{c^2 h_1 d_1}{h_j h_k h_m h_n} \sin \beta_{jk} \sin \beta_{mn} \right)
\]

\[
ENMC_{it} = \frac{d_i d_t}{c} \left( -\frac{\cos \beta_{kn}}{h_k h_n} \chi_{jm} - \frac{\cos \beta_{jm}}{h_j h_m} \chi_{kn} + \frac{\cos \beta_{km}}{h_k h_m} \chi_{jn} + \frac{\cos \beta_{jn}}{h_j h_n} \chi_{km} + \frac{1}{3} \frac{c^2 h_1 d_1}{h_j h_k h_m h_n} \sin \beta_{jk} \sin \beta_{mn} \right)
\]

\[
ENKC_{it} = \frac{h_1 d_1}{6} d_i \left( \frac{\cos \beta_{jt}}{h_j h_t} - \frac{\cos \beta_{kt}}{h_k h_t} \right)
\]

\[
EMMC_{it} = ENNC_{it}
\]

\[
EMKC_{it} = -ENKC_{it}
\]

\[
EKKC_{it} = \frac{c h_1 d_1}{2} \cos \beta_{it}
\]

\[
ENND_{it} = \frac{d_i d_t}{c} \left( \frac{\cos \beta_{kn}}{h_k h_n} \chi_{jm} + \frac{\cos \beta_{jm}}{h_j h_m} \chi_{kn} - \frac{\cos \beta_{km}}{h_k h_m} \chi_{jn} - \frac{\cos \beta_{jn}}{h_j h_n} \chi_{km} \right)
\]

\[
ENMD_{it} = \frac{1}{2} ENND_{it}
\]

\[
ENKD_{it} = 0
\]

\[
EMMD_{it} = ENND_{it}
\]

\[
EMKD_{it} = 0
\]
\[ E K K D_{ij} = c_{\text{ref.}} \]

where

\[ \beta_{rs} = \begin{cases} 
0 & \text{if } r = s \\
\alpha_r + \alpha_s & \text{otherwise}
\end{cases} \]

\[ \chi_{rs} = \frac{h_1 d_1}{2} \{ w_r w_s + \frac{h_1}{3} [(\cot \alpha_3 - \cot \alpha_2)(\eta_r w_r + \eta_r w_s) + 2(\xi_r w_r + \xi_r w_s)] + \frac{h_1^2}{12} [3(\cot \alpha_3 - \cot \alpha_2)(\eta_r \xi_r + \eta_r \xi_s) + 2\eta_r \eta_s (\cot^2 \alpha_2 - \cot \alpha_2 \cot \alpha_3 + 6\xi_r \xi_s) ] \}, \quad r, s = 1, 2, 3, \]

the set \{i, j, k\} takes on the value \{1, 2, 3\}, \{2, 3, 1\} or \{3, 1, 2\}, and the same is true for the set \{l, m, n\},

\[ w_1 = 1 \quad \xi_1 = -\frac{1}{h_1} \quad \eta_1 = 0 \]
\[ w_2 = 0 \quad \xi_2 = \frac{\cos \alpha_3}{h_2} \quad \eta_2 = -\frac{\sin \alpha_3}{h_2} \]
\[ w_3 = 0 \quad \xi_3 = \frac{\cos \alpha_2}{h_3} \quad \eta_3 = \frac{\sin \alpha_2}{h_3} . \]

References


Figure A1: Right triangular prism: (a) Indexing of nodes and edges, (b) parameters defining the triangular cross-section.


