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The spatially cut-off Hamiltonians for the models (ψφφ) and (ψφφ + φM), with M > N are bounded below uniformly in a momentum cutoff, by using the semi-Euclidean formulation.

1. INTRODUCTION

Two interactions are considered: the generalized Yukawa (GY2) and the Yukawa (Y2). These are (λψψφρ + φM) and (λψφφ) respectively. The corresponding spatially cut-off Hamiltonians are shown to be bounded below provided M > N. For Y2, this problem was first solved by Glimm in Ref. 1. GY2 was bounded below by Federbush in Ref. 2. The methods used in this paper constitute a considerable improvement over those in Ref. 2. In particular they can be extended to prove that the lower bound is linear in the volume. This will be given in another paper. Also Y2 and GY2 can be treated in a uniform manner. This being so, the proof is given for Y2, and details for GY2 are given only in the one place where the proofs diverge appreciably.

The lower bound is obtained by estimating, uniformly in a momentum cutoff and the expectation state,

$$E_0 = -\lim_{T \to \infty} \frac{1}{T} \ln \langle e^{-TH} \rangle,$$

where H is given by (1.3). For simplicity, E0 is first estimated for the Fock vacuum. The details for establishing a bound uniform in the expectation state are provided in an appendix. E0 is bounded below, uniformly in the expectation and momentum cutoff, provided

$$\langle e^{-TH} \rangle < C_1 C_2 T,$$

where C2 is independent of the state and the cutoff.

In Sec. 2 (e-TH) is expanded by a partly renormalised type of perturbation expansion similar to those used by Glimm and Jaffe in Refs. 3, 4. The expansion is generated by applying two identities referred to as P (perturbation) and C (contraction). As in Ref. 4, the P identity is applied in unit intervals in the time axis so that the eventual bound for (e-TH) will have the form of a product of bounds over unit intervals making up [0, T] as required by (1.2). The expansion achieves two objectives: First the divergent quantities are exhibited and cancelled, and secondly the kernels of the remaining nondivergent quantities are rather well behaved. To increase this good behavior, one further operation is performed after the expansion is complete: The uncontracted fermion legs are given an effective momentum cutoff by moving them a short distance across neighboring exponents. This is so arranged that no further contractions occur.

In Sec. 3, by methods outlined in Ref. 5, all fermion operators are removed by an estimate that has been called "defermiation." The total Fock space is regarded as being fibered over Nelson space, and operators are estimated by taking the norm over fermion Fock space at each point in Q space [Nelson space is L2(Q)]. The result is an expression which involves only commuting boson operators, and this can be estimated in a conventional manner. The antisymmetry of fermion wavefunctions enters into this "defermiation" in an essential way. Some of the operators are bounded pointwise in Q space because of the one particle per mode property. The boundedness of the exponential operators depends on the anticommutation relations. This estimate is postponed to Sec. 7.

In Sec. 4, the convergence of the expansion and thence (1.2) is proved with the help of an estimate on boson expectations, whose proof is postponed until Secs. 5 and 6. The proof of convergence involves estimating sums over fermion graphs. These estimates closely follow procedures used by Dimock and Glimm in Ref. 6.

Section 5 contains an estimate on boson expectations. The methods are very similar to those in Ref. 6. The only modifications made are necessary to handle the more singular kernels resulting from the expansion, as compared with the kernels assumed in Ref. 4. Section 6 is devoted to the proof of some estimates on kernels which are used in Secs. 4 and 5. Finally, in Sec. 7, the estimate on exponential operators, referred to in Sec. 3, is proved. This estimate substitutes for the Wick ordering bound used in P(ϕ)2. A simple form of Glimm's dressing transformation, in which only the fermions are dressed, is used to bound from below the pair creation and annihilation part of the interaction (cf. Ref. 2). In a similar way, a corresponding bound for GY2 can be proved, with the aid of the φM term in the GY2 interaction. Dressing only the fermions has the merit of giving a pointwise bound on Q space. To complete the proof, a bound on the scattering part of the interaction is required. At this point Y2 and GY2 seem to be different. In particular it is here that M > N is needed, whereas Y2 can be considered as a special case of M = N. This is in fact the only significant difference between the proofs for Y2 and GY2. Details have been given for both. The Hamiltonian H is given by

$$H = H_{0B} + H_{0F} + \lambda \int \tilde{\psi}(x)\psi(x):\phi(x)g(x)dx$$

$$- \frac{1}{2} \int \int g(x)g(y):\phi(x)\phi(y)dx dy - E_K,$$

where H0B and H0F are the free boson and fermion Hamiltonians:

$$H_{0B} = \int \mu(b)b^{*}(k)a(b)dk,$$

$$H_{0F} = \int \omega(p)b^{*}(p)b\phi(p)dp.$$
\begin{align}
g \in L^p & \quad \forall \rho : 1 \leq p < \infty, \\
3 \epsilon > 0 & : \int |\hat{g}(k)|^2 (1 + |k|^2) dk < \infty, \\
\int |\hat{g}(k)|^{4/3} (1 + |k|^2) dk < \infty.  \tag{1.4}
\end{align}

These assumptions are quite mild: $g$ can be a characteristic function, for example. The counterterms are given by perturbation theory:

\begin{align}
\delta m_k^2 & = -\left( \frac{\lambda}{4\pi} \right) \int_{|p_1|,|p_2| \in \mathbb{R}} \omega^2 + p^2 - M^2 
\frac{1}{\omega^2} \frac{1}{\omega_1 + \omega_2 + \mu(k)} \\
E_k & = - \left( \frac{\lambda}{4\pi} \right) \int_{|p_1|,|p_2| \in \mathbb{R}} 1
\times |\hat{g}(p_1 + p_2 + k)|^2 dp_1 dp_2 dk. \tag{1.5b}
\end{align}

Let

\begin{align}
V = \lambda \int \psi_0(k) \psi_0(x) \phi(x) \xi(x) dx = & \frac{1}{2} \delta m_k^2 \\
\times \int |\hat{g}(k)|^2 |\phi(x)|^2 dx = & E_k. \tag{1.6}
\end{align}

The interaction is broken up in the following way:

\begin{align}
\lambda \int : \bar{g}(x) \phi(x) : dx = & \int_{|p_1|,|p_2| \in \mathbb{R}} \left[ b^\dagger(p_1) b^\dagger(p_2) b(-p_1) b(-p_2) \right] W_p(p_1, p_2, k) \\
\times \phi(k) dp_1 dp_2 dp_3 & + \int_{|p_1|,|p_2| \in \mathbb{R}} \left[ b^\dagger(p_1) b(-p_2) b^\dagger(-p_1) b(-p_2) \right] W_p(p_1, p_2, k) \\
\times W_p(p_1, p_2, k) \phi(k) dp_1 dp_2 dp_3. \tag{1.7}
\end{align}

where

\begin{align}
\phi(k) & = \frac{1}{\mu(\frac{1}{2})(k)} \left[ a^\dagger(k) + a(-k) \right], \\
W_p(p_1, p_2, k) & = - \frac{1}{(4\pi)^{1/2}} \hat{g}(p_1 + p_2 + k) 
\left( \frac{\omega_1 \omega_2 - p_1^2 - p_2^2}{\omega_s^2} \right)^{1/2} \\
\times \text{sgn}(p_1 - p_2), \tag{1.8}
\end{align}

The cutoffs in momentum that are used in the proof will all be selected from a sequence $(K_n)$ where $n$ is a positive integer. Cutoffs apply only to fermion momenta until Sec. 7, in which bosons are cut off:

\begin{align}
K_n = n^\alpha. \tag{1.9}
\end{align}

$\alpha$ will be chosen large. The term "lower momentum cutoff" is used to indicate a momentum cutoff of the form

\begin{align}
J(p_1, p_2) = \text{characteristic function of the set \{either} \\
|p_1| \geq L \text{ or } |p_2| \geq L \text{ for some } L. \tag{1.10}
\end{align}

\section*{2. THE EXPANSION}

Firstly, $(e^{-T}H)_{n}^0 \hbar$ is rewritten in Nelson space $N$. In Sec. 7 it is shown that a quadratic boson monomial, $c(\phi)$, depending on $K$ and an $m \geq 0$, can be chosen so that

\begin{align}
H_0 + V + c(\phi) & \asymp -O(K^m), \\
H_B + c(\phi) & \asymp -O(1). \tag{2.1}
\end{align}

By the Trotter product formula, \[ H_0 + V + c(\phi) \]

\begin{align}
\langle e^{-T}H \rangle_{n}^0 = & \lim_{N \to \infty} \left\langle \exp \left[ - T/|H_0 + c(\phi)| \right] \right\rangle_N^0 \\
\times \exp \left[ - T/|H_0 + V + c(\phi)| \right] \right\rangle_N^0. \tag{2.2}
\end{align}

Define $H_{\phi}(s), V(s),$ and $c(\phi, s)$ by substituting in $H_{\phi},$ $V$, and $c(\phi)$

\begin{align}
\phi(k) = \phi(k, s), \quad b^\dagger(p, s) - b^\dagger(p, s), \tag{2.3}
\end{align}

where $\phi(k, s)$ is the partial Fourier transform of a sharp Euclidean boson field on Nelson space, $b^\dagger$ denotes $b^\dagger$, $b$, $b^\dagger$, or $b^\dagger$ and the time dependence in $b^\dagger(p, s)$ is dummy, i.e., $b^\dagger(p, s) - b^\dagger(p, s)$. It will be used to define a time ordering.

By the Feynman–Kac–Nelson formula, as given in Ref. 7,

\begin{align}
\exp [ - T|H_0 + c(\phi)| ] = E_0(U(t)) \exp \left[ \int_{0}^{t} c(\phi, \tau) d\tau \right] E_0 \tag{2.4}
\end{align}

[where $E_0$ projects onto the time zero slice of Nelson space, and $U(t)$ is the unitary operator induced by translation in time by $t$], and the Markov property:

\begin{align}
\langle e^{-T}H \rangle_{n}^0 = & \lim_{N \to \infty} \left\langle \exp \left[ - T/|H_0 - c(\phi)| \right] \right\rangle_N^0 \\
\times \exp \left[ - T/|H_0 - V + c(\phi, \tau) \right] \right\rangle_N^0. \tag{2.5}
\end{align}

Let

\begin{align}
\Delta = \left\langle \exp \left[ - \int_{0}^{T} |H_0 + c(\phi, \tau)| \right] \right\rangle_N^0, \tag{2.6}
\end{align}

In order to obtain an estimate with the correct dependence on $T$, (2.6) is rewritten as

\begin{align}
\langle e^{-T}H \rangle_{n}^0 = & \lim_{T \to \infty} \left\langle \exp \left[ - \int_{0}^{T} |H_0 + c(\phi, \tau)| \right] \right\rangle_N^0 \\
\times \exp \left[ - \int_{0}^{T} c(\phi, \tau) d\tau \right] \right\rangle_N^0. \tag{2.7}
\end{align}

where $L$ denotes integration over the time interval $[I, I + 1]$. The product runs over integers $I$ such that

\begin{align}
A(\tau) = H_0(\tau) + V(\tau), \quad A_N(\tau) = H_0(\tau) + V_N(\tau). \tag{2.8}
\end{align}

where $V_N(\tau)$ is given by replacing $K$ by $K_4$ in (1.6). The two identities (P) and (C) which generate the expansion are now given. The Duhamel formula

\begin{align}
\exp(\Delta) = \exp(\Delta_N) - \int_{0}^{1} ds \exp(-sA)(A - A_N) \\
\times \exp( - (1 - s)A_N). \tag{2.9}
\end{align}

can be applied to factors in finite time-ordered Trotter approximants and a strong limit taken to show that

\begin{align}
TE_\phi \exp \left[ - \int_{0}^{T} A(\tau) d\tau \right] E_\phi = & T \exp \left[ - \int_{0}^{T} A_N(\tau) d\tau \right] E_\phi \\
+ & - T \exp \left[ - \int_{0}^{T} A_N(\tau) d\tau \right] E_\phi \\
\times \exp \left[ - \int_{0}^{T} A_N(\tau) d\tau - \int_{0}^{T} A(\tau) d\tau \right] E_\phi. \tag{P}
\end{align}

(it is hoped that $T$, the time-ordering operator will not be confused with the time $T$), where $E_\phi, E_N$ project onto time slices at $\phi_1$ and $\phi_1$ in Nelson space and $\phi_1 \leq \phi_1$. This formula remains valid if there are other operators present at times in the interval $[\phi_1, \phi_2]$. By integrating the derivative of $\exp[-(1 - s)A + \omega(\rho)]$
\[ b(p, \sigma) = \exp(-sA) \times b(p) \exp(-sA), \]

where \( b(p) \) is to be smeared by an \( L^2 \) function, it can be shown that

\[
b(p, \sigma) = \exp\left[-(A + \omega(p))\right] b(p) + \int_0^1 ds \exp\left[-(1-s)A + \omega(p)\right] \times [V,(b(p)) \exp(-sA)].
\]

Since iterated applications of (P) will result in stepwise time dependent momentum cutoffs, (2.10) is extended by allowing such cutoffs. Let

\[
an\rightarrow \sigma \geq \sigma_1
\]

where \( \kappa(s) \) is a stepwise time dependent momentum cutoff and \( V_{\kappa}(s) \) is defined by replacing \( K \) by \( \kappa(s) \) in the definition of \( V(s) \). Then it follows that for \( \sigma_2 \geq \sigma \geq \sigma_1 \)

\[
TE_{\sigma_2} b(p, \sigma) R \exp\left[-\int_{\sigma_1}^{\sigma_2} A_{\kappa}(\tau) d\tau\right] E_{\sigma_1} = TE_{\sigma_2} \exp\left[-\omega(p) (\sigma - \sigma)\right] b(p, \sigma_1) \exp\left[-\int_{\sigma_1}^{\sigma_2} A_{\kappa}(\tau) d\tau\right] E_{\sigma_1}
\]

\[
+ TE_{\sigma_2} \int_{\sigma_1}^{\sigma_2} ds \exp\left[-\omega(p) (\sigma - s)\right] [V_{\kappa}(s), b(p, s)]
\]

\[
\times \exp\left[-\int_{\sigma_1}^{\sigma_2} A_{\kappa}(\tau) d\tau\right] E_{\sigma_1}.
\]

A monomial \( R = R(b_1(s_1), b_1(s_1), \ldots, b_1(s_n)) \) can be included so that

\[
TE_{\sigma_2} b(p, \sigma) R \exp\left[-\int_{\sigma_1}^{\sigma_2} A_{\kappa}(\tau) d\tau\right] E_{\sigma_1} = TE_{\sigma_2} \exp\left[-\omega(p) (\sigma - \sigma)\right] b(p, \sigma_1) R
\]

\[
\times \exp\left[-\int_{\sigma_1}^{\sigma_2} A_{\kappa}(\tau) d\tau\right] E_{\sigma_1}
\]

\[
+ TE_{\sigma_2} \sum_{\sigma_1 < s < \sigma_2} ds \exp\left[-\omega(p) (\sigma - s)\right] [V_{\kappa}(s), b(p, s)]
\]

\[
\times \exp\left[-\int_{\sigma_1}^{\sigma_2} A_{\kappa}(\tau) d\tau\right] E_{\sigma_1} + T \sum_{\sigma_1 < s < \sigma_2} E_{\sigma_1}
\]

\[
\times R(\ldots, \exp\left[-\omega(p) (\sigma - s_i)\right] (b(p), b_1(s_i)), \ldots)
\]

\[
\times \exp\left[-\int_{\sigma_1}^{\sigma_2} A_{\kappa}(\tau) d\tau\right] E_{\sigma_1}.
\]

There is a similar formula for \( b' \), and the adjoints are used to move \( b', b'' \) to the left.

The expansion for \( e^{-\sum I} \) is obtained as follows: An interval \( I \) is selected and \( (P) \) is applied to the corresponding factor \( -\int_{\tau} A(\tau) d\tau \) so as to interperate between \( A \) and \( A_{\sigma} \), i.e., choose \( n = 0 \) in (P). The interpolating term has a new "P" vertex. (C) is now used to move the corresponding \( b' \)s over to the vacuum where they annihilate. In the course of this, new "C" vertices are formed; these are not further contracted. After renormalization, the description of which is postponed for the moment, \( (P) \) is applied again in the same interval to interporate between \( A \) and \( A_{\sigma} \), (C) is then applied as before, followed by renormalization, and so on. If \( (P) \) has been applied in a given interval \( n \) times, then the \( (n + 1) \)th application in \( I \) is used to interpolate between \( A \) and \( A_{\sigma} \). Eventually, the expansion will terminate for \( I \), because, if \( n \) is large enough, \( K_{\sigma} \geq K \). Then a new interval is selected.

It is possible for a \( P \) vertex to contract twice to a C vertex. The corresponding factor is represented by a subgraph. See Fig. 1. The lines represent fermion contractions. \( s_{\sigma_1} \) and \( s_{\sigma} \) are the times of the vertices which are to be integrated over. \( s_{\sigma_1} \) is to be integrated over \([0, T] \). This will give a result that diverges as \( K \to \infty \). Split the range of integration by

\[
\int_0^T ds_{\sigma_1} = \int_0^{s_{\sigma_1}} ds_{\sigma_1} + \int_{s_{\sigma_1}}^T ds_{\sigma_1}
\]

The completion is with respect to \([0, T] \). \( I \) is the interval containing the \( P \) vertex. The integration over \( \bar{F} \) is not divergent. Observe from (C) that the exponent does not depend on \( s_{\sigma_1} \). Furthermore, the counterterms associated with \( \nu \) occur in a term with the same exponent as that in the term containing the factor \( \bar{R}_v \), represented by Fig. 1. Hence both terms may be combined to give a new one with a factor (2.12), given below, assigned to \( \nu \). For later use note that, when \( \nu \) is renormalized, the cutoff in the exponent is constant in the interval \((s_{\alpha}, I + 1) \); also \( \bar{R}_v \) vanishes unless \( s_{\sigma_1} \in (s_{\nu}, I + 1) \), because otherwise the momentum cutoffs on \( \nu \) and \( \nu + 1 \) are disjoint.

\[
\int \bar{R}_v ds_{\sigma_1} + \frac{1}{2} m^2 \int \bar{F}^2(x) : \phi^2(x, s) : dx + E_v.
\]

If the \( P \) vertex was introduced during the \( n \)th application of \( (P) \) in \( I \), then

\[
\delta m^2 = \delta m^2_v - \delta m^2_{\sigma_1}, \quad E_v = E_K - E_{K_{\sigma_1}}.
\]

The expression in the curly brackets will be referred to as a "cancelled renormalization subgraph." The \( C \) vertex will be referred to as having been "integrated out." Introduce the Euclidean momentum \( k = (k^0, k^1) \) and write (2.12) as

\[
\int \bar{R}_v(k_1, k_2) : \phi(k_1) \phi(-k_2) : dk_1 dk_2 + \delta E_v
\]

where

\[
R_v(k_1, k_2) = \int_{s_{\sigma_1}}^{s_{\bar{R}}(k_1, k_2)} W(p_{1}, p_2, k) \bar{W}_p(p_1, p_2, k) \rho_p(p_1, p_2)
\]

\[
\times \exp\left[-(\omega_1 + \omega_2 - ik^1)(s_{\sigma_1} - s_{\nu})\right] \exp\left[i(k^0 - k^0) s_{\nu} - i(k^1 - k^1) \bar{s}_{\nu}\right]
\]

\[
\times \rho_{\nu}(p_1, p_2) \mu^{(2)}(k) dp_1 dp_2 + \delta E_v
\]

(2.15)

where \( \rho(p_1, p_2) \) is characteristic function of the set: either \( |p_1| > K_{\sigma} \) or \( |p_2| > K_{\sigma} \). For a given term in the expansion, let

\[
\rho(l) = \text{largest fermion cutoff in the exponent in } I.
\]

(2.16)

(2.17a)

Suppose, for this term, there are \( n_l(l) \) \( P \) vertices in \( I \), then by the way in which the expansion is defined and (1.9) it follows that

\[
\rho(l) = n_{\nu}(l)^{n_l(l)}
\]

(2.17b)

When the expansion is complete, one last operation, referred to as "smoothing the uncontracted legs," is performed. Each uncontracted fermion annihilation operator in \( I \) with momentum above \( \rho(l) \) is moved to the rim.
right, or backwards in time, halfway toward the next vertex, excluding those C vertices which have been integrated out because they are part of a cancelled renormalization subgraph [see (2.12)]. Similarly, uncontracted creation operators with momentum above \( \rho(l) \) move to the left. Suppose such an operator associated with vertex \( \nu \) is moved halfway toward vertex \( \nu' \); then the corresponding momentum acquires an effective momentum cut-off given by

\[
\exp[-\omega(p)|s_{\nu} - s_{\nu'}|/2],
\]

where

\[
\omega(p) = 0 \quad \text{if} \quad |p| < \rho(l)
\]

\[
\omega(p) \quad \text{if} \quad |p| > \rho(l)
\]

and \( s_{\nu}, s_{\nu'} \) are the times of the vertices \( \nu \) and \( \nu' \). No contractions can occur in the course of smoothing the uncontracted legs, because the momenta of the operators that are moved are too high to contract with the exponent, and they are not moved far enough to contract with any vertex. The expansion is written in the form

\[
\langle \tau^{\mathbb{F}} \rangle = \sum_\mathcal{I} \int \mathcal{D}k \exp(-\int \mathcal{L}(\tau, s_\mathcal{I}) d\tau) \mathcal{N},
\]

where \( \mathcal{I} \) is a label that uniquely specifies the possible vertices and their contractions. \( \mathcal{I} \) comprises:

1. a function \( \mathcal{I} \rightarrow n(\mathcal{I}) \) specifying the number of vertices in \( \mathcal{I} \).
2. for each \( \mathcal{I} \), a function from \( \{1, 2, 3, \ldots, n(\mathcal{I})\} \) into \( \{P, C\} \). This labels the vertices and specifies whether they are \( P \) or \( C \) vertices.
3. a graph \( \mathcal{F} \) on \( \sum n(\mathcal{I}) \) labelled vertices with two lines leaving each vertex. Each C vertex may have at most one open line, that is, a line which does not connect to another vertex. \( \mathcal{P} \) vertices have no open lines. Open lines are labelled "low momentum" or "high momentum" to specify whether they have been moved in smoothing the uncontracted legs.

An open line pointing right represents an annihilation operator; an open line pointing left represents a creation operator. Lines which are not open represent contractions resulting from using (C).

To describe \( \mathcal{K}_x \), introduce the following notation:

\[
\mathcal{V}_x(p_1, p_2, k) \quad \text{represents either } \mathcal{W}_x \text{ or } \mathcal{W}_s
\]

[see (1.8)]; \( \mathcal{J}_x(p_1, p_2) \) is a cutoff on the fermion momenta associated with the vertex \( x \). In general \( \mathcal{J}_x \) will depend on \( g \) and the times of the vertices. For \( \mathcal{P} \) vertices \( \mathcal{J}_x \) contains a low momentum cutoff depending on \( g \) and \( \nu \) [see (P)].

\[
s_x = (s_x)_x \in \{\text{vertices}\}
\]

where \( \nu \) runs over the vertices that have not been integrated out [see (2.12)]. Let \( l \) denote a line in \( \mathcal{F} \) and let \( t_l \) be the time difference associated with this line. For \( l \) connecting vertices \( \nu \) and \( \nu' \)

\[
l = |s_{\nu'} - s_{\nu}|
\]

If \( l \) is an open line, then \( t_l \) is the quantity \( |s_{\nu'} - s_{\nu}| \) given in (2.18).

With each vertex \( \nu \) which is not part of a cancelled renormalization subgraph (note that \( \nu \) can be a vertex in a renormalization subgraph with \( P \) and \( C \) vertices in different intervals) associate the kernel

\[
\int Q_x(p_{v_1}, p_{v_2}, k) \phi(k, s_v) dk,
\]

where, if both lines \( l_1 \) and \( l_2 \) leaving \( \nu \) are not open,

\[
Q_x(p_{v_1}, p_{v_2}, k) = \mathcal{V}_x(p_{v_1}, p_{v_2}, k) J_x(p_{v_1}, p_{v_2}) \times \exp[-\omega(p_{v_1}) l_1/2] \exp[-\omega(p_{v_2}) l_2/2].
\]

If one line, say \( l_1 \), is open, then

\[
Q_x(p_{v_1}, p_{v_2}, k) = \mathcal{V}_x(p_{v_1}, p_{v_2}, k) J_x(p_{v_1}, p_{v_2}) \times \exp[-\omega(p_{v_1}) l_1/2] \exp[-\omega(p_{v_2}) l_2/2].
\]

If \( \nu \) and \( \nu' \) belong to a cancelled renormalization subgraph, and \( \nu \) is the \( P \) vertex, then associate with \( (\nu, \nu') \) the kernel

\[
\int R_x(k_{\nu_1}, k_{\nu_2}) : \phi(k_{\nu_1}) \phi(k_{\nu_2}) : d\bar{k}_{\nu_1}, d\bar{k}_{\nu_2} + \delta E_{\nu}
\]

which is given by (2.15) and (2.26), \( \mathcal{K}_x \), the boson valued kernel of \( \mathcal{K}_x \), is formed by contracting the kernels (2.23a) according to the lines in the fermion graph \( \mathcal{F} \) which \( g \) specifies. To contract two legs with momenta \( p_{\nu_1} \) and \( p_{\nu_2} \), say, a factor \( \delta(p_{\nu_1} + p_{\nu_2}) \) is inserted, and the arguments are integrated over.

The quantity \( B(\tau, s_{\mathcal{I}}) \) in (2.20) is defined as follows. For a given interval \( \mathcal{I} \), suppose that the \( \mathcal{P} \) vertices are times \( s_1 < s_2 < \cdots < s_n < s_{n+1} = I + 1 \); then for \( \tau \in \mathcal{I} \) let

\[
B(\tau, s_{\mathcal{I}}) = A_{\mathcal{I}}(\tau) \quad \text{for} \quad s_i < \tau < s_{i+1}, \quad \text{where} \quad i = 1, 2, \ldots, n.
\]

The range of integration in (2.20) is such that each \( C \) vertex in the interval \( \mathcal{I} \) is to be integrated over \( \mathcal{I} \). With the same definitions as in the paragraph above, the \( \mathcal{P} \) vertices in \( \mathcal{I} \) are to be integrated over the time ordered region

\[
I = s_0 < s_1 < \cdots < s_n < s_{n+1} = I + 1.
\]

3. DEFORMATION

In (2.20), the operator \( \mathcal{K}_x \) has the form of a kernel \( \mathcal{K}_x \), which is a function on the uncontracted fermion momenta and \( Q \) space, smeared against a product of \( \delta \)'s at different times. Consider the special case wherein \( \mathcal{K}_x \) is smeared by only two \( \delta \)'s and only depends on fermion modes in a finite-dimensional subspace, \( S \), of the one particle fermion space. Furthermore, suppose that the operator \( B(\tau, s_{\mathcal{I}}) \) in (2.20) likewise depends only on modes in \( S \). Then the fermion Fock space factors, and one need only consider the Fock space on \( S \), which is a finite-dimensional Fock space. In this case, operators can be regarded as finite matrix-valued functions on \( Q \) space:

\[
T[K_{x \mathcal{I}} \exp(-\int B(\tau, s_{\mathcal{I}}) d\tau)]_N
\]
\[ T(K_e \exp(- \int_0^T B(\tau, s_e) d\tau)) \]
\[ = T(K_e \exp(- \int_0^T B(\tau, s_e) d\tau))_s \]
\[ \leq \| T(K_e \exp(- \int_0^T B(\tau, s_e) d\tau)) \|_F \]
\[ \leq \lim_{N \to \infty} T \left( K_e \sum_{i=1}^N \exp \left( -\frac{T}{N} B \left( \frac{iT}{N}, s_e \right) \right) \right) \|_F \]

(3.1)

where \( \| \|_F \) denotes the norm over fermion Fock space at a single point in \( Q \) space. It follows from the definition of the time ordered exponential that as an inequality almost everywhere on \( Q \) space

\[
\| T \left( K_e \exp \left( -\frac{T}{N} B \left( \frac{iT}{N}, s_e \right) \right) \right) \|_F \leq \lim_{N \to \infty} T \left( K_e \sum_{i=1}^N \exp \left( -\frac{T}{N} B \left( \frac{iT}{N}, s_e \right) \right) \right) \|_F.
\]

(3.2)

To estimate the right-hand side, write

\[ K_e = \sum_\# \sum_{ij} (\tilde{K}_e)_{ij} b_i^\# b_j^\# \quad \text{and} \quad \| b \|_F = 1. \]

The sum over \( \# \) is over possible ways of assigning the \( b^{\#} \)'s to the open lines specified by \( g \). \( i \) and \( j \) refer to two orthonormal bases for \( S \), and \( (\tilde{K}_e)_{ij} \) is the matrix of \( K_e \) with respect to these bases. Then (3.2) implies

\[
\| T \left( K_e \exp \left( -\int_0^T B(\tau, s_e) d\tau \right) \right) \|_F \leq \lim_{N \to \infty} \sum_\# \sum_{i,j} \left| (\tilde{K}_e)_{ij} \right| \| \exp \left( -\frac{T}{N} B \left( \frac{iT}{N}, s_e \right) \right) \|_F.
\]

(3.3)

Suppose that as an operator estimate

\[ B(\tau, s_e) \geq -d(\phi, \tau, s_e), \]

(3.4)

where \( d(\phi, \tau, s_e) \) is a real-valued measurable function on \( Q \) space. Then from (3.3):

\[
\| T(K_e \exp(- \int_0^T B(\tau, s_e) d\tau)) \|_F \leq \sum_\# \sum_{i,j} \left| (\tilde{K}_e)_{ij} \right| \left( \| \exp \left( -\frac{T}{N} B \left( \frac{iT}{N}, s_e \right) \right) \|_F \right).
\]

(3.5)

This holds for any choice of bases in \( S \). Taking the infimum over bases implies

\[
\| T(K_e \exp(- \int_0^T B(\tau, s_e) d\tau)) \|_F \leq \sum_\# \sum_{i,j} \| \tilde{K}_e \| \left( \| \exp \left( -\frac{T}{N} B \left( \frac{iT}{N}, s_e \right) \right) \|_F \right),
\]

(3.6)

where \( \| \tilde{K}_e \| = (\tilde{K}_e \tilde{K}_e^\dagger)^{1/2} \), identifying the kernel \( \tilde{K}_e \) with the corresponding operator on \( L^2(R) \). (3.1) and (3.6) imply

\[
T(K_e \exp(- \int_0^T B(\tau, s_e) d\tau))_s \leq \sum_\# \sum_{i,j} \left( \| \exp \left( -\frac{T}{N} B \left( \frac{iT}{N}, s_e \right) \right) \|_F \right).
\]

(3.7)

When \( \tilde{K}_e \) is smeared by more than two \( b^{\#} \)'s, it is a tensor product of two-fermion kernels as in (3.7). This is because any fermion graph is a collection of subgraphs which are either lines with two open ends or closed loops. The open lines correspond to two-fermion kernels, and the loops are functions on \( Q \) space, which only contribute numerical factors at a given point in \( Q \) space. Define the trace of a tensor product to be the product of the individual traces. The restriction to a finite number of modes is removed by a limiting argument. Therefore, the following lemma holds:

\[ \sum_{\#} \left( \| \exp \left( -\frac{T}{N} B \left( \frac{iT}{N}, s_e \right) \right) \|_F \right).
\]

Lemma: Suppose \( d(\phi, \tau, s_e) \) is a real-valued measurable function on \( Q \) space and that, as operators, \( B(\tau, s_e) \geq -d(\phi, \tau, s_e). \)

Then

\[
T(K_e) \exp(- \int_0^T B(\tau, s_e) d\tau)_s \leq \left( \| \exp \left( -\frac{T}{N} B \left( \frac{iT}{N}, s_e \right) \right) \|_F \right).
\]

(3.8)

Recall from (2.21a) that \( n(I) \) is the number of vertices in interval \( I \). The factor \( 2^{n(I)} \) overcounts sums over \( \# \).

4. CONVERGENCE OF THE EXPANSION

In Sec. 7, it is shown that, given \( \epsilon > 0, \exists d(\phi, \tau, s_e) \) as in Lemma (3.8)

\[ B(\tau, s_e) \geq -d(\phi, \tau, s_e), \]

(4.1a)

\[ \left( \sum_{I} \exp \left( -\int_0^T d(\phi, \tau, s_e) d\tau \right) \right)_s < \left( O(1) \right)^{2n(I)}. \]

(4.1b)

\[ [\rho(I)] \text{ is defined by (2.17a)]. (2.20), (4.1), Lemma (3.8), and the Cauchy-Schwartz inequality imply}

\[ \left( e^{-T \rho(I)} \right) = \sum_{I} \left( \| \exp \left( -\frac{T}{N} B \left( \frac{iT}{N}, s_e \right) \right) \|_F \right)^2 \]

(4.2)

Let \( I \) be a line in a graph. Define

\[ d_l = \max \{ 1, \text{number of complete unit intervals that } l \}
\]

crosses \}. (4.3)

Let \( \{ g; n(I) \} \) denote the set of all \( g \) with a given \( n(I) \) specified for each \( I \). The following estimate is used to count fermion graphs:

\[ \sum \left( \| \exp \left( -\frac{T}{N} B \left( \frac{iT}{N}, s_e \right) \right) \|_F \right)^2 \leq \left( O(1) \right)^{2n(I)}. \]

(4.4)

The product is over all lines in the fermion graph, \( F \), specified by \( g \) [see (2.21a)]. A factor, \( 2^{n(I)} \), for each interval, \( I \), overcounts the number of possible functions in (2.21a), part (2). A factor \( O(1)^{2n(I)} \) for each \( I \) overcounts the number of ways in which \( C \) vertices can have open lines. Therefore, the proof of (4.4) is reduced to showing that

\[ \sum_{t \in G} \left( \| \exp \left( -\frac{T}{N} B \left( \frac{iT}{N}, s_e \right) \right) \|_F \right)^2 \leq \left( O(1) \right)^{2n(I)}. \]

(4.5)

Define \( d_I \) to be the sum of the contraction distances \( d_I \) over lines \( l \) that leave vertex \( v \). Let \( L_v \) be the lower momentum cutoff in \( J_v(S, F) \) [see (2.21b)]. In Secs. 5 and 6 the following lemma is proved:

\[ \sum_{t \in G} \left( \| \exp \left( -\frac{T}{N} B \left( \frac{iT}{N}, s_e \right) \right) \|_F \right)^2 \leq \left( O(1) \right)^{2n(I)}. \]

(4.6)

Define \( d_I \) to be the sum of the contraction distances \( d_I \) over lines \( l \) that leave vertex \( v \). Let \( L_v \) be the lower momentum cutoff in \( J_v(S, F) \) [see (2.21b)]. In Secs. 5 and 6 the following lemma is proved:

\[ \sum_{t \in G} \left( \| \exp \left( -\frac{T}{N} B \left( \frac{iT}{N}, s_e \right) \right) \|_F \right)^2 \leq \left( O(1) \right)^{2n(I)}. \]

(4.7)
The product over \( \nu \in I \) means the product over all vertices in the interval \( I \). \( (4.6) \) and \( (4.7) \) imply, for \( \epsilon > 0 \) and for all \( m > 0 \),

\[
\langle e^{-\epsilon T} \rangle \leq \sum_{n(1)} \left[ \prod_{I} (O(1) \log^{2} n(1))^{[\epsilon]} \right] \left[ \prod_{I} (1 + L_{\nu})^{-\epsilon} \right],
\]

\[
\times \sup_{\nu \in I} \left( \prod_{\nu \in C_{i}} (1 + L_{\nu})^{-\epsilon} \right). \tag{4.8}
\]

The \( m \) has been relabelled to include the \( d_{I}^{2} \) in \( (4.6) \).

Recall from the description of the expansion in Sec. 2 that \( v \) is a P vertex formed during the \( (n + 1) \)th application of \( P \) in a given interval \( I \), then \( L_{p} = K_{p} \). If \( v \) is a C vertex, \( L_{v} = 0 \). By replacing \( \eta \) by \( \eta / 3 \), if necessary, the factor \( (1 + L_{\nu})^{2} \) in \( (4.8) \) can be replaced by \( (1 + L_{\nu})^{2} \), where \( L_{p}^{2} = L_{p} \) if \( v \) is a P vertex, but if \( v \) is a C vertex, \( L_{p}^{2} \) is the lower momentum cutoff of a P vertex contracted to \( v \). If there are, say, \( S \) such P vertices, then the largest lower momentum cutoff is chosen. The expansion is such that every C vertex is contracted to a P vertex, and, of course, no P vertex can contract to more than 2 C vertices.

For a fixed \( I \) and \( n(1) \), define \( \mathcal{G}(n(1)) \) to be the set of all \( g \) which have \( n(1) \) vertices in \( I \). \( (4.8) \) implies, for \( \epsilon > 0 \) and for all \( m > 0 \),

\[
\langle e^{-\epsilon T} \rangle \leq \sum_{n(1)} \left[ \prod_{I} (O(1) \log^{2} n(1))^{[\epsilon]} \right] \left[ \prod_{I} (1 + L_{\nu})^{-\epsilon} \right],
\]

\[
\times \sup_{\nu \in I} \left( \prod_{\nu \in C_{i}} (1 + L_{\nu})^{-\epsilon} \right). \tag{4.9}
\]

In order to prove \( (1.2) \) and thereby bound \( (1.1) \) for the Fock vacuum, it suffices to show that, for sufficiently large \( m \) and \( \alpha \),

\[
\sup_{\nu \in I} \left( \prod_{\nu \in C_{i}} (1 + L_{\nu})^{-\epsilon} \right) \leq O(1)[n(1)]^{-\epsilon}. \tag{4.10}
\]

For, given \( m \) and \( \alpha \) such that \( (4.10) \) holds, choose \( \epsilon \) small enough so that \( \alpha \epsilon < 1 \). Then \( (4.9) \) and \( (4.10) \) imply \( (1.2) \) for the Fock vacuum.

For the proof of \( (4.10) \) the following notation is introduced. For a fixed interval \( I \), \( n(1) \), and \( g \in \mathcal{G}(n(1)) \), define, for \( i = 2, 3, 4, \cdots, C_{i} \), to be the set of all C vertices in \( I \) which contract to a P vertex via a line \( I \) with \( d_{I} = 1 \). \( [d_{I}] \) is defined by \( (4.3) \). Define \( C_{i} \) to be the union of the set of P vertices in \( I \) with the set of all C vertices in \( I \) which contract to a P vertex via a line \( I \) with \( d_{I} = 1 \). The fact that a C vertex can contract to at most 2 P vertices implies that

\[
\sup_{\nu \in I} \prod_{\nu \in C_{i}} (1 + L_{\nu})^{-\epsilon} \leq \left( \prod_{\nu \in C_{i}} (1 + L_{\nu})^{-\epsilon} \right)^{1/2}. \tag{4.11}
\]

where \( |C_{i}| \) is the number of elements in \( C_{i} \). Define \( \bar{C}_{i} \) to be the set of all C vertices that are either in \( C_{i} \) or contract to C vertices in \( C_{i} \). The definition of \( L_{\nu}^{2} \) and the fact that at most two P vertices can contract to a given C vertex imply that

\[
\prod_{\nu \in \bar{C}_{i}} (1 + L_{\nu})^{-\epsilon} \leq \left( \prod_{\nu \in \bar{C}_{i}} (1 + L_{\nu})^{-\epsilon} \right)^{1/2}. \tag{4.12}
\]

The definition of \( \bar{C}_{i} \) implies that there exists an interval, \( I' \), that contains at least \( |C_{i}|/12 \) of the P vertices in \( \bar{C}_{i} \). Since these P vertices are in the same interval, as a consequence of the way in which the expansion is generated, they must all have different cutoffs, \( L_{p} \), selected from the set \( \{K_{1}, K_{2}, K_{3}, \cdots \} \). Recall from \( (1.9) \) that \( K_{j} = \gamma_{j} \); therefore,

\[
\prod_{\nu \in \bar{C}_{i}} (1 + L_{\nu})^{-\epsilon} \leq \left( \prod_{\nu \in \bar{C}_{i}} (1 + L_{\nu})^{-\epsilon} \right)^{1/2}. \tag{4.13}
\]

\[
(4.11), (4.12), \text{ and } (4.13) \text{ imply that}
\]

\[
\sup_{\nu \in I} \prod_{\nu \in C_{i}} (1 + L_{\nu})^{-\epsilon}. \tag{4.14}
\]

where \( \gamma \in \mathcal{G}(n(1)) \) implies that \( \sum_{i} |C_{i}| > n(1) \); therefore, the right-hand side of \( (4.14) \) can be majorized by taking the supremum over \( |C_{i}| \) such that

\[
\sum_{i} |C_{i}| = n(1). \tag{4.15}
\]

This is done by first taking the log and using Lagrange multipliers, i.e., maximize

\[
J = -\sum_{i=1}^{n(1)} \left[ \sum_{i=1}^{n(1)} \log\left( \frac{|C_{i}|}{n(1)} \right) - \frac{\eta a}{4} \log\left( \frac{|C_{i}|}{12} \right) - \frac{1}{2} \lambda \left( \frac{|C_{i}|}{n(1)} \right)^{2} \right] + \frac{\eta a}{4} \log\left( \frac{|C_{i}|}{n(1)} \right) \tag{4.16}
\]

By Sterling's formula, the right-hand side of \( (4.15) \) is majorized by the supremum of \( e^{\gamma} \). On differentiating,

\[
(m/4) \log\left( \frac{|C_{i}|}{n(1)} \right) + \frac{\eta a}{4} \log\left( \frac{|C_{i}|}{12} \right) + \lambda = 0 \text{ for } i = 1, 2, 3, \cdots, \tag{4.17}
\]

When \( (4.17) \) hold,

\[
J = \sum_{i=1}^{n(1)} |C_{i}| \left( \frac{\lambda + \eta a/48}{n(1)} \right) = n(1) \left( \frac{\lambda + \eta a/48}{n(1)} \right). \tag{4.18}
\]

If \( m/\alpha > 2n/12 \), \( \lambda \) can be eliminated from \( (4.18) \), by using \( (4.17) \), to show that

\[
J = -\sum_{i=1}^{n(1)} \left[ \log\left( \frac{|C_{i}|}{n(1)} \right) - O(\eta a) \right]. \tag{4.19}
\]

\( (4.19) \) and \( (4.14) \) imply \( (4.10) \).

This completes the proof of boundedness below for the Hamiltonian except for the estimates \( (4.1) \), which are proved in Sec. 7, and Lemma \( (4.7) \), which is proved in Secs. 5 and 6.

5. ESTIMATE ON BOSON EXPECTATIONS

In this section the left-hand side of \( (4.7) \) is estimated in terms of norms on kernels. The estimates on these norms, needed to complete the proof of Lemma \( (4.7) \), are given in Sec. 6. The method is based on techniques from Ref. 6. A more elegant, but less elementary, method relying on \( L_{p} \) estimates and hypercontractivity is also outlined. This is taken from Ref. 7. The author is grateful to Ira Herbst for drawing his attention to the \( L_{p} \) method.

Let \( \lambda \) denote a vertex at time \( s_{\lambda} \). Let \( k_{\lambda} = (k_{\lambda}^{1}, k_{\lambda}^{2}) \) be Euclidean momenta. Define

\[
H_{\lambda}(k_{\lambda}^{1}, k_{\lambda}^{2}) = \int \Delta_{\lambda}(p_{1}, p_{2}, k_{\lambda}^{1}) \bar{\Delta}_{\lambda}(p_{1}, p_{2}, k_{\lambda}^{2}) d_{1} d_{2} \times \exp(i k_{\lambda}^{1} s_{\lambda}) \exp(-i k_{\lambda}^{2} s_{\lambda}). \tag{5.1}
\]
where $Q_k$ was defined by (2.33). Consider the special case in which $K_f$ is the kernel of a two-particle fermion operator, as in (3.7); then the fact that the trace norm of a product of operators is majorized by the product of the Hilbert–Schmidt norms of the individual operators implies that

$$
(\text{Tr} |\tilde{K}_f|^2) = \int \int H_{\tilde{K}_f}(\tilde{k}_1, \tilde{k}_2) \phi(\tilde{k}_1) \phi(-\tilde{k}_2) d\tilde{k}_1 d\tilde{k}_2.
$$

(5.2)

$\lambda$ runs over the vertices specified by $g$. (5.2) continues to hold when $K_f$ is a tensor product of two-particle fermion operator kernels. Equivalently, one can say that (5.2) holds for any $g$ with a fermion graph $F$ (see (2.21a)] consisting of lines with open ends. In fact $F$ may also include nondiagonal closed fermion loops, because these are traces of products of operators of the form implied by the right-hand side of (5.2). Therefore, a general $K_f$ can be estimated by

$$
(\text{Tr} |\tilde{K}_f|^2) \leq \int \int H_{\tilde{K}_f}(\tilde{k}_1, \tilde{k}_2) \phi(\tilde{k}_1) \phi(-\tilde{k}_2) d\tilde{k}_1 d\tilde{k}_2 \
\times \sum_{\mu_1, \mu_2, n_1, n_2} \int \int R_{\mu_1}(\tilde{k}_1, \tilde{k}_2) \phi(\tilde{k}_1) \phi(-\tilde{k}_2) d\tilde{k}_1 d\tilde{k}_2 + \delta E_{\mu_1, \mu_2},
$$

(5.3)

where $\lambda$ runs over all vertices which are not part of cancelled renormalization subgraphs and $\mu$ runs over $P$ vertices which are part of cancelled renormalization subgraphs. $R_{\mu}$ and $\delta E_{\mu}$ are given by (2.15) and (2.16). (5.3) can be rewritten as

$$
(\text{Tr} |\tilde{K}_f|^2) \leq \sum_S \prod_{\mu_1, \mu_2, n_1, n_2} \int \int H_{\tilde{K}_f}(\tilde{k}_1, \tilde{k}_2) \phi(\tilde{k}_1) \phi(-\tilde{k}_2) d\tilde{k}_1 d\tilde{k}_2 \
\times \int \int R_{\mu_1}(\tilde{k}_1, \tilde{k}_2) \phi(\tilde{k}_1) \phi(-\tilde{k}_2) d\tilde{k}_1 d\tilde{k}_2 + \delta E_{\mu_1, \mu_2},
$$

(5.4)

where $S$ runs over subsets of the set, containing twice, $P$ vertices which are part of cancelled renormalization subgraphs. The complement of $S$ is with respect to this set.

Define

$$
C(g) = 1/(m^2 + |\vec{k}|^2).
$$

(5.5)

This is the Fourier transform of the covariance operator of the free boson measure. The vacuum expectation, or alternatively the integral with respect to the free measure of the right-hand side of (5.4), can be performed exactly so that

$$
\langle(\text{Tr} |\tilde{K}_f|^2) \rangle \leq \sum_S \prod_{\mu_1, \mu_2, n_1, n_2} \int \int H_{\tilde{K}_f}(\tilde{k}_1, \tilde{k}_2) \phi(\tilde{k}_1) \phi(-\tilde{k}_2) d\tilde{k}_1 d\tilde{k}_2 \
\times \int \int R_{\mu_1}(\tilde{k}_1, \tilde{k}_2) \phi(\tilde{k}_1) \phi(-\tilde{k}_2) d\tilde{k}_1 d\tilde{k}_2 + \delta E_{\mu_1, \mu_2}.
$$

(5.6)

where $G$ is a graph on the vertices labelled by $\mu_1, \mu_2,$ and $\lambda$. Vertices labelled by $\lambda$ have two legs which are allowed to contract to each other. Vertices labelled by $\mu_1$ and $\mu_2$ have two legs which are restricted to contract to legs on other vertices. Vertices labelled by $\mu_2$ have no legs. $I$ runs over the lines in $G$ and $\tilde{b}$ denotes the corresponding momenta. (More details are given in Ref. 6.) Let $\chi(t)$ be function in $C^0(R)$ such that $\chi(t) = 1$, if $|t| > \frac{1}{2}; = 0$, if $|t| < \frac{1}{2}$. $d_t$ is defined as in (4.3). Define, for each $t$,

$$
\chi(t) = 1, \quad \text{if} \quad d_t = 1
$$

$$
\chi(t) = \chi(t/d_t) \quad \text{if} \quad d_t > 1.
$$

(5.7)

Regardless $1_t$ as being a function of two variables, with $t$ being dual to $k_0$, then, in the right-hand side of (5.6), $C(g)$ can be replaced by $(\xi_t + C)(k_0)$ without changing its value, because vertices connected by lines with $|t| > 1$ are localized in separate intervals in time. (There is no momentum cutoff on $k_0$ components.) With this replacement made, regard the right-hand side of (5.6) as a product of operators. For example, for a given vertex $A$, the corresponding operator would have the kernel

$$
(\xi_t + C)(k_0, k_1, k_2) \phi(\tilde{k}_1) \phi(-\tilde{k}_2) d\tilde{k}_1 d\tilde{k}_2.
$$

(5.8)

(5.9)

The proof of (5.9) is postponed. The Hilbert–Schmidt norms are simplified by the estimate,

$$
\langle(\text{Tr} |\tilde{K}_f|^2) \rangle \leq \sum_S \prod_{\mu_1, \mu_2, n_1, n_2} \int \int H_{\tilde{K}_f}(\tilde{k}_1, \tilde{k}_2) \phi(\tilde{k}_1) \phi(-\tilde{k}_2) d\tilde{k}_1 d\tilde{k}_2 \
\times \sum_{\mu_1, \mu_2, n_1, n_2} \int \int R_{\mu_1}(\tilde{k}_1, \tilde{k}_2) \phi(\tilde{k}_1) \phi(-\tilde{k}_2) d\tilde{k}_1 d\tilde{k}_2 + \delta E_{\mu_1, \mu_2},
$$

(5.10)

where $\mu_1$ runs over $S$ and $\mu_2$ over $S'$ and, by definition,

$$
\|Q_k\|_2^2 = \int \left| Q_k(p_1, p_2, \vec{k}) \right|^2 C(\vec{k}) d\vec{k} dp_1 dp_2,
$$

(5.11)

$$
\|R_{\mu_1}\|_{L^2} = \int \left| R_{\mu_1}(\tilde{k}_1, \tilde{k}_2) \right|^2 C(\tilde{k}_1) C(\tilde{k}_2) d\tilde{k}_1 d\tilde{k}_2.
$$

(5.12)

Note that $\|Q_k\|_{L^2} = \text{tr}(C^{-1/2} H C^{1/2})$ by (5.1). From Ref. 6, Lemma (2.6),

$$
\sum_{\mu_1, \mu_2, n_1, n_2} \int \int H_{\tilde{K}_f}(\tilde{k}_1, \tilde{k}_2) \phi(\tilde{k}_1) \phi(-\tilde{k}_2) d\tilde{k}_1 d\tilde{k}_2 + \delta E_{\mu_1, \mu_2}.
$$

(5.13)

The proof of Lemma (4.7) will now follow from estimates on the norms in (5.13). These are given in the next section.

(5.9) is proved by

$$
\|C^{-1}(\xi_t + C)\|_{L^2} \leq \| (m^2 - \Delta) \chi_1 C \|_1 \leq \mathcal{O}(1/d_t^n),
$$

where the last inequality follows from the exponential decay of $\chi_1$ away from the origin.

The $L^p$ method is now given. Suppose $f_1$ are two particle polynomials on Nelson space, whose time supports are localized in unit intervals denoted by $I$ in the usual way. Suppose $\mathcal{O}(l)$'s are localized in $I$ in this manner:
(\prod_{t} f_{t})_{\eta} = \left( \prod_{t} \prod_{i \in t} f_{t} \right)_{\eta}

= \prod_{\eta} \left[ \frac{E_{\eta}}{f_{t}} \right] \left( \prod_{i \in t} f_{t} \right)_{\eta},

(5.14)

where \( E_{t} \) denotes the projection onto the time slice \( t = 1 \) in Nelson space. This is not to be confused with the projection onto the interval \( I \). This notation is described in Ref. 7:

\[ \prod_{\eta} \left[ \frac{E_{\eta}}{f_{t}} \right] \left( \prod_{i \in t} f_{t} \right)_{\eta}, \]

(5.15)

The bars denote the operator norm on \( L^{2}(Q) \), i.e., Nelson space. By hypercontractivity (see Chap. III, Ref. 7), (5.15) is overestimated by

\[ \prod_{\eta} \left\| \frac{E_{\eta}}{f_{t}} \right\|_{\rho}, \]

(5.16)

provided \( \rho \) sufficiently large. Applying the Hölder inequality to (5.16) implies

\[ \left\| \prod_{t} f_{t} \right\|_{\rho} \leq \prod_{t} \left\| f_{t} \right\|_{\rho(t)}. \]

(5.17)

Since \( f_{t} \) is a two-particle operator for each \( t \), Nelson's best estimate applied to the operator \( \exp(-tN) \) for sufficiently large \( t \) shows that

\[ \left\| f_{t} \right\|_{\rho(t)} \leq \left\| \rho(t) - 1 \right\| f_{t} \right\|_{\rho}. \]

(5.18)

Nelson's best estimate is also described in Ref. 7, Chap. III. (16.17) and (5.18) imply that

\[ \left\| \prod_{t} f_{t} \right\|_{\rho(t)} \leq \prod_{t} \left( \left\| f_{t} \right\|_{\rho(t)} \right). \]

(5.19)

(5.19) applied to (5.4) implies (5.13).

6. ESTIMATES ON KERNELS

In this section the five estimates (6.1)–(6.5) given below, are proved. For (6.1), suppose \( \lambda \) is a completely contracted vertex, i.e., in the fermion graph \( F \), neither of the lines \( l_{1} \) and \( l_{2} \) which leave \( \lambda \) are open. Then, for \( \eta > 0 \) and some \( \eta > 0 \) independent of \( n \),

\[ \left\| Q_{\lambda} \right\|_{\rho} \leq O(1) \left( 1 + L_{\lambda} \right)^{n} \log^{2}(n) a^{n} d_{1}d_{2}t_{1}t_{2}, \]

(6.1)

where \( L_{\lambda} \) is the low momentum cutoff associated with \( \lambda \) (in \( \lambda \) only for \( P \) vertices). \( L_{\lambda} \) is defined by (2.22).

For (6.2), suppose \( \lambda \) is not completely contracted so that \( l_{1} \) is an open line in \( F \). Then, for \( \eta > 0 \),

\[ \left\| Q_{\lambda} \right\|_{\rho} \leq O(1) \left( 1 + L_{\lambda} \right)^{n} \log^{2}(n) a^{n} d_{1}d_{2}t_{1}t_{2}, \]

(6.2)

The factor \( (1 + L_{\lambda})^{n} \) is put in merely to make the notation uniform. In fact, since \( \lambda \) has an open line, \( \lambda \) is a C vertex and therefore \( L_{\lambda} = 0 \). For (6.3) and (6.4) suppose \( \mu_{1} \) and \( \mu_{2} \) are \( P \) vertices in cancelled renormalization subgraphs; then

\[ \left\| R_{\mu_{1}} \right\|_{\rho} \leq O(1) \left( 1 + L_{\mu_{1}} \right)^{n} (1 - s_{\mu_{1}})^{1/32}, \]

(6.3)

\[ \left\| R_{\mu_{2}} \right\|_{\rho} \leq O(1) \left( 1 + L_{\mu_{2}} \right)^{n} (1 - s_{\mu_{2}})^{1/32}, \]

(6.4)

where \( s_{\mu_{1}} \) and \( s_{\mu_{2}} \) are the times of the \( P \) vertices and \( I \), as usual, is the label that the unit interval containing \( \mu_{1} \) (\( \mu_{2} \)). For (6.5) the notation \( I(\mu) \) is used to denote the interval containing a vertex \( \mu \) and \( \mu \) runs over all \( P \) vertices which are part of cancelled renormalization subgraphs:

\[ \int_{d_{1}d_{2}} \prod_{\mu \in P} d_{1} d_{2} I(\mu) (1 - s_{\mu})^{1/32} \leq \prod_{I} \left( \left\| Q_{\lambda} \right\|_{\rho} \right), \]

(6.5)

where if \( I \) is open, \( \omega_{I} = \frac{1}{16} \); if \( I \) connects two completely contracted vertices, \( \omega_{I} = \frac{10}{16} \); if \( I \) connects to a vertex which is not completely contracted, \( \omega_{I} = \frac{13}{16} \). The case in which \( I \) connects two vertices which are both not completely contracted cannot occur by the way the expansion is defined.

Lemma (4.7) is proved by combining (6.1)–(6.5) with (5.13) and noting that the number of subsets \( S \) summed over in (5.13) is less than \( 3^{n} \).
\[
\left. \int_{\| p_1 \| = K} \int_{\| p_2 \| = K} dp_1 dp_2 \left( \omega(p_1, p_2, k_2) \right) \right| P_1(p_1, p_2) \left( \| p_1 \| = K, \| p_2 \| = K \right) < 0.1
\]

where \( \rho(p_1, p_2) \) is a lower cutoff at \( L_{\alpha} \) [see (1.10)]. These corresponding inequalities are respectively implied by (6.12) and (6.13) below. For \( \varepsilon > 0, \alpha \eta > 0 \) such that

\[
(6.13)
\]

by (1.4). This completes the proof that, given (6.17), (6.3) holds with \( R_{\alpha} \) replaced by (6.14). In a similar way (6.15) and (6.16) imply that (6.3) holds with \( R_{\alpha} \) replaced by (6.12) and (6.13) respectively. Therefore, the proof of (6.3) reduces to proving (6.15)–(6.17), (6.15) and (6.16) are elementary. (6.17) is implied by the following three elementary inequalities. For \( \varepsilon > 0, \alpha \eta > 0 \) such that

\[
\int dp \left| \frac{\omega(p)(\omega(p_1 - p, \xi, \phi) - \rho(\xi, \phi) - M^2)}{\omega(p)(\omega(p_1 - p, \xi, \phi) - \rho(\xi, \phi) - M^2)} \right| < 0.1
\]

where \( \chi(p) \) is the characteristic function of the set \{ \( | p | < K, | \xi - \phi | < K \} \) and \( \chi_0 \) is given by putting \( \xi = 0 \). This completes the proof of (6.3).

**Proof of (6.4):** From (2.16), (2.13), and (1.8)

\[
\delta E_{\mu} = \left( \frac{\lambda}{4n} \right)^2 \int_{\| p_1 \| = K} \left| \hat{\chi}(p_1 + p_2) \right|^2 \left| \omega(p_1 + p_2) - \rho(p_1 + p_2) - M^2 \right| \rho(p_1, p_2) \mu(k) \left( | p | < K, | \xi - \phi | < K \right)
\]

(6.27)

where \( \chi_0(p) \) is the characteristic function of the set \{ \( | p | < K, | \xi - \phi | < K \} \). This completes the proof of (6.3).

**Proof of (6.5):** From (2.25) P vertices are time ordered, but C vertices are not. First assume that all vertices are time ordered and labelled in that order by \( 1, 2, 3, \ldots \). By (2.25) each vertex is also restricted to lie in a certain interval. Suppose, for example, that a vertex \( \nu \) in \( [l - 1, l] \) is contracted by a line \( l \) to \( \nu^* \) in \( [l', l + 1] \). Let \( s_0 < s_0 < \cdots < s_n \leq l \) be the times of the intervening vertices. Then, for \( s_0, s_0 < \cdots < s_0 < \cdots < s_n = \nu^* \) positive numbers with \( s_0 < \cdots < s_n = \nu^* \),

\[
\int_{\| p_1 \| = K} \left| \hat{\chi}(p_1 + p_2) \right|^2 \rho(p_1, p_2) \mu(k) \left( | p | < K, | \xi - \phi | < K \right)
\]

(6.29)

By use of estimates similar to (6.30) it follows that

\[
\int_{\| p_1 \| = K} \left| \hat{\chi}(p_1 + p_2) \right|^2 \rho(p_1, p_2) \mu(k) \left( | p | < K, | \xi - \phi | < K \right)
\]

(6.31)
where the $\xi_r$ are chosen as in (6.5). There are less than $\Pi_l M(l)!$ ways of time ordering the region of integration on the right-hand side of (6.5); therefore, (6.5) follows from (6.32).

7. Estimates on the Exponent

In this section it is proved that, given $K$ and $\epsilon > 0$ there exists a function $c(\phi)$ such that

$$H_{SR} + V + c(\phi) \succeq - O(K^2)$$

$$H_{SB} - 2c(\phi) \succeq - O(1).$$

(7.1a)

(7.1b)

A corresponding estimate is also proved for $G_Y$. This proves the claim made in (2.1). By replacing $K$ with $K_i$ and referring to (2.24), (2.8), and (2.17a), the proof of (4.1) also follows.

Define the quantities

$$N_{SR} = \int \omega^*(p)b^*(p)b(p) + b^*(p)b(p) dp$$

$$N_{SB} = \int \mu^*(k)\lambda^*(k)\mu(k) dk$$

(7.2a)

(7.2b)

$\Omega$ is the Fock vacuum.

$$r(p_1, p_2) = \text{characteristic function of the set}$$

$$\{ |p_1| > L \text{ or } |p_2| > L \}.$$ (7.3)

$L$ will be chosen later.

$$V_{SR} = \int_{p_1, p_2 \leq K} \left[ b^*(p) b^*(p) + b(-p) b(-p) \right] r(p_1, p_2)$$

$$\times W_{K} (p_1, p_2, k) \phi(k) dp_1 dp_2$$

$$\times f^2(x) \phi^2(x) :dx - (E_K - E_L)$$

(7.4)

$$V_{SR} = \int_{p_1, p_2 \leq K} \left[ b^*(p_1)b(p_2) + b^*(p_2)b(p_1) \right] r(p_1, p_2)$$

$$\times W_{K} (p_1, p_2, k) \phi(k) dp_1 dp_2$$

(7.5)

$$\Gamma V_{SR} = \int_{p_1, p_2 \leq K} \left[ b^*(p_1)b^*(p_2) - b(-p_1)b(-p_2) \right]$$

$$\times \phi(k) dp_1 dp_2$$

(7.6)

where $\tilde{\omega}(p) = \omega(p) - \omega^*(p)$, $\tau < 1$. In order that $\tilde{\omega} > 0$, assume the fermion mass is larger than unity. This is not an essential restriction. Note that $\Gamma V_{SR}$ is an anti-symmetric operator designed so that

$$\Gamma V_{SR}, H_{SR} - N_{SR} + V_{SR} + \frac{1}{2}(m^2_K - m^2)$$

$$\times \int g^2(x) \phi^2(x) :dx + (E_K - E_L) = 0.$$ (7.7)

(7.1a, b) are obtained by adding the inequalities (7.8) given below.

Given $\tau \in (0, 1)$, for sufficiently large $L$, there exists $c_1(\phi)$ such that

$$H_{SR} - N_{SR} + V_{SR} + c_1(\phi) \succeq - O(1),$$

$$H_{SB} - 2c_1(\phi) \succeq - O(1).$$

(7.8a)

(7.8b)

Given $\epsilon > 0$, for $L$ sufficiently large and $\tau$ close enough to 1 ($\tau < 1$), there exists $c_2(\phi)$ such that

$$\frac{1}{2} N_{SR} + V_{SR} + c_2(\phi) \succeq - O(K^2),$$

$$\frac{1}{2} N_{SB} - 2c_2(\phi) \succeq - O(1).$$

(7.8c)

(7.8d)

Given $L$ there exists $c_3(\phi)$ such that

$$\frac{1}{2} N_{SR} + V_{SR} + c_3(\phi) \succeq - O(1),$$

$$\frac{1}{2} N_{SB} - 2c_3(\phi) \succeq - O(1).$$

(7.8e)

(7.8f)

where $V_L$ is defined by replacing $K$ by $L$ in the definition of $V$ in (1.6).

A proof for (7.8e, f) may easily be constructed using the following remarks. (1) The mass counterterm in $V_L$ is formally positive. (2) Each kernel of $V_L$ can be written as the sum of products of Hermite functions plus remainder in such a way that the term corresponding to the remainder can be estimated by an $N_{SR}$ estimate as will be demonstrated for (7.8c, d). The other term can be majorized by a suitable boson function by

$$\sum w_{\{1, b\}} b^*(p) b(b(P)b(P)) \succeq \sum w_{\{1, b\}} |b(b(P)b(P))|,$$

where $w_{\{1, b\}}$ are Hermite functions with unit $L_2$ norm.

(7.8a, b) will now be proved by Glimm’s dressing transformation (Ref. 1).

Define

$$\tilde{b}(p) = b(p) - [\Gamma V_{SR}, b(p)], \quad \tilde{b}'(p) = b'(p) - [\Gamma V_{SR}, b'(p)]$$

(7.9)

and calculate, using (7.7), the operator $\int \omega(p) \tilde{b}^*(p)b(p) + \tilde{b}^*(p)b(p) dp$. Then, since this operator is positive,

$$0 \succeq H_{SR} - N_{SR} + V_{SR} + \frac{1}{2}(m^2_K - m^2)$$

$$\times g^2(x) \phi^2(x) :dx + (E_K - E_L) - \int \omega(p) \tilde{b}^*(p)b(p)$$

$$\times [\Gamma V_{SR}, b'(p)]dp.$$ (7.10)

The result of normal ordering the fermion operators in the second order term in (7.10) can be represented graphically as

$$\int = - \quad + \quad$$

(7.11)

The first term on the right-hand side of (7.11) is the negative of a positive operator; therefore, (7.10) implies

$$H_{SR} - N_{SR} + V_{SR} + \frac{1}{2}(m^2_K - m^2)$$

$$\times g^2(x) \phi^2(x) :dx + \int \omega(p) \tilde{b}^*(p)b(p)$$

$$\times [\Gamma V_{SR}, b'(p)]$$

$$\succeq (E_K - E_L) - \int \omega(p) \tilde{b}^*(p)b(p)$$

$$\times [\Gamma V_{SR}, b'(p)]$$

(7.12)

where $q$ denotes the kernel of the last term on the right-hand side of (7.11). The boson fields in this term have also been normal ordered in obtaining (7.12). The right-hand side of (7.12) is equal to [see (1.5b)]

$$\left( \frac{\lambda}{4\pi} \right)^2 \int_{p_1, p_2 \leq K} \frac{\omega_\lambda \omega_{\lambda} - \omega_\mu \omega_\mu}{\omega_\lambda \omega_{\lambda}}$$

$$\times \phi(p_1, p_2) \omega(p_1, p_2)$$

(7.13)

$$\times dp_1 dp_2,$$

It can readily be checked that this behaves as $- O(\log K)$. For large $L$, $c_3(\phi)$ can be chosen to be the last two terms on the left-hand side of (7.12), i. e.,
\[
\left(\frac{\lambda}{4\pi}\right)^2 \int d\xi : \phi(k_1)\bar{\phi}(k_1 - \xi) \left( \int_{p_1, p_2, k_1} \frac{\omega_1\omega_2 - k_1\cdot k_2 - M^2}{\omega_1\omega_2} \times r(p_1, p_2) \frac{\omega_1\omega_2 - k_1\cdot k_2 - M^2}{\omega_1\omega_2} r(p_1, p_2) \times \frac{1}{\omega_1 + \omega_2} \right) \delta(\xi) d\xi - \int_{p_1, p_2, k_1} \frac{\omega_1\omega_2 - k_1\cdot k_2 - M^2}{\omega_1\omega_2} r(p_1, p_2) \times \frac{1}{\omega_1 + \omega_2} \right) \delta(\xi) d\xi
\]

(7.14)

\[
W_t + W_2)
\]

(7.8b) is a consequence of an \(N_{tr}\) estimate (Ref. 8).

Let \(q'(k_1, k_2)\) denote the kernel of (7.14) so that (7.14) equals

\[
I dk_1 dk_2 \cdot \bar{c}(k_1)q'(k_1, k_2)c(- k_2) \cdot \delta(k_1 + k_2).
\]

(7.15)

Then (7.8b) holds if the \(L^2\) norm of \(\int dt dP_2 dk_1 \int dt dP_2 /J(t)q'(t, k_2) /J(t)/J(k_2) /J(t)\) can be made arbitrarily small, uniformly in \(K\), by choosing \(L\) large. The estimates for this are omitted. See (6.17).

Next it is shown that, in (7.8c, d), \(c_2(\phi)\) can be chosen to be

\[
c_2(\phi) = \frac{1}{2} \int_{p_1, p_2, k_1} r(p_1, p_2) W_s(p_1, p_2, k_1) \frac{1}{\omega_2} W_s(p_1, p_2, k_2) \times : \phi(k_1)\phi(- k_2) : dp_1 dp_2 dk.
\]

(7.16)

For, by an \(N_{tr}\) estimate to \(V_{sr}\), regarding the \(\phi's\) as numerical quantities,

\[
\| V_{sr}N_{tr}^{-1/2} \|_F \leq \left[ 2[c_2(\phi) + O(K^4)] \right]^{1/2}.
\]

(7.17)

The \(O(K^4)\) arises when the bosons are normal ordered to comply with (7.16). (7.17) implies

\[
V_{sr}^2 \leq 2[c_2(\phi) + O(K^4)] N_{tr},
\]

and since operator inequalities are preserved in the taking of square roots,

\[
\pm V_{sr} \leq \sqrt{2} \left[ c_2(\phi) + O(K^4) \right]^{1/2} N_{tr}^{1/2} \leq c_2(\phi) + O(K^4) + \frac{1}{2} N_{tr}.
\]

(7.18)

The expression under the square root is equal to (7.16) with the \(\phi's\) normal ordered. This is a positive operator so the square root is well-defined. (7.18) is equivalent to (7.8c).

(7.8d) is proved by an \(N_{tr}\) estimate. From (7.16), it suffices to show that the \(L^2\) norm of (7.19) can be made arbitrarily small, uniformly in \(K\), by choosing \(L\) large:

\[
\mu(k_1)^{-1} \int_{p_1, p_2, k_1} \omega_1 r(p_1, p_2) W_s(p_1, p_2, k_1) \frac{1}{\omega_2} W_s(p_1, p_2, k_2) \times dp_1 dp_2 \mu(k_2)^{-1}.
\]

(7.19)

Since this is the kernel of a positive operator on \(L^2(K)\), the \(L^2\) norm is less than its trace which is less than

\[
0(1) \int dt | \delta(t)|^2 \int_{p_1, p_2, k} \omega_1 \omega_2 + \omega_1^2 + M^2 \omega_2 \times r(p_1, p_2) \omega_1 \omega_2
\]

\[
0(1) \int dt | \delta(t)|^2 \int_{p_1, p_2, k} \omega_1 \omega_2 + \omega_1^2 + M^2 \omega_2
\]

(7.20)

\[
= O(1) \int_0^\infty dt t^{-1+\alpha/2} \exp(-\alpha N_{tr}) \int_{p_1, p_2} \mu(k_1)^{-1} r(p_1, p_2) \omega_1^2 \omega_2 \times \delta(p_1, p_2) \omega_1 \omega_2
\]

\[
= O(1) \int_0^\infty dt t^{-1+\alpha/2} \int_{p_1, p_2} \mu(k_1)^{-1} r(p_1, p_2) \omega_1^2 \omega_2 \times \delta(p_1, p_2) \omega_1 \omega_2
\]

(7.29)

\[
= O(1) \int_0^\infty dt t^{-1+\alpha/2} \int_{p_1, p_2} \mu(k_1)^{-1} r(p_1, p_2) \omega_1^2 \omega_2 \times \delta(p_1, p_2) \omega_1 \omega_2
\]

(7.30)

\[
= O(1) \int_0^\infty dt t^{-1+\alpha/2} \int_{p_1, p_2} \mu(k_1)^{-1} r(p_1, p_2) \omega_1^2 \omega_2 \times \delta(p_1, p_2) \omega_1 \omega_2
\]

(7.31)

Therefore, the \(\|_P\) norm of (7.29) is bounded by

\[
\| c_2(\phi) \|_P \leq 0(1) \omega(1) \omega(1) \omega(1) \omega(1) \omega(1).\]

(7.21)
By using the hypothesis $M > N$, $\alpha$ is picked so that $\alpha > \frac{1}{2}$, $1/2(1 - \alpha) < M/N$. (7.41)

Let $\gamma = 1/2(1 - \alpha)$. Note that $1 < \gamma < M/N$.

By hypercontractivity and the F, K, N. formula (Ref. 7), it is sufficient to prove

$$\exp(-\int_0^T (U(t) - O(1)T^\gamma(t))dt) \in L^\rho$$

for $1 < \rho < \infty$, where

$$U(t) = \int g(x); \phi(x,t); dx,$$

$$T(t) = \int Y(k_1, k_2); \phi^k(x, t); dk_1 dk_2.$$ (7.44)

$[\phi(x, t), \phi(k, t)]$ refer to Euclidean fields. Define $U_r(t)$ and $T_L(t)$ by introducing a sharp momentum cutoff at $L$ into each field in the spatial momentum. Let

$$\delta U_r(t) = U(t) - U_L(t), \quad \delta T_L(t) = T(t) - T_L(t).$$

The following estimate is easy to show, for each $L$: $\int_0^T (U(t) - O(1)T^\gamma(t))dt \in L^\rho$}

$\delta U_r(t) \in L^\rho, \quad \delta T_L(t) \in T_L(t).$ (7.45)

Suppose the estimates

$$\int_0^T (U(t) - O(1)T^\gamma(t))dt \in L^\rho$$

$\delta U_r(t) \in L^\rho, \quad \delta T_L(t) \in T_L(t).$ (7.46)

hold for some $\eta > 0$ and all $L$; then Nelson's method (Ref. 9) can be applied to prove (7.42). Therefore, it suffices to prove (7.47a, b).

Proof of (7.47a): In (7.40), $\epsilon \tau + \tau > 1$; therefore,

$$\int \left[ \frac{1}{\omega^2} \frac{1}{\omega^2} \frac{1}{\omega^2} \right] \leq O(1).$$

(7.48)

This implies that, considered as operators on $L^2(R)$,

$$Y \in O(1) \tilde{g} + \tilde{g};$$

(7.49)

therefore,

$$T_L(t) \in O(1) \int g(x); \phi(x, t); dx.$$ (7.50)

Since $\gamma > 1$ and by hypothesis $1 < \gamma < M/N$, the "Hölder" inequality can be applied to (7.51) so that

$$U(t) - O(1)T^\gamma(t) \leq U(t) - O(1) \int g(x); \phi(x, t); dx.$$ (7.52)

Therefore, (7.47a) is proved if it is shown that

$$\phi(x, t); \phi(\gamma, t); \phi(x, t); \phi(x, t); \phi(x, t);$$

(7.54)

This follows from Wick's theorem since $\gamma < M/N$.

Proof of (7.47b): This is a consequence of hypercontractivity, e.g.,
\[ \| \int_0^1 dt (\delta U_L(t) - O(1) |\delta T_L(t)|^r) \|_q \leq \int_0^1 dt \| \delta U_L(t) \|_q + O(1) \int_0^1 dt \| \delta T_L(t) \|_q^r. \]  

(7.55)

Now apply Nelson's best estimate to each term separately on the right-hand side. (For Nelson's best estimate, see Ref. 10).

**APPENDIX: UNIFORMITY IN THE EXPECTATION STATE**

It is sufficient to find a uniform lower bound for

\[ \lim_{T \to \infty} (1/T) \ln \langle s' e^{-\frac{T}{2} H} \rangle, \]

(A1)

where \( s \) and \( s' \) have the form of a product of a Wick monomial in Fermi fields with an \( L^\infty \) function on \( Q \) space depending on time zero fields. Finite sums of quantities of this type are dense, and, by virtue of the \( T \) limit, (1.1) evaluated for such a sum is bounded below by the infimum over cross product contributions. The \( L^\infty \) functions can be majorized by their sup norms during "derivation." The resulting constant gives no contribution in the \( T \) limit. The fermion parts of \( s \) and \( s' \) can be introduced in the calculation by allowing the \( "P" \) vertices to contract with the "external" fields in \( s \) and \( s' \). Suppose the latter have been labelled \( 1, 2, \ldots, \rho \), then the inclusion of a factor \( (\Pi A^{n_t}(t))^{(\rho!)} \) in (4.4) is sufficient to count the extra fermion graphs. A "\( P \)" vertex has two legs, each of which can be external or internal, hence the \( (\Pi A^{n_t})(t) \). In the set of external legs, the first has \( \rho \) choices of external fields with which to contract, the second has \( \rho - 1 \), etc.; hence the \( \rho! \). The \( (\Pi A^{n_t})(t) \) can be absorbed into the \( O(1)^{\rho!} \) in (4.4). The \( T \) limit annihilates the \( \rho! \); hence a uniform bound holds for (1.1), and the Hamiltonian is bounded below.
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