well as polymer and surface. See, for example, the definition of $\bar{\epsilon}$ preceding Eq. (40) of FH-2.
In the plateau region, on the other hand, adsorption was predicted to be molecular weight independent. Considering the approximations involved, it would probably be more realistic to simply assert that molecular weight dependence is small. The predicted increase in the adsorption plateau with increasing temperature can be easily explained. At higher temperatures the adsorbed polymer coils are more extended normal to the adsorbing surface accommodating more polymer
molecules in the interface at complete surface coverage. Or, putting it another way, at higher temperatures each adsorbed polymer molecule contacts fewer adsorption sites, thus requiring more polymer to completely occupy all sites.

Additional numerical examples and discussion will be presented in a forthcoming publication. ${ }^{8}$

[^0]
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#### Abstract

A method of direct numerical integration of the one-dimensional wave equation is described and illustrated by calculations of the radial wavefunctions, vibrational energy levels, and numbers of bound states for diatomic molecules. Within the validity of the Born-Oppenheimer approximation, the procedure yields arbitrarily accurate eigenvalues. Several potentials involving long-range, inverse-sixth-power attractions are examined. Results are compared with those from the first-order WKBJ integral and with the Dunham form of the second-order WKBJ approximation.


## INTRODUCTION

DESPITE recent progress, the problem of deriving interatomic potentials from first principles remains formidable. ${ }^{1}$ Nevertheless, spectroscopic data, the numerous transport properties for atomic systems, and scattering experiments can be correlated in terms of empirical potentials. Many such potentials have been proposed, and found useful in special cases. ${ }^{2}$ Guided by evidence from atomic beam scattering ${ }^{3-5}$ as well as spectroscopic data, ${ }^{6}$ however, we wish to restrict consideration to potentials for which the long-range part varies as $r^{-6}$. This dependence is of crucial importance in controlling the energy levels of the higher vibrational states and the total number of bound states. Unfortunately, the special potentials for which exact, or nearly exact, analytical solutions are available do not have the required long-range form. Consequently, numerical methods are necessary to compute precise

[^1]eigenvalues and eigenfunctions for "realistic" potentials.

The present paper describes an iterative procedure for direct integration of the radial Schrödinger equation, which yields eigenvalues of arbitrarily high accuracy. The method is illustrated by application to several potentials. Parallel computations by the firstorder WKBJ approximation and by the Dunham version of the second-order WKBJ method have also been carried out in order to assay the precision and applicability of these simpler methods.

## Some Preliminary Considerations

Within the framework of the Born-Oppenheimer approximation, the nuclear and electronic wavefunctions may be separated. The equation for radial wavefunctions describing the nuclear motion may be written in the reduced form:

$$
\begin{equation*}
\left(d^{2} Y / d z^{2}\right)+B_{z}\left[K-V_{\text {eff }}{ }^{*}(z)\right] Y=0, \tag{1}
\end{equation*}
$$

where $z=r / r_{m}, \quad V(z)=z R(z), B_{2}=2 \mu \epsilon r_{m}^{2} / \hbar^{2}, K=E / \epsilon$, $V^{*}(z)=V(z) / \epsilon$, and

$$
V_{\mathrm{eff}}{ }^{*}(z)=V^{*}(z)+\left[B_{z}^{-1} l(l+1)\right] / z^{2} .
$$

In the above, $R(r)$ is the radial wavefunction; $r_{m}$ is the position of the minimum in the interatomic po-


Fig. 1. Computer flow diagrams: (a) $B_{z}$-crit (v). (b) $-K(v)$.
tential; $\mu$ is the reduced mass; and $\epsilon$ is the depth of the well. $E$ is an eigenenergy satisfying the boundary conditions for bound states: $0=Y(0)=Y^{\prime}(0)=Y(\infty)=$ $Y^{\prime}(\infty)$, and $K$ is the "reduced" eigenenergy. $B_{z}$ is a dimensionless quantity related to the spectroscopic constant $B_{e}$, by $B_{z}=\left(B_{e} h c / \epsilon\right)^{-1}$, and $l$ is the orbital

TABLE I. $B_{z}$-critical.

|  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v$ | L-J <br> $(12.000,6)$ | Exptl. <br> $(12.000,6)$ | Exptl. <br> $(13.772,6)$ | Exptl. <br> $(15.000,6)$ | Morse <br> $(6)$ |  |
| 0 | 7.07 | 6.34 | 7.18 | 7.73 | 9.00 |  |
| 1 | 46.6 | 44.1 | 48.9 | 51.8 | 81.0 |  |
| 2 | 121.3 | 115.2 | 127.6 | 134.9 | 225.0 |  |
| 3 | 231.1 | 219.9 | 243.4 | 257.1 | 441.0 |  |
| 4 | 376.0 | 358.0 | 396.2 | 418.4 | 729.0 |  |
| 5 | 556.1 | 529.6 | 586.2 | 618.8 | 1089.0 |  |
| 6 | 771.3 | 734.8 | 813.0 | 858.4 | 1521.0 |  |
| 7 | 1021.7 | 973.5 | 1077.0 | 1137.0 | 2025.0 |  |
| 8 | 1307.1 | 1245.6 | 1378.1 | 1454.7 | 2601.0 |  |
| 9 | 1627.7 | 1551.2 | 1716.1 | 1811.6 | 3249.0 |  |
| 10 | 1983.5 | 1890.3 | 2091.3 | 2207.5 | 3969.0 |  |
| 11 | 2374.4 | 2262.9 | 2503.4 | 2642.6 | 4761.0 |  |

quantum number (conventionally written $J$ for bound systems).

We will consider the following reduced potentials: the radial harmonic oscillator,

$$
V^{*}(z)=-1+\frac{1}{2} k(z-1)^{2},
$$

the Morse,

$$
V^{*}(z)=-1+\{1-\exp [-\eta(z-1)]\}^{2}, \quad \text { Morse }(\eta)
$$

the family of Lennard-Jones $(n, 6)$ potentials,

$$
\left.V^{*}(z)=[6 / n-6)\right] z^{-n}-[n /(n-6)] z^{-6}, \quad \mathrm{~L}-\mathrm{J}(n, 6)
$$

and the family of exponential $(\alpha, 6)$ potentials,

$$
\begin{array}{r}
V^{*}(z)=[6 /(\alpha-6)] \exp [-\alpha(z-1)]-[\alpha /(\alpha-6)] z^{-6} . \\
\operatorname{exptl}(\alpha, 6)
\end{array}
$$

Table II. Empirical expansion coefficients for $B_{z}$-crit ( $v$ ).

| $B_{z}$-crit $\cong A\left(v+\frac{1}{3}\right)^{2}+B\left(v+\frac{1}{2}\right)+C \pm 0.1$ |  |  |  |
| :--- | :---: | :---: | :---: |
|  | $A$ | $B$ | $C$ |
| L-J $(12.000,6)$ | 17.567 | 4.409 | 0.47 |
| Exptl $(12.000,6)$ | 16.748 | 4.163 | 0.07 |
| Exptl $(13.772,6)$ | 18.522 | 4.673 | 0.22 |
| Exptl $(15.000,6)$ | 19.554 | 4.869 | 0.50 |

Fig. 2. Phase-shift extrapolations for L-J (12, 6 ) ; $v=11 \rightarrow 12$.


For intercomparison, the potentials may be matched to have common curvature at $z=1$, a condition which tends to superimpose the lower energy levels, or the L-J and exp potentials may be matched to coincide asymptotically at large $z$, a condition which tends to superimpose the uppermost energy levels and the total number of bound states. The former condition requires: $k=2 \eta^{2}=6 n=6 \alpha(\alpha-7) /(\alpha-6)$; the latter requires $n=$ $\alpha$. For illustration, we have chosen to match the potentials by the first condition to the curvature of the $\mathrm{L}-\mathrm{J}(12,6)$, i.e., $d^{2} V^{*}(z) / d z^{2}=72$, so that $k=72, \eta=6$, $n=12$, and $\alpha=13.772$. Some results for $\alpha=12$ and 15 are also presented.

Two computations have been performed for each potential: (a) calculation of the critical values of $B_{z}$ [designated $B_{z}$-crit(v)] for which the potential just contains the vth vibrational state; and (b) calculation, for several values of $B_{z}$, of sets of reduced eigenenergies, $(-K)$. In both computations $l$ has been set equal to zero, though the method is general for all $l$.

## COMPUTATION

The method employed is similar to that of Hartree, ${ }^{7}$ modified to take advantage of machine computation ${ }^{8}$ (IBM 7090). A trial value of $B_{z}$ or $K$ is assumed, the interior boundary conditions set, and a trial wavefunction generated by a Runge-Kutta-Gill numerical

[^2]integration. The asymptotic behavior of the trial wavefunction is then compared with the exterior boundary conditions to guide the choice of the next trial value of $B_{z}$ or $K$. Iterating, $B_{z}$ or $K$ is adjusted by successively smaller amounts until the desired precision is reached. This precision is then confirmed by systematic variation of the starting conditions and integration interval.

Table III. Eigenenergies for $B_{z}=2500$. Entries are $-K$ ( $\pm 5 \times 10^{-6}$ ). Potentials are matched to common curvature at $z=1$.

|  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $v$ | L-J(12,6) | Exptl. <br> $(13.772,6)$ | Morse (6) | H.O. (72) |
| 0 | 0.884165 | 0.884095 | 0.883605 | 0.880000 |
| 1 | 0.679395 | 0.677375 | 0.672395 | 0.640000 |
| 2 | 0.507665 | 0.502845 | 0.489995 | 0.400000 |
| 3 | 0.366555 | 0.359075 | 0.336395 | 0.160000 |
| 4 | 0.253525 | 0.244255 | 0.211595 |  |
| 5 | 0.165885 | 0.156065 | 0.115595 |  |
| 6 | 0.100765 | 0.091705 | 0.048400 |  |
| 7 | 0.055125 | 0.047835 |  |  |
| 8 | 0.025725 | 0.020745 |  |  |
| 9 | 0.009155 | 0.006475 |  |  |
| 10 | 0.001845 | 0.000925 |  |  |
| 11 | 0.000035 |  |  |  |

Table IV. Reduced eigenenergies for Lennard-Jones (12,6) potential. Entries are $-K$.

| $v$ | $B_{z}=10000$ |  |  | $B_{2}=2500$ |  |  | $B_{z}=900$ |  |  | $B_{z}=100$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Eigen | WKBJ | Dunham | Eigen | WKBJ | Dunham | Eigen | WKBJ | Dunham | Eigen | WKBJ | Dunham |
| 0 | 0.941045 | 0.9412 | 0.94105 | 0.884165 | 0.8843 | 0.88417 | 0.811515 | 0.8121 | 0.81152 | 0.500965 | 0.5053 | 0.50092 |
| 1 |  | 0.8302 | 0.83000 | 0.679395 | 0.6796 | 0.67941 | 0.507175 | 0.5076 | 0.50718 | 0.052085 | 0.0525 | 0.05435 |
| 2 |  | 0.7279 | 0.72765 | 0.507665 | 0.5078 | 0.50768 | 0.287845 | 0.2880 | 0.28795 |  |  | (0.02992) |
| 3 | 0.633695 | 0.6339 | 0.63369 | 0.366555 | 0.3365 | 0.36661 | 0.141505 | 0.1415 | 0.14214 |  |  |  |
| 4 |  | 0.5478 | 0.54786 | 0.253525 | 0.2535 | 0.25370 | 0.054895 | 0.0547 | 0.05719 |  |  |  |
| 5 |  | 0.4701 | 0.46984 | 0.165885 | 0.1658 | 0.16636 | 0.013335 | 0.0131 | 0.01966 | Values in | renth | are |
| 6 | 0.399295 | 0.3992 | 0.39933 | 0.100765 | 0.1006 | 0.10188 | 0.000775 | 0.0005 | 0.01527 | spurious dicted by | pper sta the Dun | $\begin{aligned} & \text { es pre- } \\ & \text { am } \end{aligned}$ |
| 7 |  | 0.3363 | 0.33602 | 0.055125 | 0.0549 | 0.05742 |  |  | (0.02885) | procedure |  |  |
| 8 |  | 0.2800 | 0.27960 | 0.025725 | 0.0256 | 0.03004 |  |  |  |  |  |  |
| 9 | 0.229515 | 0.2302 | 0.22974 | 0.009155 | 0.0090 | 0.01671 |  |  |  |  |  |  |
| 10 |  | 0.1864 | 0.18610 | 0.001845 | 0.0016 | 0.01425 |  |  |  |  |  |  |
| 11 |  | 0.1478 | 0.14835 | 0.000035 | 0.0001 | 0.01940 |  |  |  |  |  |  |
| 12 | 0.115225 | 0.1165 | 0.11614 |  |  | (0.02876) |  |  |  |  |  |  |
| 18 | 0.012345 | 0.0125 | 0.01895 |  |  |  |  |  |  |  |  |  |

## Critical Values of $\boldsymbol{B}_{z}$

Figure 1(a) presents a simplified flow diagram for the computation of the critical values of $B_{z} \cdot{ }^{9}$ Omitted from the diagram is a procedure which changes the integration step, $H$, so that an approximately constant number of cuts is taken along each halfwavelength. Within the accuracy of the computation ( $\pm 0.1$ in $B_{z}$ ) results are invariant when 20 or more cuts are evaluated in each halfwavelength. The schedule of $z$ intervals for $v=2$ was used as well for $v=0$ and 1 , since for these $v$ the shortest half-wavelength is infinite.

Initial conditions were usually taken to be $Y(0.65)=$ $10^{-30}$ and $Y^{\prime}(0.65)=6.65 \times 10^{-28}$, values whose ratio can be approximated from the WKBJ waveform for the L-J (12, 6) potential. However, no effect upon computed values of $B_{z}$-crit was observed when the initial conditions were either $Y(0.65)=0$ and $Y^{\prime}(0.65)=$ $10^{-30}$, or $Y(0.65)=10^{-30}$ and $Y^{\prime}(0.65)=0$, conditions which should generate results high and low, respectively. The parameter ZSTOP was typically 100. The results were not sensitive to ZSTOP when this number exceeded 50.

Computed values of $B_{z}$-crit are collected in Table I. The values for the Morse potential agree with the results from the analytical expression ${ }^{10,11}$

$$
\begin{equation*}
B_{z} \text {-crit }=\eta^{2}\left(v+\frac{1}{2}\right)^{2} . \tag{2}
\end{equation*}
$$

Computed, but omitted from the table, were values of $B_{z}$-crit $(v)$ for the harmonic oscillator potential,

[^3]H.O.(72), which also agreed with the appropriate analytical expression:
\[

$$
\begin{equation*}
B_{z} \text {-crit }=2 k\left(v+\frac{1}{2}\right)^{2} . \tag{3}
\end{equation*}
$$

\]

The calculated values of $B_{z}$-crit $(v)$ for the remaining potentials can be fitted empirically to expressions of the form:

$$
B_{z} \text {-crit }=A\left(v+\frac{1}{2}\right)^{2}+B\left(v+\frac{1}{2}\right)+C .
$$

Table II presents the fitted constants.

## Alternate Procedure for Confirmation of Critical $\boldsymbol{B}_{z}$

As a check on the computational procedure for $B_{z}$-crit(v), the number of bound states for several different $B_{z}$ values was determined by the application of Levinson's theorem, ${ }^{12}$ which makes use of scattering phase shifts for various positive energies. Extrapolation of the $s$-wave phases $\eta_{0}(K)$ to zero energy yields a value for the number, $n$, of bound states of zero angular momentum: $n=\eta_{0}(0) / \pi$. Figure 2 shows such a plot for the $\mathrm{L}-\mathrm{J}(12,6)$ potential, with $B_{z}$ values yielding $n=11$ or 12 . The phases were calculated by the method described in an earlier paper. ${ }^{13}$ The appropriate $n$-crit value of 11.5 is seen to be compatible with the calculations at higher and lower $B_{z}$. Similar check calculations were carried out in other ranges of $B_{z}$. It is noted that the convergence of this procedure is inferior to that of the iterative method since: (1) for each $B_{z}$ a series of phases is required, and (2) the series must be extended to $K<2 \times 10^{-6}$ if $n$ is to be determined with certainty.

[^4]Table V(a). WKBJ integrals for Lennard-Jones (12,6) potential. Entries are $B_{z}^{-1}\left(v+\frac{1}{2}\right) ; \theta=B_{z}^{-1}\left(l+\frac{1}{2}\right)^{2}$.

| $\grave{K}_{-K}^{\theta}$ | 0 | $10^{-4}$ | $5 \times 10^{-4}$ | $10^{-3}$ | $5 \times 10^{-3}$ | $10^{-2}$ | $1.5 \times 10^{-2}$ | $2.0 \times 10^{-2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.00 | 0.20101 | 0.20081 | 0.20005 | 0.19911 | 0.19234 | 0.18534 | 0.17946 | 0.17441 |
| 0.02 | 0.17554 | 0.17543 | 0.17502 | 0.17450 | 0.17065 | 0.16637 | 0.16254 | 0.15906 |
| 0.04 | 0.15906 | 0.15899 | 0.15873 | 0.15839 | 0.15585 | 0.15287 | 0.15007 | 0.14744 |
| 0.06 | 0.14744 | 0.14739 | 0.14719 | 0.14693 | 0.14495 | 0.14258 | 0.14032 | 0.13816 |
| 0.08 | 0.13816 | 0.13812 | 0.13795 | 0.13773 | 0.13608 | 0.13408 | 0.13216 | 0.13029 |
| 0.10 | 0.13029 | 0.13026 | 0.13011 | 0.12993 | 0.12849 | 0.12675 | 0.12505 | 0.12340 |
| 0.15 | 0.11431 | 0.11428 | 0.11417 | 0.11403 | 0.11292 | 0.11156 | 0.11022 | 0.10891 |
| 0.20 | 0.10154 | 0.10152 | 0.10142 | 0.10131 | 0.10039 | 0.09924 | 0.09813 | 0.09702 |
| 0.25 | 0.09071 | 0.09069 | 0.09061 | 0.09051 | 0.08970 | 0.08872 | 0.08774 | 0.08677 |
| 0.30 | 0.08120 | 0.08118 | 0.08111 | 0.08102 | 0.08031 | 0.07942 | 0.07855 | 0.07768 |
| 0.35 | 0.07266 | 0.07264 | 0.07258 | 0.07250 | 0.07185 | 0.07105 | 0.07026 | 0.06947 |
| 0.40 | 0.06488 | 0.06486 | 0.06480 | 0.06473 | 0.06413 | 0.06340 | 0.06266 | 0.06194 |
| 0.45 | 0.05769 | 0.05768 | 0.05762 | 0.05755 | 0.05700 | 0.05632 | 0.05564 | 0.05496 |
| 0.50 | 0.05100 | 0.05099 | 0.05094 | 0.05087 | 0.05036 | 0.04972 | 0.04908 | 0.04845 |
| 0.55 | 0.04473 | 0.04472 | 0.04467 | 0.04461 | 0.04412 | 0.04352 | 0.04292 | 0.04232 |
| 0.60 | 0.03881 | 0.03880 | 0.03875 | 0.03869 | 0.03824 | 0.03766 | 0.03709 | 0.03653 |
| 0.65 | 0.03320 | 0.03318 | 0.03314 | 0.03309 | 0.03265 | 0.03211 | 0.03157 | 0.03103 |
| 0.70 | 0.02785 | 0.02784 | 0.02780 | 0.02775 | 0.02733 | 0.02681 | 0.02630 | 0.02578 |
| 0.75 | 0.02274 | 0.02273 | 0.02269 | 0.02264 | 0.02224 | 0.02175 | 0.02125 | 0.02076 |
| 0.80 | 0.01785 | 0.01784 | 0.01780 | 0.01775 | 0.01737 | 0.01689 | 0.01642 | 0.01594 |
| 0.85 | 0.01314 | 0.01313 | 0.01310 | 0.01305 | 0.01268 | 0.01222 | 0.01177 | 0.01131 |
| 0.90 | 0.00861 | 0.00860 | 0.00857 | 0.00852 | 0.00817 | 0.00772 | 0.00728 | 0.00684 |
| 0.95 | 0.00423 | 0.00423 | 0.00419 | 0.00415 | 0.00380 | 0.00338 | 0.00295 | 0.00252 |
| 1.00 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 |

Table $\mathrm{V}(\mathrm{b})$. WKBJ integrals for exponential (12,6) potential. Entries are $B_{z}{ }^{-\frac{1}{2}}\left(v+\frac{1}{2}\right) ; \theta=B_{z}{ }^{-1}\left(l+\frac{1}{2}\right)^{2}$.

| $\theta$ |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Table V(c). WKBJ integrals for exponential (13.772, 6) potential. Entries are $B_{z}^{-7}\left(v+\frac{1}{2}\right) ; \theta=B_{z}^{-1}\left(l+\frac{1}{2}\right)^{2}$.

| $\rangle_{-K}^{\theta}$ | 0 | $10^{-4}$ | $5 \times 10^{-4}$ | $10^{-3}$ | $5 \times 10^{-3}$ | $10^{-2}$ | $1.5 \times 10^{-2}$ | $2.0 \times 10^{-2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.00 | 0.19554 | 0.19533 | 0.19457 | 0.19368 | 0.18709 | 0.18034 | 0.17459 | 0.16963 |
| 0.02 | 0.17075 | 0.17064 | 0.17024 | 0.16974 | 0.16600 | 0.16185 | 0.15814 | 0.15477 |
| 0.04 | 0.15477 | 0.15470 | 0.15444 | 0.15413 | 0.15166 | 0.14877 | 0.14607 | 0.14353 |
| 0.06 | 0.14353 | 0.14348 | 0.14328 | 0.14304 | 0.14113 | 0.13884 | 0.13666 | 0.13457 |
| 0.08 | 0.13457 | 0.13453 | 0.13437 | 0.13417 | 0.13257 | 0.13064 | 0.12879 | 0.12699 |
| 0.10 | 0.12699 | 0.12696 | 0.12681 | 0.12664 | 0.12525 | 0.12357 | 0.12194 | 0.12035 |
| 0.15 | 0.11159 | 0.11157 | 0.11146 | 0.11133 | 0.11026 | 0.10895 | 0.10766 | 0.10640 |
| 0.20 | 0.09930 | 0.09928 | 0.09919 | 0.09908 | 0.09819 | 0.09709 | 0.09601 | 0.09494 |
| 0.25 | 0.08885 | 0.08884 | 0.08876 | 0.08866 | 0.08789 | 0.08693 | 0.08599 | 0.08505 |
| 0.30 | 0.07967 | 0.07965 | 0.07959 | 0.07950 | 0.07881 | 0.07795 | 0.07711 | 0.07627 |
| 0.35 | 0.07141 | 0.07139 | 0.07133 | 0.07125 | 0.07063 | 0.06985 | 0.06908 | 0.06831 |
| 0.40 | 0.06386 | 0.06385 | 0.06379 | 0.06372 | 0.06314 | 0.06242 | 0.06171 | 0.06100 |
| 0.45 | 0.05687 | 0.05686 | 0.05681 | 0.05674 | 0.05620 | 0.05554 | 0.05487 | 0.05421 |
| 0.50 | 0.05035 | 0.05034 | 0.05029 | 0.05023 | 0.04973 | 0.04910 | 0.04848 | 0.04786 |
| 0.55 | 0.04422 | 0.04421 | 0.04416 | 0.04411 | 0.04363 | 0.04304 | 0.04245 | 0.04187 |
| 0.60 | 0.03842 | 0.03841 | 0.03837 | 0.03831 | 0.03786 | 0.03730 | 0.03674 | 0.03619 |
| 0.65 | 0.03291 | 0.03290 | 0.03286 | 0.03280 | 0.03237 | 0.03184 | 0.03131 | 0.03078 |
| 0.70 | 0.02765 | 0.02764 | 0.02760 | 0.02755 | 0.02713 | 0.02662 | 0.02611 | 0.02561 |
| 0.75 | 0.02261 | 0.02260 | 0.02256 | 0.02251 | 0.02211 | 0.02162 | 0.02113 | 0.02065 |
| 0.80 | 0.01776 | 0.01775 | 0.01772 | 0.01767 | 0.01729 | 0.01682 | 0.01635 | 0.01588 |
| 0.85 | 0.01310 | 0.01309 | 0.01305 | 0.01301 | 0.01264 | 0.01218 | 0.01173 | 0.01128 |
| 0.90 | 0.00859 | 0.00858 | 0.00855 | 0.00850 | 0.00815 | 0.00771 | 0.00727 | 0.00683 |
| 0.95 | 0.00423 | 0.00422 | 0.00419 | 0.00414 | 0.00380 | 0.00337 | 0.00295 | 0.00252 |
| 1.00 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 |



| $-K$ | 0 | $10^{-4}$ | $5 \times 10^{-4}$ | $10^{-3}$ | $5 \times 10^{-3}$ | $10^{-2}$ | $1.5 \times 10^{-2}$ | $2.0 \times 10^{-2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.00 | 0.18977 | 0.18909 | 0.18838 | 0.18750 | 0.18099 | 0.17460 | 0.16867 | 0.16381 |
| 0.02 | 0.16525 | 0.16507 | 0.16467 | 0.16418 | 0.16049 | 0.15647 | 0.15276 | 0.14944 |
| 0.04 | 0.14950 | 0.14944 | 0.14919 | 0.14887 | 0.14645 | 0.14361 | 0.14096 | 0.13846 |
| 0.06 | 0.13846 | 0.13841 | 0.13822 | 0.13797 | 0.13610 | 0.13385 | 0.13171 | 0.12967 |
| 0.08 | 0.12967 | 0.12963 | 0.12946 | 0.12927 | 0.12770 | 0.12582 | 0.12400 | 0.12224 |
| 0.10 | 0.12224 | 0.12221 | 0.12207 | 0.12190 | 0.12054 | 0.11890 | 0.11730 | 0.11575 |
| 0.15 | 0.10724 | 0.10718 | 0.10708 | 0.10694 | 0.10590 | 0.10463 | 0.10337 | 0.10215 |
| 0.20 | 0.09526 | 0.09522 | 0.09513 | 0.09502 | 0.09416 | 0.09310 | 0.09204 | 0.09101 |
| 0.25 | 0.08513 | 0.08509 | 0.08501 | 0.08492 | 0.08417 | 0.08325 | 0.08233 | 0.08143 |
| 0.30 | 0.07624 | 0.07621 | 0.07614 | 0.07606 | 0.07539 | 0.07456 | 0.07375 | 0.07294 |
| 0.35 | 0.06827 | 0.06823 | 0.06818 | 0.06810 | 0.06749 | 0.06675 | 0.06600 | 0.06527 |
| 0.40 | 0.06099 | 0.06097 | 0.06091 | 0.06084 | 0.06029 | 0.05959 | 0.05891 | 0.05823 |
| 0.45 | 0.05428 | 0.05425 | 0.05420 | 0.05414 | 0.05362 | 0.05298 | 0.05235 | 0.05171 |
| 0.50 | 0.04802 | 0.04800 | 0.04795 | 0.04789 | 0.04741 | 0.04681 | 0.04621 | 0.04562 |
| 0.55 | 0.04214 | 0.04213 | 0.04208 | 0.04202 | 0.04157 | 0.04100 | 0.04044 | 0.03988 |
| 0.60 | 0.03659 | 0.03658 | 0.03653 | 0.03648 | 0.03605 | 0.03551 | 0.03498 | 0.03445 |
| 0.65 | 0.03133 | 0.03131 | 0.03127 | 0.03122 | 0.03081 | 0.03030 | 0.02979 | 0.02928 |
| 0.70 | 0.02630 | 0.02629 | 0.02625 | 0.02620 | 0.02581 | 0.02532 | 0.02484 | 0.02435 |
| 0.75 | 0.02150 | 0.02148 | 0.02145 | 0.02140 | 0.02102 | 0.02056 | 0.02009 | 0.01963 |
| 0.80 | 0.01688 | 0.01687 | 0.01683 | 0.01679 | 0.01643 | 0.01598 | 0.01553 | 0.01508 |
| 0.85 | 0.01244 | 0.01243 | 0.01240 | 0.01235 | 0.01200 | 0.01157 | 0.01114 | 0.01071 |
| 0.90 | 0.00816 | 0.00815 | 0.00811 | 0.00807 | 0.00774 | 0.00732 | 0.00690 | 0.00648 |
| 0.95 | 0.00402 | 0.00401 | 0.00397 | 0.00393 | 0.00361 | 0.00320 | 0.00280 | 0.00239 |
| 1.00 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 |

Table VI. Expansion coefficients for $V^{*}(\xi)=a_{0} \xi^{2}\left(1+a_{1} \xi^{1} \cdots+a_{6} \xi^{6}\right)-1 . \xi=z-1$.

|  | $a_{0}$ | $a_{1}$ | $a_{2}$ | $a_{3}$ | $a_{4}$ | $a_{6}$ | $a_{6}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| L-J (12.000,6) | 36.0000 | -7.00000 | 30.9167 | -107.333 | 318.111 | -840.000 | 2028.00 |
| $\operatorname{Exp}(12.000,6)$ | 30.0000 | -5.86667 | 20.4000 | -52.370 | 107.440 | -184.183 | 269.67 |
| $\operatorname{Exp}(13.772,6)$ | 36.0000 | -6.57944 | 25.9415 | -76.132 | 180.479 | -360.836 | 624.94 |
| $\operatorname{Exp}(15.000,6)$ | 40.0000 | -7.04167 | 29.9062 | -94.969 | 244.422 | -532.011 | 1005.77 |
| Morse (6) | 36.0000 | -6.00000 | 21.0000 | -54.000 | 111.600 | -194.400 | 293.91 |

## Eigenenergies

Figure 1(b) presents a simplified flow diagram for the computation of $-K$. Here, $B_{z}$ is fixed and an initial value of $-K$ is improved by iteration. The remarks of the earlier section concerning tests of initial boundary condition and size of the integration step, $H$, also apply
to the eigenenergy calculations, for which the precision was $\pm 5 \times 10^{-6}$.

Results of these computations are collected in Tables III and IV. In Table III the bound-state energy levels are compared for the several potentials at a common $B_{z}, 2500$, a value corresponding to a light "chemically bound" or heavy "van der Waals" diatom.

Table VII. Dunham expansion coefficients for: $K(v)=-1+\sum_{i=0}^{4} C_{i}\left(B_{z}\right) \phi^{i}$.

|  |  | $B_{z}=100$ | $B_{z}=900$ | $B_{z}=2500$ | $B_{z}=10000$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $C_{0}$ | L-J (12,6) | 0.008750 | 0.000972 | 0.000350 | 0.000088 |
|  | $\operatorname{Exp}(12,6)$ | 0.001211 | 0.000135 | 0.000048 | 0.000012 |
|  | $\operatorname{Exp}(13.772,6)$ | 0.002586 | 0.000287 | 0.000103 | 0.000026 |
|  | $\operatorname{Exp}(15,6)$ | 0.003681 | 0.000409 | 0.000147 | 0.000037 |
|  | Morse (6) | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| $C_{1}$ | L-J (12,6) | 11.9671 | 11.9963 | 11.9987 | 11.9997 |
|  | $\operatorname{Exp}(12,6)$ | 10.9640 | 10.9555 | 10.9548 | 10.9545 |
|  | $\operatorname{Exp}(13.772,6)$ | 12.0123 | 12.0014 | 12.0005 | 12.0001 |
|  | $\operatorname{Exp}(15,6)$ | 12.6639 | 12.6508 | 12.6497 | 12.6493 |
|  | Morse (6) | 12.0000 | 12.0000 | 12.0000 | 12.0000 |
| $C_{2}$ | $\text { L-J }(12,6)$ | -45.5276 | -45.5030 | $-45.5011$ | -45.5002 |
|  | $\operatorname{Exp}(12,6)$ | -33.9135 | -33.9311 | -33.9325 | -33.9331 |
|  | $\operatorname{Exp}(13.772,6)$ | -42.2437 | -42.2536 | -42.2544 | -42.2547 |
|  | $\operatorname{Exp}(15,6)$ | -48.1205 | -48.1135 | -48.1130 | -48.1127 |
|  | Morse (6) | $-36.0000$ | $-36.0000$ | $-36.0000$ | $-36.0000$ |
| $C_{8}$ | L-J (12,6) | 48.8711 | For potential expansions with terms no higher than $a_{6}$, the coefficients $C_{3}$ and $C_{4}$ are not functions of $B_{z}$. |  |  |
|  | $\operatorname{Exp}(12,6)$ | 8.6971 |  |  |  |
|  | $\operatorname{Exp}(13.772,6)$ | 18.1388 |  |  |  |
|  | $\operatorname{Exp}(15,6)$ | 26.9450 |  |  |  |
|  | Morse (6) | 0.0000 |  |  |  |
| $C_{4}$ | L-J (12,6) | 29.1645 |  |  |  |
|  | Exp (12,6) | 29.0775 |  |  |  |
|  | $\operatorname{Exp}(13.772,6)$ | 55.1785 |  |  |  |
|  | $\operatorname{Exp}(15,6)$ | 79.6992 |  |  |  |
|  | Morse (6) | 0.0000 |  |  |  |



Fig. 3. Wavefunctions for $\varepsilon=6$ : Plotted is $Y(z)=z \cdot R(z)$. (1) L-J (12, 6), (2) Morse (6), (3) $\exp (13.772,6)$.

In Table IV the effect of $B_{z}$ upon the number of states and their energies is shown for the L-J $(12,6)$ potential in columns headed "Eigen," together with levels obtained by first-order WKBJ and the Dunham form of the second-order WKBJ approximation, as will be discussed in the succeeding paragraphs.

## Test of the First-Order WKBJ Approximation

The first-order WKBJ approximation may be written

$$
\begin{equation*}
\phi=B_{z}^{-\frac{1}{2}}\left(v+\frac{1}{2}\right)=\frac{1}{\pi} \int_{z_{a}}^{z b}\left[K-V_{\theta}^{*}(z)\right]^{\frac{1}{2}} d z, \tag{4}
\end{equation*}
$$

where $z_{a}$ and $z_{b}$ are the classical turning points, $V_{\theta}{ }^{*}(z)=$ $V^{*}(z)+\theta z^{-2}$, and $\theta=\left(l+\frac{1}{2}\right)^{2} / B_{z}$. The necessary modification in (4) whereby $\left(l+\frac{1}{2}\right)^{2}$ is substituted for $l(l+1)$, including the case $l=0$, is discussed by Langer, ${ }^{14}$ whose name it is sometimes given. ${ }^{15}$

The integral is readily computed for various values of $K$ and $\theta$, thus permitting a facile interpolation to find $K$ for a given $B_{z}$ with arbitrary $l$ and $\eta$. Arrays of the integral, $\phi$, are presented in Table V. The integrations were performed by Simpson's rule quadrature with 100 cuts for $K<-0.1$ and 150 cuts otherwise. To use the tables for a given $B_{z}, v$ and $l$, one forms $\phi$ and $\theta$; then by linear interpolation between both rows and columns one obtains $K$. In Table IV energies by this procedure are compared with the more accurate values by the iterative method.

[^5]
## Dunham Form of Second-Order WKBJ Approximation

A particularly simple treatment is available ${ }^{17}$ for potentials with a single minimum which can be expanded in the anharmonic series:

$$
\begin{equation*}
V^{*}(\xi)=-1+a_{0} \xi^{2}\left(1+a_{1} \xi+a_{2} \xi^{2} \cdots a_{n} \xi^{n}\right), \tag{5}
\end{equation*}
$$

where $\xi=z-1$. For five of the present potentials, $a_{0} \cdots a_{6}$ are given in Table VI.
Dunham has applied the second-order WKBJ treatment to (5), expressing the eigenenergies as,

$$
\begin{equation*}
F(v, l)=(K+1) \epsilon / h c=\sum_{i, j} Y_{i,}\left(v+\frac{1}{2}\right) i[l(l+1)]^{j}, \tag{6}
\end{equation*}
$$

and has evaluated fifteen lower $Y_{i j}$ 's in terms of $B_{e}$ and $a_{0} \cdots, a_{6}$. To compare with results from the iterative and first-order WKBJ methods, and to remove the greater part of the dependence of the $Y$ 's upon $B_{e}$, we transpose (6) to yield, for $l=0$,

$$
\begin{equation*}
K=-1+\sum_{i=0}^{4} C_{i}\left(B_{z}\right) \phi^{i}, \tag{7}
\end{equation*}
$$

with, again, $\phi=B_{z}^{-\frac{1}{2}}\left(v+\frac{1}{2}\right)$.
Table VII lists values of $C_{i}\left(B_{z}\right)$ for the L-J $(12,6)$, Morse (6), and three $\operatorname{exptl}(\alpha, 6)$ potentials, each for four values of $B_{2}$. For comparison with the iterative and first-order WKBJ methods, the energies from (7) are listed in Table IV.

## DISCUSSION

Considerations of precision and cost are relevant to choice of method for approximate solution of the wave equation. The precision of the present iterative method

[^6]is a nearly linear function of the number of trials, about three trials or four machine seconds (IBM 7090) per significant figure in $K$ (or $B_{z}$ ); in the present work $K$ was calculated with an accuracy of $\pm 5 \times 10^{-6}$, and $B_{z}$-crit $(v)$ to $\pm 0.1$. The WKBJ methods give eigenenergies of lower accuracy, but are considerably faster. [See, however, subsequent cautionary remarks regarding the failure of the WKBJ method for evaluating $B_{z}$ crit(v).] Therefore the iterative method appears more suitable when four or more significant figures in $K$ are required. Because the iterative method can be used to generate eigenvalues of very high numerical accuracy, however, the user should be aware of possible limitation by the Born-Oppenheimer approximation. The generality of the method and the ease of adapting to new potentials should be noted.

An important product of the computation is the generation of wavefunctions. For illustration, Fig. 3 shows the functions, $Y(z)=z R(z)$, scaled to be equal at the outermost maximum, for the sixth vibrational state of the matched potentials: $\mathrm{L}-\mathrm{J}(12,6)$, $\exp$ (13.772, 6), and Morse(6). Indeed, where reasonably accurate eigenenergies are known, as for example with the Morse potential, a single pass through the iterative routine will ordinarily produce the wavefunction more simply than by the conventional expansion. The inverse process, reducing numerical wavefunctions from the iterative technique into expansions in terms of, for example, Hermite polynomials, should be computationally straightforward.

Several remarks are in order concerning the WKBJ methods. Two criteria for the accuracy of the firstorder integral, Eq. (4), are that the potential change slowly within a wavelength, and that the interval of integration be greater than a wavelength. For the potentials to which the method was applied, the first condition is met over the greater part of the well, though not at the interior turning point, but the second condition is violated both for the lowest and the highest of the bound states. Thus the first-order WKBJ treatment can be expected to be, and is most accurate for the middle states (see Table IV). The failure for the upper states makes estimation of $B_{z}$-crit by first-order WKBJ to be of little value. Estimates high by as much as $30 \%$ were obtained, compared with the results of Table I.

For the lower states (those for which $K<-0.1$ ),


Fig. 4. Reduced Birge-Sponer diagrams. Note:

$$
\int_{0}^{\phi_{\max }}(d K / d \phi) d \phi=1
$$

the Dunham treatment is seen to give excellent agreement with the iterative calculation. Near the top of the well, however, serious discrepancies occur in both the magnitude of the energies and the sense of their differences. In fact, the series of $K$ 's goes through a spurious maximum, probably arising from the failure of the Eq. (5) to converge for potentials having $z^{-6}$ dependence. Indeed, the series fails to converge for $z \geq 2$, a delinquency which obscures the test of improvement due to the second-order WKBJ integral. ${ }^{18}$ Attempts have been made ${ }^{6}$ to extend the Dunham method by computing the higher $Y_{i j}$ 's of Eq. (6), but a number of difficulties remain. ${ }^{16}$

Finally, we wish to remark about the degree to which the L-J $(n, 6)$ and exptl $(\alpha, 6)$ potentials are "realistic." Figure 4 shows a reduced Birge-Sponer diagram for the $\mathrm{L}-\mathrm{J}(12,6)$ and Morse $(6)$ potentials. The former potential shows everywhere a positive curvature, a feature shared by similar plots for the exponential potentials. Most experimental Birge-Sponer diagrams have regions of negative curvature, however. Although positive curvature is expected at high $v$, such curvature everywhere does not accord with experiment. It should therefore be emphasized that in the present paper a powerful method has been applied to still approximate potentials.
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