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Large-signal time-domain modeling (simulation) of =f glow discharges is a very useful and
potentially accurate tool for the study of low-pressure (50-500-mT) gaseous electronics at
high frequencies. Unfortunately, the computational limitations imposed for stability, accuracy,
and efficiency can often hinder the production of useful, cost-effective resuits. This paper
describes a self-consistent argon rf glow-discharge simulation at 13.56 MHz for equal- and
unequal-area parallel-plate electrode geometries. Some of the numerical problems associated
with this type of simulation are identified and the numerical methods used to overcome them
are described. To illustrate the usefulness of this modeling scheme, the plasma potential and
the cathode dc bias are examined as functions of electrode area ratio and tf power.

i INTRODUCTION

rf glow discharges at 13.56 MHz are fundamental com-
ponents of many integrated circuit fabrication processes. In
particular, for plasma etching of thin films," 2 molecular rf
glow discharge {coften with a multicomponent gas mixture)
is used to generate chemically reactive species. This process
is often assisted by (reactive) ion bombardment of the eich
substrate resulting from electrode sheath formation. Simi-
larly, inert rf glow discharges with unequal-area electrode
geometries are frequently used in sputter deposition and
sputter etching® where very high ion bombardment energies
are required.

The large-signal behavior of a rf glow discharge is attri-
buted to highly nonlinear carrier dynamics, electrode sheath
effects, and interaction with an external circuit. The aim of
the simulation work described in this paper is to self-consis-
tently solve the one-dimensional forms of the electron and
ion continuity equations and Poisson’s equation for argon rf
glow discharges at 13.56 MHz (see Figure 1), subject to
boundary conditions which include the effect of any external
circuit. Using standard notation and sign convention, the
equations are
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In (1)-(3), # is the electron number density, p the ion num-
ber density, £ the electric field, G the generation rate, and L
the loss rate. J, and J, represent the electron and ion cur-
rent densities, respectively, g is the electronic charge, and ¢
the permittivity {of free space in this case). Manipulation of
(1)-(3) leads to spatial conservation of total current:
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The mathematical problem is therefore defined by any three
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of (1}~(4) when boundary and initial conditions are known.
The initial conditions include the values of electric field and
carrier densities as functions of distance at 7 = 0. Three inde-
pendent sets of boundary conditions on £, u, p or some de-
pendent variables must be specified for time advancement.

The particle current densities J, and J, are assumed to
consist of a drift term and a diffusion term. The drift term is
due to the force exerted on the particle by the electric field
whereas the diffusion term describes particle motion due to
concentration gradients:

T, = — qnv, (B> +q=§;[nDn B (5)

J, = gpu, (E) mq%[pb,, 1. (6)

In (5) and (6}, v, and v, are the particle velocities and D,
and D, are the particle diffusivities for electrons and ions
respectively. Particle generation is assumed to be primarily
due to electron-neutral impact ionizing collisions such that

G =alJ,|. ‘ (7

The standard form of & known as Townsend’s first ioniza-
tion coefficient? is given by

a/P=Aexp[ — (BP/E}], (8)

where 4 and B are empirically determined constants. A rf
glow discharge at 13.56 MHz is in the diffusion-controlled
breakdown regime* which means that no electron emission
from the electrodes is necessary to sustain the discharge.
Therefore, insulated electrodes (typically found in plasma
etch and rf sputter chambers) are considered in the self-
consistent formulation. The dominant electron loss mecha-
nism is electron-ion recombination on the electrode and
chamber wall surfaces.

The remainder of the paper is organized as follows. Sec-
tion I describes the use of Monte Carlo techniques for the
calculation of transport coefficients for electrons and ions
and Townsend’s first icnization coefficient as a function of
electric field. In Sec. II], the numerical implemeniation of
(1)—(8) is discussed with the emphasis placed on boundary
conditions, computational limitations, and the uneqgual area
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electrode geometry factor. In Sec. IV, results from the argon
f glow discharge at 13.56 MHz are presented. Section V
concludes with 2 summary and discussion concerning the
usefulness of this type of modeling as part of an effort to
enhance the theoretical understanding of integrated circuit
fabrication processes in guantitative terms.

. TRANSPORT AND RATE PARAMETERS

The development of transport and rate data sets as a
function of the electric field is a fundamental component of
rf glow discharge modeling since existing data is very limit-
ed. Experimental data®® has been gathered at pressures typi-
cally an order of magnitude higher than those considered in
this work. Although most of this data has been correlated to
functions of electric field divided by pressure [ie., y=
F(E /p)}, its validity is questionable at low pressures. To
calculate drift velocities, diffusion coefficients, and ioniza-
tion rates, the energy distribution function and the collision
cross sections must be known. The rate and transport pa-
rameters can then be determined by averaging the quantity
of interest o over the distiribution function, i.e.,

{a) =n‘1j;@af(u)dug (93

Several methods are available for computing the electron
energy distribution function. These include spherical har-
monic expansions of the Boltzmann transport equation,”®
two temperature energy balance schemes,” ' and Monte
Carlo simulations of electron swarms. ">

A very common technique used in semiconductor de-
vice modeling for developing rate and trausport coefficient
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data sets is to perform a Monte Carlo simulation of a single
charged particle in an infinite homogeneous medium under
the influence of a static electric field.**!® In «f glow dis-
charges, electron-neutral and ion-neutral collisions are the
dominant energy and momentum transfer processes. This is
simply because neutral concentrations are typically 4-6 or-
ders of magnitude higher than electron and ion concentra-
tions. In other words, the neutral medium appears homogen-
eous to electrons and ions regardless of the spatial charge
distribution. Furthermore, since neither charged particle
can traverse the discharge electrode separation distance dur-
ing a rf cycle, the medium looks infinite for time scales on the
order of a rf period.

In order to perform this type of Monte Carlo simulation,
electron-neutral and ion-neutral collision cross sections
raust be known, From these, the individual scattering rates'’
are determined using

T, = Cu'?Po,, (u), (10)

where C is a constant related to particle mass, P is the
chamber pressure, and # is the particle energy. I',, and o,
are the scattering rate and total collision cross section for the
process x—y. Summing all scattering rates for a particle
yields the maximum scattering rate I, ,, considered in the
simulation. By including self-scattering,'® the mean interar-
rival time (i.e., the mean time between collisions) is simply
theinverse of I, . Using a uniform random number gener-
ator,'? the flight duration times ¢, can be determined from

t, = — (/L )n(r), (11)

where » = unif0,1]. By generating another random variable
with a uniform distribution between zercand I' ., the type
of scattering is selected.?® Once the scattering mechanism
has been determined, the particle state is updated (unless
self-scattering occurs), and the process is repeated a large
anumber of times.

Using B-state estimators®’ (i.e., sample the particle be-
fore each scattering event), the distribution functions, the
average energies and the drift velocities can be calculated in a
straightforward manner by recording the particle velocities
and energy at ¢,. Diffusion coefficients are calculated using
characteristic energies and mobilities.® The characteristic
energy for electrons is two-thirds the average electron ener-
gy and the mobilities are calculated by dividing the drift
velocity by the electric field magnitude. Townsend’s first
ionization coefficient is calculated by counting the number
of icnizing events, dividing by the total elapsed simulation
time, and dividing this quantity by the drift velocity.'?

For argon, the three dominant electron-neutral colli-
sions are momentum transfer, excitation, and ionization.
Data for these cross sections as a function of energy has been
gathered from several sources.>* Figure 2{a) illustrates
electron transport data curves as a function of electric field
at 300 mT. To produce these data curves, many individual
Monte Carle simulations must be run, each with a large
number of samples to reduce the statistical variance. At low
electric fields (e.g., 1-5 V/cm), calculated electron drift ve-
locities are in fairly good agreement with experimental
data.>® Electron diffusivities and high field (e.g., 10-1000
V/cm) eleciron drift velocities have not been experimentaily
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FIG. 2. Transport data from Monte Carlo simulations: (a) for electrons,
(b) for ions. Solid lines indicate velocity and dashed lines indicste diffusivi-

ty.

determined at low pressures. The electron drift velocity
demonstrates a square root dependence on the electric field.

The argon ion Monte Carlo stmulation only considers
hard sphere elastic scattering and seif-scattering. If real scat-
tering is chosen at the end of an ion flight, a neutral with
three independent Gaussian distributed velocities is genera-
ted. Both the ion and seutral are transformed from laborato-
ry coordinates to center-of-mass coordinates in three-dimen-
sional velocity space. Radial and azimuthal scattering angles
are generated with uniform distributions to determine the
ion and neutra! states afier the collision. Typical ion trans-
port data curves are iltustrated in Fig. 2(b) as a function of
the electric ficld at 300 mT. The ion drift velocity is on the
same order of magnitude as that given by the experimental
correlation of Frost.”® (This correlation was fit to data at
higher pressures. ) Experimental ion diffusivity data has not
been gathered at low pressures.

If relaxation time effects are assumed negligible, the
transport and rate data gathered from simulated electrons
and ions under static field conditions is valid at rf frequencies
(i.e., the quasi-static approximation ). Steady-state momen-
tum and energy relaxation time calculations® indicate that
relaxation time effects can be completely ignored for ions.
The electron momentum relaxation times at 300 mT are
much smaller than one f period at 13.36 MHz (approxi-
mately 74 ns) for all electric field strengths in the large-
signal simulation. This is expected since all collisions have
been assumed to be momentum randomizing. On the other
hand, the electron energy relazation times are larger than
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the of period for fields less than 10 V/cm. This effect cccurs
since the electrons must “heat” to an energy above the first
inelastic threshold before they can undergo a significant en-
ergy loss during a collision. As a result, there will be some
degree of velocity overshoot and undershoot in the low field
regions of the f glow discharge which cannot be properly
modeled by the drifi-diffusion-based formulation discussed
in Sec. L

it LARGE-SIGNAL SIMULATION METHODS

A&, The basic scheme

The rf glow discharge maodel consisting of (1)-(8) can
only be solved when several implicit assumptions and ideali-
zations have been made. These include neglecting fringing
fields and currents, neglecting relaxation time effects, and
the phenomenoiogical treatment of electron impact ioniza-
tion. Despite these approximations, the 5f glow discharge
mode! does produce valuable results for research purposes.
Throughout this section, a familiarity with basic finite differ-
ence numerical methods?™% is assumed.

The basic large-signal time-domain simulation scheme
uses a finite grid of points in space and time for the evalua-
tion of the electric field and the carrier densities, subject to
boundary conditions. Knowledge of these quantities at each
time level enables the calculations of the terminal discharge
voltage and current. When 2 steady-state solution has been
reached, the voltage and current waveforms can be Fourier
analyzed for discharge impedance and power calculations.
In most cases it is numericaily more efficient to reach a
steady-state solution with a transient method rather than
with a steady-fiow approach.®®

A very important criterion for simulations involving
charged particles is that no artificial sourcing or sinking of
particles occurs during advancement to the next time level.
Upwind differencing of the drift termsin (1) and (2) using a
staggered space grid (see Fig. 3} has been frequently em-
ployed for simulating semiconductor transit-time de-
vices.'*?7?® This method is an explicit transient numerical
method which suffers from artificial diffusion.?® Fortunate-
ly, the pseudodiffusion coefficient can be made much less
than the physical diffusion coeflicient and has very little ef-
fect on the results. The basic finite difference forms of (1)
and (2) are

nftl—af  JUNE | - JNF

J
q = (12}
At bx ’
k41 k k k
qu-% ““Pj____fpi+1'“jpi (13)
Af Ax '
(i, k+{}
) @
FIELD : SPACE CHARGE
P/, POINTS i /POINTS
i
i
- @ O & O @
G-, kY (-4, K (kY (], k) (i+t, k)
FIG. 3. Finite difference space-time diagram.
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when the diffusion and the generation terms have been ne-
glected (for simplicity in presentation). The superscript &
refers to the time step and subscripts 7 and f refer to the space
mesh as shown in Fig. 3. In (12) and (13) JV and JP are the
drift current denstties for electrons and ions, respectively, At
is the timestep and Ax is the spacestep. The loss term due to
ambipolar diffusion has been determined to have very little
effect on the results of this simulation and can be omitted for
numerical efficiency. {This term cannot be omitted from ra-
dial positive column energy balance calculations.*~*') The
expressions for the drift currents using upwind differencing
with the electric field E £>0 are

IN¥= — gnivl, (14)

JPf=gpf_ vk, (15)
For E¥<0:

INF= —gnf_ vk, (16)

JPF = gpfvs,. (17

All transport coefficients and Townsend’s first ionization
coefficient are stored in lock-up tables for numerical effi-
ciency.

The explicit treatment of physical diffusion suffers from
Fourier overshoot of spatial modes.'® As a result, a two-step
time advancement method will be used to include physical
diffusion. Upwind differencing wiil be used to explicitly cal-
culate the drift terms in step 1 followed by an implicit caleu-
lation of the diffusion terms’® in step 2. The continuity equa-
tions in finite difference notation are now given by

qnf*‘~nf=6k+ JN¥ , —INF
At / Ax
JNDY, , ~JND¥
+ -, 18)
e {
P;c+1"Pf__Gk JP;C+1“"'JP5(
g =G - ————
At Ax
JED* , —JPD*
Ax

where the drift components are the same as (14)—(17) and
the diffusion components are

Etd gkt
JNDf=gD¥ o (20)
24x
k41 41
P; — 8
JPDY= —gD* 2L IT " 21
e 2Ax 21)

D, and D, denote the diffusivities for elecirons and ions,
respectively. The generation term at the 7ih point is deter-
mined using Townsend’s first ionization coefficient and the
electron current magnitude:

G¥=aflIN* + INDF . (22)
The generation term at the jth point is then simply
Gi=HGF  +GD. (23

The continuity equations are advanced to the nexi time ievel
by incorporating the boundary conditions and performing a
matrix inversion. Fortunately, the matrix is tridiagonal and
can be solved very efficiently.*®
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B. The boundary conditions

For the correct solution of a system of partial differen-
tial equations, the boundary and initial conditions must be
accurately specified. In particular, a numerical boundary
condition must suitably describe the physical problem with-
ocut introducing any numerical artifacts. For a one-dimen-
sional argon rf glow discharge, three sets of independent
boundary conditions on E, 1, p or some dependent variables
must be specified. The initial conditions at ¢ = 0 include the
vahies of electric field and carrier densities as functions of
distance. In the interest of numerical efficiency, the initial
carrier densities are set to a constant background level across
the discharge resulting in an initial electric field of zero.

In the two-step explicit-implicit method outlined in Sec.
I A, the electron and ion boundary conditions must be
specified at each step. For the explicit calculation of the drift
components using upwind differencing, the boundary cus-
rent is set 1o zero if the particle velocity direction is away
from the electrode. (It has been assumed that the electrodes
are insulating and nonemitting. ) The boundary condition on
the diffusion component is set by assuming the carrier gradi-
ent at the electrode surface is zero. Boundary conditions of
this form are considered to be mixed or Robbin’s type.”®

The boundary condition for Poisson’s equation must in-
clude the effects of an external circuit as well as the tempor-
ally varying charge on the electrodes. The electric field at
each grid point is calculated in a very straightforward man-
ner using
b, =E 4+ L),

3

This relationship only determines the relative electric field
values at each point. The absolute field levels are set by the
boundary conditions. The value of the charge on each elec-
trode is stored at each timestep. This permits the fieid to be
determined in the insulating coating by using the relation-
ship between the surface charge and the normal electric
fields

€L, —eE=p,, (25)
where g, is the surface charge density (and subscript & refers
to the insulated electrode coating)}.*® The absolute field level
is then set by incorporating the effects of an external circuit.
The equivalent circuit of a ¢f power source and maiching
network can be represented by the tank circuit in Fig. 4 when
it is assumed that an optimum maich bas been achieved. The

(24)

" Irfsin(Zvrfof)

FIG. 4. External equivalent circuit for boundary condition.
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vaiues of the inductor and capacitor are determined so that
the tank is resonant at 13.56 MHz. The field is integrated
across the discharge at each timestep tc determine the in-
stantaneous rf voltage. The total discharge current is calcu-
lated using

1Y aE)
L (== {Jy+Jdp+e—d
ror 1) WJ;(N+ Py ESTjAx

in order to determine the true discharge voltage from the
external circuit. The field in the discharge is then adjusted so
that the instantaneous voltage is equal to the true voliage.

(26)

€. The geometry factor

For equal-area electrode geometries, Gauss’s law is sat-
isfied by neglecting fringing fields and currents in the one-
dimensional rf glow discharge model. In other words, it is
assumed that all current and electric field fiuxes are normal
to the electrodes for the cylindrical parallel plate geometry.
For the inverted conic frustrum geometry of the unegual
area elecirode configuration [see Fig. 5(a)], a one-dimen-
sional model may still be useful by introducing a geometry
area factor #(x)’° and neglecting fringing fields and cur-
rents. The computational error introduced by these assump-
tions can be minimized by not allowing b(x) to vary by large
amounts over a space step. By assuming that (a) thereis no
current fltow at the edges of the small volume element of
length Ax in Fig. 5(b) and that (b) all field flux out of a
volume element enters the next volume element (except at
the electrodes), the two-dimensional forms of Poisson’s
eguation and the electron continuity equation can be written
as

M _-—___q;[b(x)p(x’t) — b(x)n(x’t }
ox €
27
and
oleGontnn} L IPEEN D] L 4iayGeay.
ox q x
(28)
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U

P+
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\ Ppr

—————— e fj  ————————e

(b}

FIG. 5. Unequal-area geometry factor (a) as a function of distance and (b)
for a discrete volume element.
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D. Computational limitations

Several limitations on timestep and spacesiep size result
from stability problems of the numerical methods used to
solve (1)~(3}. A fundamental imitation on all explicit time
advancement numerical methods is the Courant-Frie-
drich’s-Lewy condition®’

Y <
Ax

This condition prevents a particle from advancing more than
one grid point per timestep. The maximum diffusion coeffi-
cient (divided by the spacestep) is omitted from this expres-
sion since the diffusion components of the continuity equa-
tions are solved implicitly. Since this is a fiuid flow problem,
a Reynold’s number restriction on the spacestep®® must be
satisfied to ensure no zero overshoot of the carrier densities.
The pseudodiffusion from the upwind differencing autormat-
icaily satisfies this limitation.

Another limitation on the timestep arises as a result of
the space-charge stability condition and the field stability
condition. A space-charge instability usually cccurs when
the electric field is low, the particle densities are high, and
the space charge is almost neutral and eniform.’? When solv-
ing the continuity equations numerically it is assumed that
the rate of change of net charge is constant and follows the
tangent line of an exponential curve. To prevent the net
charge from having the wrong sign, the timestep must be
timited by

i (29)

—fo
@(pnrt + i5p2)
where i, and g, are the electron and ion mobilities, respec-
tively. The quantity on the right-hand side of (30) is the
dielectric relaxation time. Similarly, a field instability usual-
Iy occurs at a location where there is a large particle density
gradient, such as the gradients found in the electrode
sheath.’? When this instability occurs, the net space charge
accumulated during Az will be so large as to make E over-
shoot its true value. Oscillations will then develop in subse-
guent timesteps as a result. The timestep limitation due to
the field instability condition is alse given by (30).

Arg (30}

V. LARGE-SIGNAL SIMULATION RESULTS

Before large-signal results can be cbtained, the external
equivalent circuit values and the discharge parameters must
be specified. The circuit values must be chosen to physically
model the matching cireuit and power supply and more im-
portantly numerically stabilize the self-consistent solution.
The parallel tank circuit Hustrated in Fig. 4 is resonant at
13.56 MHz when the tank capacitance C, and the blocking
capacitance O, are set to 100 pF and the inductance L to
1.378 uH. Other combinations of L, C,, and C,, are possible
but numerical stability and computational efficiency are sa-
crificed to some degree. The source resistance R, is set to |
M and the source current amplitude is set to 1.2 A for the
simulated results in Figs. 6 and 7. The electrodes are as-
sumed to be coated with 2 100-um layer of an oxide (with a
relative dieleciric coefficient of 4.0). The cathode radius is
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10 cm, the electrode separation is 5 cm, and the operating
pressure is 300 mT.

The steady-state criterion for the self-consistent rf glow-
discharge simulation are twofold. First, the voltage and cuor-
rent waveforms are Fourier analyzed every two f cycles.
The rf power and impedance are then calculated at the fun-
damental (i.e, 13.56 MHz) and checked against the values
from the previous two rf cycles. When the percent differ-
ences in these quantities are below a specified value, a second
criterion, the net charge impinging on the cathode, is im-
posed. When the number of electrons and ions striking the
cathode during two consecutive rf cycles differ by less than a
specified percentage, a steady state is assumed to have been
reached. For the results presented below, the impedance cri-
terion is assumed to be satisfied when the percent differences
are less than 5% and the net charge criterion when the per-
cent difference is less than 1%.

Results from the large-signal simulation are presented
in Figs. 6(a)~-6(d) for an equal area (1:1 plate ratio) rf glow
discharge. Figure 6(a) ililusirates the discharge terminal
current and voltage waveforms over two rf cycles. These
waveforms appear to have similar shapes to those recorded
experimentally.®® Also included in this plot is the time-vary-
ing plasma potential. Figure 6(b) depicts the electron and
ion fluxes to cathode over two of cycles. Carefu! observation
shows that the number of electrons and ions striking the
cathode during a of period are (approximately) equal. This
trend has been predicted by several researchers.>**3° Fig-
ure 6(c) illustrates the spatial voltage distribution time-
averaged over a rf cycle. The plasma potential ¥V, will be
fined as the midpoint value of this voltage distribution for
the remainder of this paper. Figure 6{d) depicts the instan-
taneous spatial electric field and carrier density profiles at
the end of the last timestep in the simulation. This corre-
sponds to the last point in time shown in Figs. 6{a) and 6(b).
Figures 7(a)-7(d) illustrate results from a 2:1 (unequal)
area ratio discharge. The shapes of the time-averaged spatial
voltage distribution in Figs. 6(c) and 7{(c) are similar to
those sketched in Ref. 1. Furthermore, the degree of ioniza-
tion is approximately 107° and the electron/ion concentra-
tion in the plasma region is on the order of magnitude of 10"
cm~? as suggested in Refs. 2 and 36. The shapes of the elec-
tron concentration profiles are similar to the time-averaged
spatial emission measurements in Ref. 37. (The rate of exci-
tation is proportional to the electron density.”)

By fixing all but one of the input parameters, the charac-
teristics of a rf glow discharge can be studied as a function of
plate separation, operating frequency, electrode area ratio,
and pressure. By selecting different values of input rf current
Z;, the simulated operating point can be varied once the
geometry and circuit parameters bave been fixed. This facili-
tates the study of a rf glow discharge as a function of »f
power. As an example of the usefulness of this type of simu-
lation, the plasma potential ¥, and the magnitude of the
cathodedcbias V', are plotted in Fig. 8 as functions of real rf
power for different electrode area ratios. Although there is
ne existing experimental data at 300 mT to compare these
results to, the trends have been experimentally verified by
many researchers, 34353 That is, the plasma potential in-
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FIG. 8. Large-signal simulation output parameters as a function of real rf
power. (a) Plasma potential vs real rf power. (b} Cathode self-bias vs real f
power. Triangles { &) indicate 1:1 area ratio, squares (8) 2:1 arca ratio,
and circles (&) 4:1 area ratio.

creases with rf power and decreases as the electrode area
ratio is increased. Moreover, the cathode dc bias increases as
the electrode area ratio and f power are increased (except
for the equal areas case where no dc bias is observed).

The timestep advancement of this simulation is per-
formed in a multistep manner to facilifate computational
efficiency as well as satisfy the stability criterion (29) and
{30). The Courant condition {29} is automatically satisfied
at 300 m7T by setting the “global” timestep to the 1f period
divided by 64. On the other hand, the space-charge and field
stability imitations (30) can be several orders of magnitude
less than the “global” timestep. Therefore, at the beginning
of sach timestep, the condition {30) is computed and the
“global” timestep is subdivided if necessary. The execution
time for the simulated data in Fig. 8 ranged from about 40
cpu s to about 120 cpu s on an Amdahl 580 series 5860 main-
frame. The execution time was observed 1o increase as the rf
power and electrode area ratic were increased due to the
stability condition (30).

V. CONCLUDING REMARKS

The motivation for the development of the computer
simulation described in this paper has its basis in the need to
quantitatively understand microelectronic plasma process-
ing. The authors of this paper believe that if the time-aver-
aged ion and free radical fluxes to the thin-film or semicon-
ductor substrate can be predicted with a reasonable degree of
accuracy, a great dea! of information concerning the surface
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chemical mechanisms (of plasma processing) can be de-
duced. It must be realized that numerical efficiency prohib-
its running the simulation for time scales on the order of
plasma processing times. Typically, a rf glow-discharge
steady-state solution is reached for characteristic times on
the order of several microseconds. Therefore, even with
present state-of-the-art computing facilities, it is unlikely
that a rf plasma chemical process can be completely simulat-
ed in time.

The Monte Carlo methods described in this paper were
developed due to the limited availability of the transport and
rate data for electrons and ions in molecular gases. Although
these methods have not yet been extended to molecular gas-
es, it is believed that if these methods verify existing experi-
mental data for an inert gas such as argon reasonably well,
they will provide a reasonable estimate of the transport and
rate data for molecular gases. Future Monte Carlo work in-
cludes extending the simulation to handie molecular gases
and incorporating charge exchange in the ion Monte Carlo
simulation.

The large-signal time domain model and the continuum
model®” are believed to represent the state-of-the art in mod-
eling of rf glow discharges in the diffusion-controlled break-
down regime. This scheme has the advantage over the con-
tinoum model in that it is a time-evolved solution subject to
boundary conditions which take into account the charging
and discharging of insulated electrodes and the effects of any
external circuit. The program is designed in a modular fash-
ion to facilitate the investigation of the effects of a more
complex external circuit and different electrode boundary
conditions (e.g., electron emitting electrodes). Moreover,
unequal-area electrode effects including the development of
a dc self-bias can be investigated with the large-signal model.
The large-signal model suffers from the disadvantage that a
spatial energy balance is not taken into account (i.e., the
drift-diffusion approximation has been used}. On the other
hand, the continuum model assumes a constant electron mo-
bility, diffusivity, ang ionization ceefficient which effective-
Iy decouples the energy balance equation from the self-con-
sistent solution. As a result, the large-signal model, using
field-dependent nonlinear electron rate and transport coefii-
cients {determined using Monte Carlo methods), more suit-
ably models the highly nonlinear carrier dynamics. Never-
theless, both models implicitly assume that the electron
transport phenomena are in equilibrium with the electric
field and therefore do not properly model electron heating
effects in the low field regions of the rf glow discharge. These
nonequilibrium phenomena can be sufficiently accounted
for using a self-consistent formulation inciuding the first and
second moments of the Boltzmann transport equation {pro-
vided that ballistic eleciron transport can be ignored).

The authors plan to further investigate the effectiveness
of this type of modeling by attemnpting to extend the model to
consider complex molecular gas sets typically used in plasma
processing. This appears to involve developing rate and
‘transport data sets as a function of electric field for these
gases and identifying the important species for a particular
plasma process. Uncharged free radical species can be in-
cluded if rate and diffusion coefficients are known or calcu-
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lated. Since the usefulness of any model lies in its ability to
accurately predict observed experimental phenomena, ex-
perimental methods to verify predicted results from the
large-signal model are also being investigated.
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