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The low Reynolds number flow past a sphere is studied for cases involving significant variation in density and temperature. An order of magnitude analysis of the governing equations for a continuum flow indicates the relative importance of compressibility, variable transport properties, and viscous dissipation. The order of magnitude of the nondimensional impressed temperature difference $\tau$ is shown to be useful as a guide for distinguishing problems with different governing physical characteristics. The cases $\tau = O(1)$ and $\tau = O(Re)$, where $Re$ is the Reynolds number, are analyzed in detail. Inner and outer asymptotic expansions are derived for each of the flow variables in terms of the parameters $Re, \tau$ and Mach number $Ma$. For $\tau = O(Re)$ the solutions are developed up to and including the first effect of nonzero $Ma$. For $\tau = O(1)$ the velocity expansions are calculated to zeroth order and the temperature expansions to order $Re$. Drag and heat transfer coefficients are calculated for each case.

I. INTRODUCTION

The solution for the flow of an incompressible gas at low Reynolds number around a sphere was developed by Stokes in 1851.\textsuperscript{1} It was predicated on the assumption that the inertia forces in the flow field are negligible in comparison with the viscous and pressure forces. Subsequently, it was found that under such an assumption the analogous problem for the cylinder cannot be solved\textsuperscript{1} (Stokes paradox). Furthermore, a second approximation for the three-dimensional case which would match with the uniform stream at infinity cannot be obtained\textsuperscript{2} (Whitehead paradox). The difficulty, as shown by Oseen,\textsuperscript{3} arises because the Stokes approximation is not correct far from the body. At large distances, the inertia forces can no longer be considered small compared to the viscous forces. Oseen suggested the use of a linearized inertia term far from the body. The resulting “Oseen” equation is found to provide a uniformly valid representation for both plane and three-dimensional flows. However, it has not been possible to obtain a uniformly valid second approximation by using the full Oseen result as the first approximation.\textsuperscript{4}

The meaning of the Stokes and Oseen approximations has been explained most clearly in recent years through the work of Kaplan, Lagerstrom, and Cole,\textsuperscript{5,6,7} who have developed systematic procedures for obtaining asymptotic expansions of solutions to differential equations containing a small parameter. Their method, now sometimes called the method of matched asymptotic expansions, has been applied in studies of flow at low Reynolds number, as a means of finding uniformly valid asymptotic expansions for the limit $Re \to 0$.

Kaplan and Lagerstrom\textsuperscript{8,9} have studied both the plane and three-dimensional cases and have shown how to derive the first corrections to the classical solutions for the cylinder and sphere. Additional details were developed by Proudman and Pearson.\textsuperscript{8} These and other applications are also discussed by Van Dyke.\textsuperscript{9}

More recently there has been interest in calculating the drag and heat transfer for a spherical particle in a variable density flow at low Reynolds number. Acivos and Taylor\textsuperscript{5} calculated the average Nusselt number when a small impressed temperature difference is assumed between the particle and free stream. The flow was considered incompressible, with a Stokes velocity profile, to the order for which the calculation was carried out (although the resulting temperature gradients really will produce a small density variation, and a subsequent effect on the velocity profile). The Nusselt number was derived to $O(Re^{3} \ln Re)$. In a later study, Chang\textsuperscript{10} considered the effect of a dimensionless impressed temperature difference $\epsilon$, small compared to one, but large compared to $Re$. He correctly allowed the density to vary and obtained the leading terms of a two parameter ($\epsilon, Re$) expansion for the drag coefficient valid to $O(\epsilon)$.
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Actually a total of three nondimensional parameters are of special importance in formulating a study of viscous compressible flow past a sphere. These parameters are the Reynolds number Re, the Mach number $M_\infty$, and a nondimensional impressed temperature difference $\tau$, defined below. The basic simplification of the governing equations comes from the assumption $Re \ll 1$. Since the Navier–Stokes equations are considered to be the exact equations, the continuum condition $(M_\infty/Re) \ll 1$ will also be imposed. The Prandtl number $Pr$ is assumed of order one and the specific heats are considered constant. Finally, the temperature difference $\tau$ will be positive or zero, with value at most of order one.

In terms of the limit process, the behavior of the parameters $Re$, $M_\infty$, and $\tau$ therefore is formulated as follows:

\[ Re = (u_\infty a/\nu) \to 0, \quad (M_\infty/Re) \to 0, \quad (1a, b) \]

\[ (1) \tau = [(T_\infty - T_\infty)/T_\infty] \to 0, \quad (2) \tau = \text{const}. \quad (1c) \]

Here $a$ = sphere radius, $\nu$ = kinematic viscosity, $T_\infty$ = temperature of the sphere, and the subscript "\$\infty\" refers to the free-stream conditions.

It is necessary to discuss the relative sizes of the three parameters, i.e., the rates at which these parameters tend to zero. A consequence of (1a, b) is that $M_\infty^2 \ll Re$; in order to study the largest possible Mach number effect, it will be assumed that

\[ Re^2 \ln Re \ll (M_\infty^2/Re) \ll Re. \]

The parameter $\tau$ is ordered with respect to $M_\infty$ and $Re$ by considering the relative sizes of terms in the governing differential equations. It is found that several different cases might be investigated, depending on the relative importance of different physical effects. The following conclusions are reached: (1) Thermal conduction is the dominant mechanism of heat transfer when $\tau \gg M_\infty^2$, but at most of order one. If $\tau = O(M_\infty^2)$ or less, then the temperature variation is determined by a balance between viscous dissipation and thermal conduction.

(2) When $\tau \gg M_\infty^2/Re$, but at most of order one, the density variation is determined primarily by the conduction controlled temperature gradient. The Mach number effect on the density also appears when $\tau = O(M_\infty^2/Re)$. If $\tau \ll M_\infty^2/Re$, the density gradient is primarily determined by the Mach number effect; that is, the leading term in the density variation is related to the pressure rather than to the temperature. (3) The velocity is found to be strongly influenced by $\tau$, through the effects of variable density and viscosity, when $\tau = O(1)$. For $Re \ll \tau \ll 1$, the leading term in the velocity profile is given by the classical Stokes solution; the first perturbation is $O(\tau)$. When $\tau = O(Re)$ or less the basic solution remains that of Stokes, and the perturbation is $O(Re)$, due to the inertia terms in the momentum equation.

Actual calculation of solutions to the equations is necessary only for the distinguished cases $\tau = O(1)$, $O(Re)$, $O(M_\infty^2/Re)$, and $O(M_\infty^2)$. Each of the intermediate ranges of $\tau$ may be studied as an extension of one of the distinguished cases, because no additional physical features need to be represented in the leading terms. Since it is of interest to determine the effect of the largest values of $\tau$, only the first two cases are analyzed in detail. For $\tau = O(Re)$, the expansions are carried out far enough to include the first Mach number effect. To this order, logarithmic terms need not be calculated. In the case $\tau = O(1)$, only the zeroth-order term is calculated for the velocity, because of the complexity of the equations. For the temperature expansion both the zeroth- and first-order terms are derived.

The limit process for the case $\tau = O(Re)$ is defined by $Re \to 0$, $M_\infty \to 0$, $\tau \to 0$, such that $(M_\infty/Re) \to 0$ and $\tau/Re$ is fixed. An assumed form of the asymptotic expansion for each flow variable is substituted in the governing equations. The equations for the perturbation quantities are found by grouping terms of the same magnitude. At each step the orders of magnitude of the perturbations can be deduced from the equations or from a boundary condition or matching condition. The solutions that follow show that to $O(Re)$ the impressed temperature difference increases the drag coefficient and decreases the average Nusselt number. A Mach number term appears in both the velocity and temperature expansions. However, to this order in Mach number only the Nusselt number is affected. A similar effect does not appear in the drag coefficient because the corresponding velocity perturbation is symmetric in the $\theta$ variable.

When $\tau = O(1)$ the limit process is defined by $Re \to 0$ and $(M_\infty/Re) \to 0$, with $\tau$ fixed. The development of the equations for various terms in the expansions is carried out in the manner described for the previous case. The results show that the drag coefficient increases almost linearly with $\tau$. At $\tau \approx 1$ the drag has increased about 70\% over the Stokes value. The Nusselt number is observed to decrease with increasing $\tau$.

Many of the details of the calculations which
are not included in the following sections may be found in Ref. 11.

II. GOVERNING EQUATIONS AND BOUNDARY CONDITIONS

It is assumed that the flow is steady, the gas is perfect, the bulk viscosity is zero, and the Prandtl number and specific heats are constant. The coefficient of viscosity and the thermal conductivity are taken to be linear functions of temperature.

The governing equations may be made nondimensional in various ways (e.g., Ref. 12). Here, variables \( r \) and \( s \) will be defined, respectively, as the distance from the center of the sphere made nondimensional either with the sphere radius \( a \) or with the viscous length \( v_v/a \). Also of special importance is the choice of a reference pressure. Here \( p \) will denote the difference between the local static pressure and the free-stream value, divided by the viscous pressure \( \mu a v_v/a \), and \( P \) will denote the pressure difference divided by \( \mu a v_v^2 \). Then \( p = \text{Re} P \). Throughout the following discussions the quantities \( \rho \), \( T \), \( v \), \( \mu \), and \( \lambda \) will denote, respectively, the nondimensional density, temperature, velocity, coefficient of viscosity, and thermal conductivity, each having been referred to the free-stream value.

The nondimensional equations appropriate near the body are expressed in terms of the Stokes variables (i.e., with the sphere radius chosen as the characteristic length):

Continuity,

\[
\nabla \cdot \rho \mathbf{v} = 0; \tag{2}
\]

Momentum,

\[
\text{Re} \rho \mathbf{v} \cdot \nabla \mathbf{v} = -\nabla P + \mu [\frac{1}{2} \nabla (\nabla \cdot \mathbf{v}) + \nabla^2 \mathbf{v}]
+ [-\frac{3}{2} (\nabla \cdot \mathbf{v}) \nabla \mu + \nabla (\mathbf{v} \cdot \nabla \mu)]
- (\mathbf{v} \cdot \nabla) \nabla \mu + (\nabla \mu \cdot \nabla) \mathbf{v}; \tag{3}
\]

Energy,

\[
\text{Re} \rho \mathbf{v} \cdot \nabla T = \text{Pr}^{-1} \nabla \cdot \lambda \nabla T
+ (\gamma - 1) M^2_v [\mu \Phi + \mathbf{v} \cdot \nabla P]; \tag{4}
\]

State,

\[
\rho = (1/T) + (\gamma M_v^2/\text{Re})(p/T); \tag{5}
\]

Transport properties,

\[
\mu = \lambda = T; \tag{6}
\]

where the vector differential operator \( \nabla \) implies differentiation with respect to the Stokes variables, and

\[
\Phi = \nabla^2 (\mathbf{v} \cdot \mathbf{v}) + 2 \nabla \cdot (\mathbf{w} \times \mathbf{v}) - 2 \mathbf{v} \cdot \nabla (\nabla \cdot \mathbf{v})
+ (\mathbf{w} \cdot \mathbf{w}) - \frac{3}{2} (\nabla \cdot \mathbf{v})^2, \quad \mathbf{w} = \nabla \times \mathbf{v}. \tag{7}
\]

The neglect of buoyant force in Eq. (3) implies that the parameter \( ga/u_v^2 \) (reciprocal of the Froude number) is at most of order one, where \( g \) = gravitational acceleration (e.g., see Schlichting\(^{13}\)). Since the flow is axially symmetric, each of the dependent variables is a function of \( r \) and \( \theta \), where \( \theta \) is the angle measured from the free-stream direction. The velocity has components \( v_r(r, \theta) \) and \( v_\theta(r, \theta) \) in the \( r \) and \( \theta \) directions,

\[
\mathbf{v} = i v_r + j v_\theta.
\]

The boundary conditions for the system of equations (2)–(6) are those at the particle surface,

\[
\mathbf{v}(1, \theta) = 0, \quad T(1, \theta) = 1 + \tau. \tag{8}
\]

In the limit \( \text{Re} \rightarrow 0 \) (with \( r, \theta \) fixed), the above equations give an adequate description of the flow only when \( r = O(1) \). Thus the asymptotic solutions do not necessarily satisfy the boundary conditions for \( r \rightarrow \infty \). These conditions are replaced by the requirement that the asymptotic expansions of solutions to Eqs. (2)–(6) must match properly with another set of asymptotic expansions which are valid far from the body.

The nondimensional equations appropriate far from the body are expressed in terms of Oseen variables (i.e., with the viscous length chosen as the characteristic length),

\[
\nabla \cdot \rho \mathbf{v} = 0, \tag{9}
\]

\[
\rho \mathbf{v} \cdot \nabla \mathbf{v} = -\nabla P + \mu [\frac{1}{2} \nabla (\nabla \cdot \mathbf{v}) + \nabla^2 \mathbf{v}]
+ [-\frac{3}{2} (\nabla \cdot \mathbf{v}) \nabla \mu + \nabla (\mathbf{v} \cdot \nabla \mu)]
- (\mathbf{v} \cdot \nabla) \nabla \mu + (\nabla \mu \cdot \nabla) \mathbf{v}; \tag{10}
\]

\[
\rho \mathbf{v} \cdot \nabla T = \text{Pr}^{-1} \nabla \cdot \lambda \nabla T
+ (\gamma - 1) M^2_v [\mu \Phi + \mathbf{v} \cdot \nabla P], \tag{11}
\]

\[
\rho = (1/T) + (\gamma M_v^2/\text{Re})(p/T), \tag{12}
\]

\[
\mu = \lambda = T. \tag{13}
\]

The same notation, \( \mathbf{v}, \rho, T, \mu, \lambda \), has been used to denote a given nondimensional quantity, whether it is a function of \( r \) and \( \theta \) as in (2)–(6), or as a function of \( s \) and \( \theta \) as in (9)–(13). Also implied above are the relations

\[
s = \text{Re} r, \quad p = \text{Re} P, \quad \Phi = \text{Re} \varphi. \tag{14}
\]

---

\(^{11}\) D. R. Kassoy, Ph. D. dissertation, University of Michigan (1965).


Table I. The effect of $\tau$ on temperature and density.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Temperature</th>
<th>Density</th>
<th>Velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) $r = O(1)$</td>
<td>$\Delta T = O(\tau)$</td>
<td>$\Delta \rho = O(\tau)$</td>
<td>$\Delta v = O(\tau)$</td>
</tr>
<tr>
<td>(b) $Re \ll r \ll 1$</td>
<td>$\Delta T = O(\tau)$</td>
<td>$\Delta \rho = O(\tau)$</td>
<td>$\Delta v = O(\tau)$</td>
</tr>
<tr>
<td>(c) $r = O(Re)$</td>
<td>$\Delta T = O(\tau)$</td>
<td>$\Delta \rho = O(\tau)$</td>
<td>$\Delta v = O(Re)$</td>
</tr>
<tr>
<td>(d) $(M_2^2/Re) \ll r \ll Re$</td>
<td>$\Delta T = O(\tau)$</td>
<td>$\Delta \rho = O(\tau)$</td>
<td>$\Delta v = O(Re)$</td>
</tr>
<tr>
<td>(e) $r = O(M_2^2/Re)$</td>
<td>$\Delta T = O(\tau)$</td>
<td>$\Delta \rho = O(M_2^2/Re)$</td>
<td>$\Delta v = O(Re)$</td>
</tr>
<tr>
<td>(f) $M_2^2/Re \ll r \ll M_2^2/Re$</td>
<td>$\Delta T = O(\tau)$</td>
<td>$\Delta \rho = O(M_2^2/Re)$</td>
<td>$\Delta v = O(Re)$</td>
</tr>
<tr>
<td>(g) $r = O(M_2^2)$</td>
<td>$\Delta T = O(M_2^2)$</td>
<td>$\Delta \rho = O(M_2^2/Re)$</td>
<td>$\Delta v = O(Re)$</td>
</tr>
<tr>
<td>(h) $r \ll M_2^2$</td>
<td>$\Delta T = O(M_2^2)$</td>
<td>$\Delta \rho = O(M_2^2/Re)$</td>
<td>$\Delta v = O(Re)$</td>
</tr>
</tbody>
</table>

In Eqs. (9)–(13) the operator $\nabla$ implies differentiation with respect to the Oseen variables.

The boundary conditions for $s \to \infty$ are

$$v(\infty, \theta) = i, \cos \theta - i \sin \theta, \quad T(\infty, \theta) = 1, \quad P(\infty, \theta) = 0. \quad (15)$$

These will be supplemented by conditions for matching with solutions valid when $r = O(1)$.

III. PHYSICAL CONSIDERATIONS

The sequence in which various physical features become apparent in the asymptotic expansions will depend on the relative sizes of the parameters $Re$, $M_\infty$, and $\tau$. To understand the significance of different choices it is necessary to study the orders of the terms in the equations. Equations (2)–(6) are studied, since it is near the body that the greatest changes occur in the flow variables.

Since the nondimensional wall temperature is $1 + \tau$, then for $r = O(1)$ changes in the nondimensional temperature $T$ are measured by $\Delta T = T - (1 + \tau)$. In the energy equation (4) the convection, conduction, and dissipation terms are, respectively, $O(Re \Delta T), O(\Delta T), O(M_\infty^2)$. For $\Delta T \gg M_\infty^2$, the conduction term dominates the equation and the temperature variation $\Delta T$ is of the same order as the impressed temperature difference $\tau$; this result also implies $r \gg M_\infty^2$. If $r = O(M_\infty^2)$ the dissipation and conduction terms are of the same order, and $\Delta T = O(\tau) = O(M_\infty^2)$. If $r \ll M_\infty^2$, temperature differences due to viscous heating are greater than $O(\tau)$, and the approximate equation still describes a balance between dissipation and thermal conduction.

The equation of state (5) shows that density changes are primarily related to temperature changes if $r \gg M_\infty^2/Re$ and are determined predominantly by pressure changes if $r \ll M_\infty^2/Re$. Both effects enter if $r$ and $M_\infty^2/Re$ are of the same order. From the continuity equation it is seen that changes in velocity are at least as large, in order of magnitude, as changes in density. The momentum equation shows that for $r \gg Re$ the variation $O(\tau)$ in viscosity has greater influence than the inertia terms, which are $O(Re)$. It follows that for $r \gg Re$ the corrections $\Delta v$ to the Stokes solution for velocity are $O(\tau)$, due to variable density and viscosity. But if $r \ll Re$ the corrections are $O(Re)$, due to the effect of inertia forces.

The results are summarized in Table I. For $\tau \to 0$ increasingly fast (i.e., passing from top to bottom in the first column of Table I), it is seen from the equations that some new physical feature becomes important at each of cases a, c, e, and g. These might be called distinguished cases. Each of the intermediate cases b, d, f, h depends at most on the same physical processes as appear in the immediately preceding distinguished case. This implies that an approximate solution for a particular distinguished case can be extended to include the succeeding intermediate case (or, for that matter, to include the immediately preceding case). In this sense it is only necessary to study the distinguished cases.

Since it is of interest to examine the effect of large values of $\tau$, the present analysis is limited to the cases $\tau = O(1)$ and $r = O(Re)$.

IV. CONSTRUCTION OF THE SOLUTIONS

The solutions of Eqs. (2)–(6) and (9)–(13), subject to boundary conditions (8) and (15), are assumed to possess asymptotic expansions of the following form:

**Inner**

Density,

$$\rho \sim \sum_{n=0} a_n \rho_a(r, \theta), \quad \rho \sim \sum_{n=0} a_n \rho_{\infty}(s, \theta);$$

Velocity,

$$v \sim \sum_{n=0} b_n v_a(r, \theta), \quad v \sim \sum_{n=0} b_n v_{\infty}(s, \theta);$$

**Outer**
Pressure,
\[ p \sim \sum_{n=0}^{\infty} \delta_n P_n(r) \theta, \quad P = \frac{P}{\text{Re}} \sim \sum_{n=0}^{\infty} d_n P_n(s) \theta; \]
Temperature,
\[ T \sim \sum_{n=0}^{\infty} \epsilon_n T_n(r) \theta, \quad T \sim \sum_{n=0}^{\infty} \epsilon_n T_n(s) \theta; \]
where \( \alpha_n, \ldots, \epsilon_n \) and \( a_n, \ldots, \epsilon_n \) are, in general, functions of \( M_\infty, \text{Re}, \) and \( \tau, \) and
\[ \alpha_0 = \beta_0 = \delta_0 = \epsilon_0 = a_0 = b_0 = d_0 = e_0 = 1. \]
The "outer" variable \( s \) is related to the "inner" variable \( r \) by \( s = \text{Re} r. \) Components of \( V_n \) will be denoted by \( V_n(s, \theta), V_n(s, \theta). \)

By definition each inner expansion, of the form
\[ q \sim \sum_{n=0}^{\infty} \phi_n(\text{Re}, M_\infty, \tau) q_n(r, \theta) \]
is an asymptotic expansion if, for each \( n, \)
\[ \lim_{\text{Re} \to 0} \frac{q_n}{\phi_n} = 0, \quad \lim_{r \to 0} \frac{q_n}{\phi_n} = 0, \]
for \( \text{Re} \to 0, (M_\infty/\text{Re}) \to 0, \) and (in the cases chosen) either \( \tau \) fixed or \( \tau/\text{Re} \) fixed. Similar properties hold for the outer expansions
\[ q \sim \sum_{n=0}^{\infty} \Phi_n(\text{Re}, M_\infty, \tau) Q_n(s, \theta). \]

The differential equations for the perturbation quantities in Eqs. (16) are found by substituting in the inner and outer governing equations and grouping terms of the same order of magnitude. It is then required that the equations be satisfied to each order of magnitude, in the limit for \( \text{Re} \to 0, \) \( (M_\infty/\text{Re}) \to 0, \) and either \( \tau/\text{Re} \) fixed or \( \tau \) fixed. The boundary conditions to be satisfied by terms in the Eqs. (16) are found by substituting in Eqs. (8) and (15), again requiring that the equations be satisfied to each order of magnitude. The matching condition for each flow variable \( q \) states that to each order in \( \text{Re}, M_\infty, \tau \) there exists some overlap domain for \( s \to 0 \) sufficiently slowly, and \( r \to \infty, \) such that both inner and outer expansions are valid (see Ref. 5). That is, to each order in the small parameters,
\[ q_0 + \phi_1 q_1 + \phi_2 q_2 + \cdots \sim Q_0 + \Phi_1 Q_1 + \Phi_2 Q_2 + \cdots, \]
for \( \text{Re} \to 0, (M_\infty/\text{Re}) \to 0, \) either \( \tau \) fixed or \( \tau/\text{Re} \) fixed, \( r \to \infty, \) and \( s \to 0 \) (sufficiently slowly).

V. SOLUTIONS FOR \( \tau = O(\text{Re}) \)

For \( \tau = O(\text{Re}) \) the zeroth- and first-order terms can be found by appropriately combining results from Refs. 1, 3, 5, 8, 9, and 10, or can be rederived using a single consistent approximation scheme, as discussed in the preceding section. An outline of the derivation of these terms is given below. Terms beyond this group represent new results and are discussed in greater detail.

The leading terms in the outer expansions describe the free stream,
\[ T_0 = \tau_0 = 1, \quad V_0 = i \cos \theta - i \sin \theta, \quad P_0 = 0. \]
Since temperature variations are small, the leading terms of the inner expansion are the same as the Stokes solution,
\[ t_0 = \rho_0 = 1, \quad v_0 = \frac{1}{2 \tau} \left[ 1 - \frac{3}{2 \tau} \right] \cos \theta \]
\[ + \frac{1}{4 \tau} \left[ 1 - \frac{3}{2 \tau} \right] \sin \theta, \]
\[ p_0 = -\frac{3}{2}(\cos \theta / \tau^2). \]
The solutions for \( t_1 \) and \( \rho_1 \) also can be obtained; the boundary condition suggests the choice \( \epsilon_1 = \tau, \) or
\[ \epsilon_1 = \text{Re} \tau/\text{Re}. \]
The temperature distribution is determined entirely by conduction. That is, \( t_1 \) satisfies Laplace’s equation
\[ \nabla^2 t_1 = 0 \]
subject to the boundary condition \( t_1(1, \theta) = 0 \) and the matching condition, for \( r \to \infty, \)
\[ 1 + t_1 + \cdots \sim 1 + \cdots. \]
The solution, given by Acrivos and Taylor, is seen to be
\[ t_1 = -\frac{1}{r}. \]
From the equation of state, it is found also that
\[ \alpha_1 = \text{Re} \tau/\text{Re}, \quad \rho_1 = -t_1 = -\frac{1}{r}. \]
The orders of magnitude for the first-order outer solutions \( V_1 \) and \( T_1 \) are determined from the matching conditions. For \( r \to \infty, \) Eqs. (21), (22), and (24) show that \( v_0 - V_0 = O(\text{Re}/s) \) and \( t_1 = O(\text{Re}/s). \)
Hence, the matching suggests \( b_1 = O(\text{Re}) \) and \( e_1 = O(\text{Re}^2). \) The equation of state and the momentum equation require, respectively, \( a_1 = O(\text{Re}^2) \) and \( d_1 = O(\text{Re}). \) It is convenient to include certain constant factors, as follows:
\[ b_1 = d_1 = \text{Re}, \quad a_1 = e_1 = \text{Re}^2 \tau/\text{Re} \text{ Pr}. \]
The first-order outer solutions satisfy the differential equations
\[ \nabla \cdot V_1 = 0, \quad V_0 \cdot \nabla V_1 = -\nabla P_1 + \nabla^2 V_1, \] (27)

subject to boundary conditions

\[ T_1(\infty, \theta) = P_1(\infty, \theta) = V_1(\infty, \theta) = 0 \] (28)

and matching conditions, for some overlap domain where \( r \to \infty \) and \( s \to 0 \),

\[ 1 + \text{Re}^2 \frac{r}{\text{Re}} \text{Pr} T_1 + \cdots \sim 1 + \text{Re}^2 \frac{r}{\text{Re}} t_1 + \cdots, \]

\[ V_0 + \text{Re} V_1 + \cdots \sim v_0 + \cdots. \] (29)

The solutions for \( V_1 \) and \( P_1 \) are the Oseen solutions, and the solution for \( T_1 \) was given by Agricov and Taylor,

\[ V_1 = \frac{3}{2s^3} \left[ 1 - e^{-s(1-\cos \theta)} \right] - \frac{3}{4s^2} \left( 1 + \cos \theta \right) e^{-s(1-\cos \theta)}, \]

\[ V_1 = \frac{3}{4s^2} e^{-s(1-\cos \theta)} \sin \theta, \quad P_1 = -\frac{3}{2s^2} \cos \theta, \] (30)

\[ T_1 = \frac{1}{\text{Pr} s} e^{-s(1-\cos \theta)}, \quad R_1 = -T_1. \]

For the first-order inner solution, the momentum equation suggests that \( \beta_1 \) and \( \delta_1 \) should be \( O(\text{Re}) \), the same order as the inertia terms and the variations in density and viscosity,

\[ \beta_1 = \delta_1 = \text{Re}. \] (31)

Therefore, \( v_1 \) and \( p_1 \) satisfy

\[ \nabla \cdot v_1 = - \frac{r}{\text{Re}} v_0 \cdot \nabla p_1, \]

\[ \nabla^2 v_1 - \nabla p_1 = v_0 \cdot \nabla v_0 - \frac{1}{3} (\nabla \cdot v_1) \]

\[ - (\tau/\text{Re}) \mu_1 \nabla^2 v_0 + (v_0 \cdot \nabla \mu_1) \]

\[ - (v_0 \cdot \nabla) \nabla \mu_1 + (\nabla \mu_1 \cdot \nabla) v_0, \] (32)

where \( p_1 = -t_1 = -r^{-1} \) and \( \mu_1 = t_1 = r^{-1} \). The momentum equation includes a convective term (first term on the right-hand side), an effect of variable density (second term), and an effect of variable viscosity (third term). The boundary conditions for \( r = 1 \) and the matching conditions for \( r \to \infty \) are

\[ v_1(1, \theta) = 0, \]

\[ v_0 + \text{Re} v_1 + \cdots \sim V_0 + \text{Re} V_1 + \cdots, \] (33)

\[ p_0 + \text{Re} p_1 + \cdots \sim \text{Re} P_1 + \cdots. \]

The matching conditions imply that \( p_1 \to 0 \) as \( r \to \infty \) and that the leading term in \( v_1 \) for \( r \to \infty \) must agree with the term of order one in \( V_1 \) for \( s \to 0 \).

The solution of this system of equations, found by separation of variables and variation of parameters, is given by

\[ v_1 = \frac{3}{8} - \left( \frac{9}{16} + \frac{13}{21} \frac{\tau}{r} \right) \frac{1}{r^2} + \frac{15}{8} \frac{\tau}{r^3} \]

\[ + \left( \frac{3}{16} - \frac{21}{16} \frac{\tau}{r} \right) \frac{1}{r^3} + \frac{1}{4} \frac{\tau}{r^4} \]

\[ - \frac{3}{16} \left( 2 - 3 \frac{r}{\tau} + \frac{1}{r^2} - \frac{1}{r^3} + \frac{1}{r^4} \right) \sin \left( 3 \cos^2 \theta - 1 \right), \] (34)

\[ v_1 = \left( -\frac{3}{8} + \left( \frac{9}{32} - \frac{3}{32} \frac{\tau}{r} \right) \frac{1}{r^2} + \frac{3}{4} \frac{\tau}{r^3} \right) \sin \theta \]

\[ + \left( \frac{3}{32} - \frac{21}{32} \frac{\tau}{r} \right) \frac{1}{r^3} \sin \theta \cos \theta, \] (35)

\[ p_1 = \left( -\frac{3}{16r^2} + \frac{3}{16r^3} - \frac{1}{r^4} \right) \]

\[ + \left( \frac{27}{16} - \frac{103}{48} \frac{\tau}{r^3} \right) \frac{1}{r^4} \]

\[ + \frac{11}{4} \frac{\tau}{r^5} - \frac{7}{6} \frac{\tau}{r^6} \]

\[ + \left( \frac{3}{5r^4} - \frac{7}{8r^5} + \frac{3}{4r^6} - \frac{1}{16r^7} \right) \sin \left( 3 \cos^2 \theta - 1 \right). \] (36)

The terms independent of \( \tau \) were given by Kaplan and Lagerstrom and by Proudman and Pearson, and the terms proportional to \( \tau/\text{Re} \) can be obtained from Chang's solutions. The results imply that the first-order coefficient will differ from that given by Proudman and Pearson.

The solution for \( t_2 \) can now also be obtained. In the energy equation (4) the convection term and the effect of variable conductivity lead to a perturbation in temperature which is of order \( \text{Re}^2 \). There is no physical reason for suggesting a larger perturbation. Furthermore, if it were assumed that the term \( \epsilon_2 t_2 \) were larger, such that \( \text{Re}^2 \ll \epsilon_2 \ll \text{Re} \), then \( t_2 \) would have to satisfy Laplace's equation, and the boundary and matching conditions could be satisfied only if \( t_2 = 0 \). Hence, \( \epsilon_2 = O(\text{Re}) \). On the other hand, it is found from the equation of state that the changes in pressure lead to a perturbation \( \alpha_2 \rho_2 \) in density such that \( \alpha_2 = M_a^2 / \text{Re} \), larger than \( \text{Re}^2 \) according to the assumption following Eq. (1). It is found, however, that the equations defining \( t_2 \) do not involve any terms associated with the Mach number and, therefore, can be solved without further study of such terms.

The result \( \epsilon_2 = O(\text{Re}) \) is consistent with the matching condition, since \( t_2 \) must match with a
term in $T_1$ which is $O(1)$ for $s \to 0$. For convenience a constant factor is included in $\epsilon_s$,

$$\epsilon_s = \Re^2 \frac{\tau}{\Re}. \quad (37)$$

The differential equation for $t_2$ is

$$\nabla^2 t_2 = \Pr \frac{\nabla \cdot v_t}{\tau (\Re)} - \frac{(\tau / \Re)^{1/2} (\nabla^2 t_2)}{1/2}, \quad (38)$$

which includes on the right-hand side a convection term and a term showing the effect of variable conductivity. The boundary condition is

$$t_2(1, \theta) = 0 \quad (39)$$

and the matching condition, for $r \to \infty$ and $s \to 0$, is

$$1 + \tau t_1 + \tau \Re t_2 + \cdots \sim 1 + \tau \Re \Pr T_1 + \cdots. \quad (40)$$

The solution for $t_2$ is found to be

$$t_2 = \left[ \frac{1}{2} \Pr \left( \frac{1}{\tau} - 1 \right) + \frac{\tau}{\Re} \left( \frac{1}{2r} - \frac{1}{2 \Re} \right) \right]$$

$$+ \Pr \left[ \frac{1}{2} - \frac{3}{4r} + \frac{3}{8r^2} - \frac{1}{8r^3} \right] \cos \theta. \quad (41)$$

The terms independent of $\tau$ were given by Acrios and Taylor. In the present solution an additional term, proportional to $\tau / \Re$, appears because the conductivity is allowed to vary.

At this point the usual procedure would be to study the second-order outer solutions. However, it is found that the next terms of the inner expansions may be obtained without knowledge of additional solutions from the outer equations. These are the first terms involving the Mach number, and their effect on the drag and heat transfer will be of special interest.

For the inner expansion the energy equation shows that the viscous dissipation leads to temperature variation of order $\epsilon_s = O(M_2^2)$. As already noted, the equation of state requires the density variation due to changes in pressure to be of order $\alpha_s = O(M_2^2 / \Re)$. The continuity equation then shows that the corresponding velocity changes are measured by $\beta_2 = O(M_2^2 / \Re)$. Since a pressure force must appear in the momentum equation, $\delta_2 = O(M_2^2 / \Re)$. The choices will be

$$\epsilon_s = M_2^2, \quad \alpha_s = \beta_2 = \delta_2 = M_2^2 / \Re. \quad (42)$$

Thus it is convenient to study $t_2$ along with $v_2$, $p_2$, and $\rho_2$.

For the second-order terms in the outer expansion, it can be seen from the differential equations or from the matching conditions that appropriate choices for the orders of magnitude are

$$a_2 = \Re^2 \tau \Pr, \quad b_2 = d_2 = \Re^2, \quad e_2 = \Re^2 \tau \Pr. \quad (43)$$

But the inner solutions $v_2, \rho_2, \rho_2$, and $t_2$ can only match with terms which will be multiplied by $M_2^2$. In the outer equations the dissipation leads to a variation in temperature which is $O(M_2^4 \Re)$, of smaller order than either $\epsilon_s$ or $\epsilon_s$. It will be sufficient to replace the matching conditions for $t_2, v_2, p_2$, and $\rho_2$ by the requirement that these functions approach zero as $r \to \infty$.

These first terms involving Mach number are found to satisfy the equations

$$\nabla^2 t_2 = -\Pr \left( \gamma - 1 \right) \left[ \delta_0 + v_0 \cdot \nabla \rho_0 \right], \quad \rho_2 = \gamma p_0, \quad (44)$$

$$\nabla \cdot v_2 = -v_0 \cdot \nabla \rho_2;$$

subject to boundary conditions,

$$v_2(1, \theta) = t_2(1, \theta) = 0, \quad (45)$$

and matching conditions for $r \to \infty$,

$$v_2(r, \theta) \to 0, \quad p_2(r, \theta) \to 0, \quad t_2(r, \theta) \to 0. \quad (46)$$

The solutions are

$$a_2 = \frac{(\gamma - 1) \Pr}{80r - 3 \Re} - \frac{5}{16r^2} - \frac{3}{40r^3},$$

$$v_2 = \frac{\gamma}{2r^2 - \frac{3}{2r^3} + \frac{3}{8r^4} - \frac{1}{8r^5}},$$

$$p_2 = \frac{\gamma}{2r^3 - \frac{3}{4r^4} + \frac{1}{4r^5}},$$

$$\rho_2 = \frac{\gamma}{2r^2 - \frac{3}{2r^3} + \frac{3}{8r^4} - \frac{1}{8r^5}} \sin \theta \cos \theta, \quad (47)$$

The results of the preceding analysis are summarized in the following inner expansions:

$$\rho(r, \theta) = 1 + \Re \rho(\tau / \Re) p_1 + O(\alpha_s),$$

$$v(r, \theta) = v_0 + \Re v_1 + (M_2^2 / \Re) v_2 + O(\beta_s),$$

$$p(r, \theta) = p_0 + \Re p_1 + (M_2^2 / \Re) p_2 + O(\delta_s),$$

$$T(r, \theta) = 1 + \Re (\tau / \Re) t_1 + \Re^2 (\tau / \Re) t_2 + M_2^2 t_2 + O(\epsilon_s),$$

$$\mu(r, \theta) = \lambda(r, \theta) = T(r, \theta). \quad (48)$$

In general, the expansions have been calculated out to the first Mach number term. The results of Proudman and Pearson" and Acrios and Taylor" imply that the logarithm of Reynolds number should
appear in terms ordered by \( \beta_3, \delta_3, \) and \( \epsilon_4. \) From the equation of state, it follows that \( \alpha_4 = O(M_2^4), \) and \( \alpha_5 \) will be logarithmic in \( Re. \) While no attempt
has been made to find these terms, which arise from nonhomogeneous terms in the higher-order energy and momentum equations, it appears that they will differ from the logarithmic terms calculated
previously, due to the inclusion of the additional temperature effects.

It is of interest to compare the present expansions for temperature and velocity with those of Acrivos and Taylor and Proudman and Pearson in order to indicate the conditions under which the latter are valid representations.

In the temperature expansions, \( h_0 \) and \( h_1 \) are solutions given in Ref. 9, \( t_2 \) is the \( \tau/Re \) term in
Eq. (41), and \( t_3 \) is given by Eq. (47). In the velocity expansions; \( v_1 \) has been split into incompressible \((v_{10})\) and compressible \((v_{11})\) parts.

Present solution:

\[
T = 1 + Re \frac{\tau}{Re} h_0 + Re^2 \frac{\tau}{Re} \left[ P h_1 + \frac{\tau}{Re} t_2 \right] + M_2^2 t_3 + O(Re^3 \ln Re),
\]

\[
v = v_0 + Re \left[ v_{10} + \frac{\tau}{Re} v_{11} \right] + \frac{M_2^2}{Re} v_2 + O(Re^3 \ln Re);
\]

Acrivos and Taylor Solution:

\[
T = 1 + Re \left( \frac{\tau}{Re} h_0 + Re^2 \left( \frac{\tau}{Re} \right) Pr h_1 \right) + O(Re^3 \ln Re);
\]

Proudman and Pearson Solution:

\[
v = v_0 + Re \left[ v_{10} + O(Re^2 \ln Re) \right].
\]

It is clear that the present solutions reduce to those found previously if \( \tau/Re, \) \( M_2^2, \) and \( M_2^2/Re \) are made sufficiently small.

The drag coefficient and Nusselt number are calculated by evaluating the stress and heat transfer at the particle surface. These quantities are found from the inner velocity, pressure, and temperature expansions.

If \( F_d \) is the drag force, the drag coefficient is defined as follows:

\[
C_d = \frac{F_d}{\frac{1}{2} \rho_0 u_x^2 \pi a^2} = -\frac{4}{Re} \int_0^\tau p(1, \theta) \sin \theta \cos \theta d\theta
+ \int_0^\tau \mu(1, \theta) \left[ \frac{\partial}{\partial r} \left( \frac{v_r}{r} \right) + \frac{1}{r} \frac{\partial}{\partial \theta} \left( \frac{v_\theta}{\theta} \right) \right] \sin^2 \theta d\theta.
\]

If the integrals are evaluated, the result is

\[
C_d = \frac{12}{Re} \left[ 1 + \frac{3}{8} + \frac{13}{24} \frac{\tau}{Re} \right] + O(Re^2 \ln Re).
\]

The Nusselt number is defined by

\[
Nu = \frac{1}{\tau} \int_0^\tau \left[ \frac{\partial T}{\partial r} \right]_{r=1} \sin \theta d\theta,
\]

and upon evaluation of the integral, one can derive the following:

\[
Nu = 2 + Re Pr \left[ 1 - \frac{\tau}{Re Pr} \right] - \frac{M_2^2}{\tau} Pr (\gamma - 1) \frac{15}{8} + O(Re^3 \ln Re).
\]

VI. SOLUTIONS FOR THE CASE \( \tau = O(1) \)

Physical considerations (i.e., see Table I) indicate that the zeroth-order inner variables are affected by the impressed temperature difference when \( \tau = O(1). \) In essence, the problem is that of a compressible Stokes flow. The analysis in this section is devoted primarily to the solution of the zeroth-order equation, although the first-order temperature effect is also calculated.

Just as in previous solutions, it is clear that the zeroth-order outer solutions describe the free stream. Thus

\[
V_0 = i, \cos \theta - i_s \sin \theta,
\]

\[
P_0 = 0, \quad R_0 = 1, \quad T_0 = 1.
\]

Since a linear thermal conductivity–temperature relation has been assumed, the inner energy equation may be written as follows:

\[
\nabla^2 T_0 = 0,
\]

with the boundary condition

\[
t_0(1, \theta) = 1 + \tau.
\]

The matching condition for \( t_0 \) requires that, for \( r \to \infty, \)

\[
t_0 + \cdots \sim 1 + \cdots.
\]

The solution of these equations is

\[
t_0(r, \theta) = [1 + (K/\tau)]^{-1},
\]

where \( K = \tau(\tau + 2). \) The zeroth-order inner density may be found from the equation of state. Thus,

\[
\rho_0 = (1/t_0) = [1 + (K/\tau)]^{-1}.
\]

The zeroth-order inner pressure and velocity components are found from the approximate continuity and momentum equations, which are as follows:

\[
\nabla \cdot \rho_0 v_0 = 0,
\]
\[ 0 = -\nabla p_0 + \frac{1}{2} \mu_0 \nabla (\nabla \cdot \mathbf{v}_0) + \mu_0 \nabla^2 \mathbf{v}_0 + \left[ -\frac{3}{2} (\nabla \cdot \mathbf{v}_0) \nabla \mu_0 + \nabla (\mathbf{v}_0 \cdot \nabla \mu_0) \right] (61) \]
\[ - (\mathbf{v}_0 \cdot \nabla) \nabla \mu_0 + (\nabla \mu_0 \cdot \nabla) \mathbf{v}_0. \]

The boundary condition at \( r = 1 \) and the matching conditions for \( r \to \infty \) are, as for the incompressible case,
\[
\mathbf{v}_0(1, \theta) = 0, \quad \mathbf{v}_0 + \cdots \sim \mathbf{V}_0 + \cdots, \quad (62)
\]
\[
p_0 + \cdots \sim \text{Re} (P_0 + \cdots).
\]

The differential equations (61) are linear with variable coefficients depending on \( r \). A dependence on \( \theta \) enters only in the matching condition, in an especially simple way because of the form of \( \mathbf{V}_0 \).

Solutions satisfying (61) and (62) can therefore be found by assuming \( v_{0r} \) and \( v_{0\theta} \) to have the same dependence on \( \theta \) as the components of \( \mathbf{V}_0 \). Thus
\[
v_{0r} = u(r) \cos \theta, \quad v_{0\theta} = v(r) \sin \theta, \quad p_0 = p(r) \cos \theta,
\]
where the form chosen for \( p_0 \) is consistent with (61).

The solution to Eqs. (61) and (62) is most easily obtained in terms of a Stokes stream function, \( \psi(r, \theta) \), where
\[
\rho \partial_{\theta} \psi = \frac{1}{r \sin \theta} \partial_r, \quad \rho \partial_r \psi = \frac{1}{r \sin \theta} \partial_r \psi,
\]
so that the first of Eqs. (61) is satisfied identically. Next, in view of the relationships given in Eqs. (63), \( \psi(r, \theta) \) may be written in terms of a modified stream function, \( \tilde{\alpha}(r) \)
\[
\psi(r, \theta) = \tilde{\alpha}(r) \sin^2 \theta.
\]

Substitution of Eqs. (63)–(65) into the second of Eq. (61) results in a fourth-order differential equation for \( \tilde{\alpha}(r) \) (Ref. 11). The boundary conditions on \( \tilde{\alpha} \) are found by transforming Eqs. (62). However, the solution is obtained more easily if the following transformation is employed:
\[
\omega = K/2r, \quad a(\omega) = \tilde{\alpha}(r).
\]

Then the resulting equation for \( a(\omega) \) is,
\[
(1 + 2\omega)a^{4\omega} + (12 + 29\omega)a^{3\omega} + (32 + 104\omega)a^{2\omega} + (8 + 68\omega)a - (8 + 32\omega)a = 0,
\]
and \( a(\omega) \) is subject to the boundary conditions
\[
\lim_{\omega \to 0} \omega^2 a(\omega) = -\frac{1}{2} K^2, \quad a(\frac{1}{2} K) = a'\left(\frac{1}{2} K\right) = 0.
\]

A solution of equation (67) is
\[
a = C_4/\omega^2, \quad C_4 = \text{const.}
\]

Hence, the governing equation for \( a(\omega) \) can be reduced to a third-order equation,
\[
(1 + 2\omega)\omega^3 y''' + (7 + 19\omega)\omega^2 y'' + (4 + 28\omega)\omega y' - (4 + 16\omega)y = 0,
\]
where
\[
a(\omega) = -\frac{1}{\omega^2} \int_0^\omega \sigma y(\sigma) \, d\sigma + C_4 \omega^2.
\]

Finally, the first of the boundary conditions given in (68) becomes
\[
\lim_{\omega \to 0} \omega^2 y(\omega) = 0.
\]

Equation (70) has three regular singularities, at the points \( \omega = -\frac{1}{2}, 0, \infty \). A power series solution about \( \omega = 0 \) has been obtained (see Ref. 11 for details), using a procedure outlined by Rainville.\(^{14}\)

In terms of \( a(\omega) \), this solution is
\[
a(\omega) = -\frac{K^2}{8\omega^2} + C_2 \left\{ -\sum_{s=0}^{\infty} \frac{A_s \omega^{s+1}}{(n + 3)} \ln \omega + \frac{2}{\omega} - \frac{9}{2}ight.
\]
\[+ \sum_{s=0}^{\infty} \left( \frac{1}{n + 3} - k_{n+2}\right) A_s \omega^{s+1} \}
\]
\[ - C_1 \sum_{s=0}^{\infty} \frac{A_s \omega^{s+1}}{n + 3},
\]
where
\[
A_0 = \frac{3}{2},
\]
\[
A_n = -\frac{(2n^2 + 13n^2 + 13n + 16)}{n(n+2)(n+5)} A_{n-1}, \quad n \geq 1,
\]
\[
k_0 = \frac{3}{4},
\]
\[
k_{n+3} = \frac{6n^2 + 26n + 13}{2n^3 + 13n^2 + 16} - \frac{3n^2 + 14n + 10}{n(n+2)(n+5)} + k_{n+1}, \quad n \geq 1.
\]

Due to the singularity at \( \omega = -\frac{1}{2} \), the above series solution is valid only when \( 0 \leq \omega < \frac{1}{2} \). Hence, since \( 1 \leq r < \infty \), the constants \( C_1 \) and \( C_2 \) can be evaluated from the boundary conditions on \( a(\omega) \) only for values of \( K \) in the range \( 0 \leq K < 1 \), which correspond to values of \( r \) in the range \( 0 \leq r < 0.414 \).

Series solutions could be obtained for larger values of \( K(r) \) by developing expansions about some ordinary point beyond \( \omega = \frac{1}{2} \). However, for the purposes of obtaining numerical results, it is more convenient to resort to a numerical solution of Eqs. (67) and (68). The calculations were made by using a fifth-order Runge–Kutta

Table II. Summary of numerical results.

<table>
<thead>
<tr>
<th>( \tau )</th>
<th>( C_1 )</th>
<th>( C_2 )</th>
<th>( \omega )</th>
<th>( a^{(1)}(\omega) )</th>
<th>( a^{(2)}(\omega) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.095</td>
<td>0.404275</td>
<td>0.419474 \times 10^{-1}</td>
<td>0.1</td>
<td>0.458360</td>
<td>0.163372 \times 10^{1}</td>
</tr>
<tr>
<td>0.183</td>
<td>0.123662</td>
<td>0.925079 \times 10^{-1}</td>
<td>0.2</td>
<td>0.880613</td>
<td>0.658233 \times 10^{1}</td>
</tr>
<tr>
<td>0.265</td>
<td>0.296352 \times 10^{-2}</td>
<td>0.151344</td>
<td>0.3</td>
<td>1.275312 \times 10^{1}</td>
<td>0.323619 \times 10^{1}</td>
</tr>
<tr>
<td>0.342</td>
<td>-0.849928 \times 10^{-3}</td>
<td>0.218198</td>
<td>0.4</td>
<td>1.848556 \times 10^{1}</td>
<td>0.165150 \times 10^{1}</td>
</tr>
<tr>
<td>0.414</td>
<td>-0.167277</td>
<td>0.292868</td>
<td>0.5</td>
<td>0.203085 \times 10^{1}</td>
<td>0.594004</td>
</tr>
<tr>
<td>0.483</td>
<td>-0.239360</td>
<td>0.375190</td>
<td>0.6</td>
<td>0.234223 \times 10^{1}</td>
<td>-0.161614</td>
</tr>
<tr>
<td>0.549</td>
<td>-0.317072</td>
<td>0.465022</td>
<td>0.7</td>
<td>0.296825 \times 10^{1}</td>
<td>-0.747554</td>
</tr>
<tr>
<td>0.612</td>
<td>-0.390226</td>
<td>0.562525</td>
<td>0.8</td>
<td>0.298285 \times 10^{1}</td>
<td>-0.122889 \times 10^{1}</td>
</tr>
<tr>
<td>0.673</td>
<td>-0.484813</td>
<td>0.666783</td>
<td>0.9</td>
<td>0.328745 \times 10^{1}</td>
<td>-0.164041 \times 10^{1}</td>
</tr>
<tr>
<td>0.732</td>
<td>-0.574808</td>
<td>0.775508</td>
<td>1.0</td>
<td>0.358312 \times 10^{1}</td>
<td>-0.200361 \times 10^{1}</td>
</tr>
<tr>
<td>0.789</td>
<td>-0.660388</td>
<td>0.897344</td>
<td>1.1</td>
<td>0.387052 \times 10^{1}</td>
<td>-0.233138 \times 10^{1}</td>
</tr>
<tr>
<td>0.844</td>
<td>-0.769304</td>
<td>1.023225 \times 10^{1}</td>
<td>1.2</td>
<td>0.415127 \times 10^{1}</td>
<td>-0.260331 \times 10^{1}</td>
</tr>
<tr>
<td>0.897</td>
<td>-0.873366</td>
<td>1.15615 \times 10^{1}</td>
<td>1.3</td>
<td>0.442514 \times 10^{1}</td>
<td>-0.291257 \times 10^{1}</td>
</tr>
<tr>
<td>0.949</td>
<td>-0.983663</td>
<td>1.29603 \times 10^{1}</td>
<td>1.4</td>
<td>0.469302 \times 10^{1}</td>
<td>-0.317611 \times 10^{1}</td>
</tr>
<tr>
<td>1.000</td>
<td>-0.109845 \times 10^{1}</td>
<td>0.144283 \times 10^{1}</td>
<td>1.5</td>
<td>0.495531 \times 10^{1}</td>
<td>-0.342610 \times 10^{1}</td>
</tr>
<tr>
<td>1.049</td>
<td>-0.121833 \times 10^{1}</td>
<td>0.159648 \times 10^{1}</td>
<td>1.6</td>
<td>0.521270 \times 10^{1}</td>
<td>-0.306648 \times 10^{1}</td>
</tr>
<tr>
<td>1.098</td>
<td>-0.134332 \times 10^{1}</td>
<td>0.175096 \times 10^{1}</td>
<td>1.7</td>
<td>0.546528 \times 10^{1}</td>
<td>-0.389401 \times 10^{1}</td>
</tr>
<tr>
<td>1.145</td>
<td>-0.147335 \times 10^{1}</td>
<td>0.192416 \times 10^{1}</td>
<td>1.8</td>
<td>0.571349 \times 10^{1}</td>
<td>-0.411502 \times 10^{1}</td>
</tr>
<tr>
<td>1.191</td>
<td>-0.160840 \times 10^{1}</td>
<td>0.209002 \times 10^{1}</td>
<td>1.9</td>
<td>0.595759 \times 10^{1}</td>
<td>-0.432984 \times 10^{1}</td>
</tr>
<tr>
<td>1.236</td>
<td>-0.174847 \times 10^{1}</td>
<td>0.227850 \times 10^{1}</td>
<td>2.0</td>
<td>0.619786 \times 10^{1}</td>
<td>-0.453665 \times 10^{1}</td>
</tr>
</tbody>
</table>

The boundary condition for \( s \to \infty \) and the matching condition as \( s \to 0 \) are

\[
T_i(\infty, \theta) = 0, \quad t_0 + \cdots \sim 1 + \epsilon_1 T_1 + \cdots \quad (75)
\]

The solution of the above equations is found in a manner similar to that employed in the analogous \( \tau = O(\text{Re}) \) case and is given by

\[
T_1 = (K/2 \text{Pr}) e^{t_1} \text{Pr} \cos \theta - 1, \quad \epsilon_1 = \text{Re Pr}. \quad (76)
\]

Thus, the order of magnitude of the first-order outer temperature perturbation is larger than that for the corresponding \( \tau = O(\text{Re}) \) case.

Substitution of the expansions in the inner energy equation indicates that \( \epsilon_1 = \text{Re} \). Thus, the equation for \( t_1 \) is

\[
\nabla^2 t_1 = \text{Pr} \rho \frac{v}{\text{Pr}} \cdot \nabla t_1 = \frac{1}{2} \text{Pr} KG(r) \cos \theta, \quad (77)
\]

where

\[
G(r) = -u(r)/r + K,
\]

and \( t_1 \) is subject to the following boundary condition and matching condition (as \( r \to \infty \)):

\[
t_1(1, \theta) = 0, \quad t_0 + \text{Re} t_1 + \cdots \sim 1 + \text{Re} \text{Pr} T_1 + \cdots \quad (78)
\]

Now, the function \( G(r) \) cannot be written in closed form since there is no analytical expression for \( u(r) \). However, the solution for \( t_1 \) can be written in terms of integrals of \( G(r) \). This formulation is useful for matching since an asymptotic form of \( u(r) \) for large \( r \) can be found from Eqs. (63)–(65), (68), and (73). Thus, in terms of these integrals, the solution is,

![Fig. 1. Zeroth-order radial velocity profile, \( u(r) \), for \( \tau = O(1) \).](image-url)
Finally, then, the drag coefficient may be calculated:

$$C_d = \frac{12}{Re} \left[ \frac{16C_2}{3K} - \frac{K}{3} \right], \quad (82)$$

where, again, $K = \tau (\tau + 2)$ and the values of $C_2(K)$ are found in Table II. In Fig. (2), Eq. (82) is used to plot $C_d$ vs $\tau$.

The Nusselt number is calculated by substituting Eqs. (59) and (79) in Eq. (54). The result is

$$Nu = \left[ (\tau + 2)/(\tau + 1) \right]^2 + [2 + Re Pr + O(Re^2)]. \quad (83)$$

**VII. DISCUSSION OF RESULTS**

It is seen from Eq. (53) that when $\tau = O(Re)$ the drag coefficient differs from its incompressible counterpart by a term of order $\tau$. This increase in drag coefficient (for $\tau > 0$) may be traced directly to the inclusion of variable density and viscosity in the analysis. The Mach number effect does not contribute to the drag, to the order calculated, because it produces a symmetric change in the stress and pressure field.

The Nusselt number for the case $\tau = O(Re)$ [Eq. (55)] is smaller than the previously calculated values, by a term of order $\tau$. This reduction arises solely from the inclusion of variable thermal conductivity. A term involving the Mach number also appears, due to the effects of viscous dissipation.

The drag coefficient and Nusselt number for the case $\tau = O(1)$ are seen to be greatly affected by this large impressed temperature difference. The zeroth-order density and viscosity both vary in this case, causing pressure and viscous stress distributions in the flow field which are altered considerably from the corresponding incompressible values. As a result, the drag coefficient increases almost linearly with $\tau$; its magnitude when $\tau$ is near unity is substantially greater than the classical Stokes value. The zeroth-order Nusselt number also varies significantly with $\tau$. As $\tau$ increases, $Nu$ decreases, tending toward one-half the incompressible value when $\tau$ becomes large.
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