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The influence of the mixture density and the reaction zone length on the static and dynamic impulse of the
detonations through wheat dust, RDX dust, and decane droplet air mixtures was studied. A numerical
solution of the detailed model of the two-phase detonation initiation and development in the medium
provided the basis for the study. Mixtures with a higher average density were found to produce a significantly
greater static impulse, but a reduced dynamic impulse. The reasons for this behavior were discussed.

I. INTRODUCTION

A comparison of the damage produced by charges of
equal energy of explosion but with different physical,
chemical, and geometrical parameters was first dis-
cussed by Brode'*? in an earlier publication on the nu-
merical calculation of the explosion process. In this
work he studied the influence of the geometrical size
of the exploding charge on the dynamics of blast propa-
gation, and on the shock wave overpressure as a func-
tion of distance from the charge surface. He compared
the blast wave produced by a point explosion, a TNT
charge, and a bursting sphere of equal energies and
found that the parameters of the shock waves become
equal at a relatively large distance from the source of
the explosion (~20 TNT charge radii).

Fishburn® compared the peak overpressure and the
static and dynamic impulses for a centrally initiated
detonation, a high pressure sphere, an ideal point
source, an implosion, and detonating and deflagrating
fuel-air mixture. Sternberg and Hurwitz* compared
the energy distribution behind shock waves produced by
solid explosive charges with different physical and
chemical parameters.

There appear to be no corresponding comparative
experimental studies, probably because the expected
difference in wave parameters is smaller than can be
resolved experimentally. In the above-mentioned work,
only gaseous or solid explosives were considered, and
the parameters of the detonation wave were calculated
using self-similar detonation solutions or numerical
solutions using heat addition in the vicinity of the shock
wave to reproduce the Chapman-Jouguet (C~J)-like
detonation structure. At the same time, recent experi-
mental investigations of two-phase detonation phenc-
mena’® show that the structure of two-phase detonations
is appreciably different from that of gaseous detona-
tions. Reaction zone lengths are comparatively long
depending on the physical and chemical parameters of
the mixture, and can no longer be considered as a dis-
continuity as in the classical C-J model. Recently,
attention has focused on the detonation of different dusts
in air. The projected increased need for coal as an
energy source and different techniques for making coal
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a more “convenient and transportable” fuel in turn re-
quire improved techniques for preventing dust explo-
sions.

Numerous grain elevator explosions have stimulated
the investigation of the detonation properties of differ-
ent grain dusts in air and oxygen.6 Some detonating
dusts contain their own oxidizer; and then, the detona-
tion parameters are no longer limited by the amount of
oxygen in air, and high concentrations of dust in the de-
tonable mixture can more than double the average den-
sity of the mixture compared with a gaseous mixture
with the same detonation parameters.

In the present study numerical modeling is used to
determine how in two-phase detonations the higher den-
sity of the detonating mixture and the greater reaction
zone length influence the dynamic and static impulse,
wave overpressure, and the structure of the detona-
tion wave, which in turn determine the extent of ex-
plosion damage.

11. THE MATHEMATICAL MODEL AND
NUMERICAL SOLUTION

In order to stimulate the direct initiation and propa-
gation of detonation waves through two-phase reactive
media it is necessary to develop a mathematical model
which describes the separate motion of each of the
phases and the energy, momentum, and mass exchange
between them.

A model capable of simulating this problem has been
developed and is described in detail by Eidelman and
Burcat.”’® The present work presents results obtained
using this model. Nevertheless, a brief description
and summary of the formulation is included for com-
pleteness. The conservation equations are written
separately in Eulerian form for the solid fuel phase
and the gaseous oxidizer. The conservation equations
of the two phases are interconnected through source
terms on the right-hand sides of the equations. The
fuel particles are considered to behave as a continu-
ous medium composed of noninteracting spheres whose
size is equal to the average size of the particles. It
is assumed that chemical reactions occur only in the
gas phase, and that the burning rate of the particles is
determined by the rate of evaporation. This assump-
tion implies that the burning rate in the gas phase is
much faster than the rate of particle evaporation.
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The chemical physics of solid particle disintegration
and burning behind a strong shock wave are unknown
in detail and will probably be different from one type of
particle to another. In addition to the chemical and
physical parameters disintegration will also depend on
the structure of the solid material of the particle. It
has not been possibie to find theoretical or experimen-
tal work describing solid particle disintegration and
burning behind strong shock waves. Most of the nu-
merical simulations of solid-gas detonation®'!? use
rapid evaporation models with empirical coefficients
to produce realistic reaction zone lengths.

In the present work experimental reaction zone
measurements® were used to define the coefficients in a
combined evaporation and shattering model to repro-

duce the reaction zone lengths observed in experiments.

The equations expressing the conservation of mass,
momentum, and energy for the two phases are written
in a uniform way as
dA 9B
a Yo =C- W

For the gaseous phase according to Nigmatulin'! and
Luikov!?
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and for the solid dispersed phase according to Luikov'?
and Wallis'®
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where a =0, 1, and 2 denotes planar, cylindrical and
spherical symmetry, respectively; p is the average
density of the component, r is the space variable, V is
the velocity, P is the pressure, and M is the drag
function related to the exchange of momentum between
components [see Eqs. (5)]; y is the effective isentropic
exponent of the gas, N is the number of particles per
unit volume, and 6 is a variable proportional to the
rate of size reduction of the particle [see Eq. (4)].
Variables referring to the gas have the subscript 1,
and variables referring to the solid particles have the
subscript 2.

Because the energy conservation equation for the
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solid phase is satisfied trivially (the internal energy
is equal to zero), it was replaced with an equation for
the conservation of the number of particles. The rate
of particle shattering and evaporation 5, is defined by
the equation’:

6=K‘—}—1—2—Nu(1;"l‘ p‘T AL (4)
2

where T is the temperature, ! is the average radius of

the particles, and ¢ is the initial value. The coefficients

“K.” (kg/m°Ksec) and “K,” (m/sec!’?) were chosen to

fit the experimental values of reaction zone length. The

Nusselt number was calculated from the equation

Nu=2+0.6 Prd % Re"?

where Nu is the Nusselt number, Pr is the Prandtl
number, and Re is the Reynolds number. The drag
function M was determined according to Borisov et a
by

M =(3p,/8p)C o/ V)|V = V| (Vy = V), (5)

where the drag coefficient C, is dependent on the Rey-
nolds number as follows:

l.l‘

27xRe-¥ Re < 80
Cys= ¢ 0.27xRe"?! where 80 < Re < 10 (6)
2 Re>=10%.

The initial distribution of gasdynamic parameters
behind the shock wave was calculated using the self-
similar solution for the deposition of a finite amount of
explosive energy as described previously.!*® This
“starting solution” introduces the initiating charge into
the model. Thus, at ¢=¢, in the region bordered by 7,
the following conditions hold:

P(r,t r<y (r,ty), r<7r
P={( o) 0. p‘={Pl sto) 0.

1)‘, Y>7 ’ p:: r> 4 ’
Vilr,ty), r<7,
= . 7
1 {0, (7

The starting parameters for the liquid phase will be

= 0, r<7; N= 0, r<7€,
Y, r>vy T INY, vy

I’z = 0 . (8)

The system of equations (1)~(3) with boundary condi-
tions (7)~(8) is solved numerically by the flux-correct-
ed transport method described by Boris and Book.!?*8
All cases reported here were calculated with the as-
sumption of spherical symmetry (o =3). Details of the
numerical solution procedure, code accuracy, and con-
vergence have been described previously.?

ill. CALCULATIONS OF DYNAMIC AND STATIC
IMPULSE

The static impulse of the blast wave of a given point
behind the shock front is given by

$
I(r,t)= _[ [P(r,t) - P,ldt, (9)
o
where I,(r,t) is the static impulse, », is the initial
pressure of the medium, and ¢, is the initial time when
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the igniting explosion first reaches the radius r,.

The dynamic impulse of the wave including the im-
pulse due to both the gas and the particles is given by
the expression

t
Igr )= fo 2 i, Vi)

+paolr )V, 8)]at (10)
where I{r,t) is the dynamic impuilse.

The integrals (9) and (10) were calculated numerical -
ly during the integration of the system (1)-(3). For
comparison, the static impulse of a strong point explo-
sion and of a C~J detonation have also been calculated.
In these cases the Newton—-Cotes formula of the fourth
order was used for the approximate integration of Eq.
(9). In the case of the point explosion the P(7,t) func~
tion was taken from Sedov’s analytical solution.!® In the
cage of a C—J detonation wave the parameters of the
detonation wave in the mixture were determined using
the Gordon-McBride program.’® For simplicity, it
was assumed that behind the detonation front the dis-
tribution of gasdynamic parameters follows the analy-
tical solution for a planar detonation wave.?! That will
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lead to an approximate 10% inaccuracy comparing with
the analytical solution for a spherical detonation.

1V. RESULTS AND DISCUSSION

It is obvious that the dynamic and static impulses
are mainly dependent on the amount of heat which is
liberated in the detonation wave. But the effects of the
detonation wave structure and the density of the fuel
mixture on the impulse are not clear.

For comparison, the impulse was calculated for a
wheat-air mixture and an RDX -air mixture. The pa-
rameters of the igniting explosion and the amount of
heat release per unit volume were chosen to be the
same in both cases. However, since the heat of com-
bustion of RDX is much less than that of wheat, the
RDX mass concentration must be more than twice that
of wheat, to achieve the same heat release per unit
volume of mixture. Figure 1 shows the variation of the
pressure and velocity of the gas phase with the radius
of the shock wave for an RDX-air mixture.

Each individual curve shows only the first 0.5 m be-
hind the shock so that the agglomeration of lines will
not blur the details. Each of the curves corresponds to
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FIG. 1. The pressure and
velocity of the gas vs radius
for an RDX-air mixture,
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TABLE 1. Detonation parameters for calculated cases,

C-J for
Wheat-air RDX-air Decane-oxygen Decane-oxygen
mixture? mixture* mixture* mixture®
E() 10% 108 108
7o(m) 0.1 0.1 0.1
pi(kg/m®) 1.3 1.3 1.3 1.3
Pt (N/m? 10° 10° 10° 10°
T!(°K) 296 296 296 296
x (W/m °C) 0.1 0.1 0.1
1¥ m)x 104 0.4 0.4 1
phikg/m®) 1450 1600 730
Q(i/kg) x107¢ 15.3 6.72 40 40
F/A 0.4122 0.94 0.1577 0.15717
D(m/sec) 1380 1200 1600 2045
Ppy(N/m?)x 1075 14.7 15 16 28.3
P, (N/m?)x10°° 24 20 30
prz/pi 1.4 2. 1.25 1.85
Pen/pl 4.0 3.8 4.5
RZ(cm) 12.5 13 10

ANumerical analysis 2
bGordon—McBride.

a specific shock radius. The velocity and pressure
curves for the same instant of time are below one an-
other. The function scale for the first four radii are
shown on the left-hand side, while the scale for the
other radii is on the right. The parameters of the ig-
niting explosion were taken to be the same in all cal-
culations and are: E(=10°J; 7r,=0.1 m. The param-
eters of both phases and the fuel-air ratio for the RDX-
air mixture are presented in Table I.

Figure 2 shows the variation of pressure and velocity
of the gas phase with the radius of the shock wave for
the wheat-air mixture. The parameters of the igniting
explosion are the same as in the previous case. The
parameters used for the wheat-air mixture are present-
ed in Table I.

The amount of heat liberated in units of mixture vol-
ume in these two cases is the same: 8.2%10° J/m®.
The reaction zone length is 13 cm for both cases and
the dynamics of heat release behind the shock wave is
also the same.

Figures 1 and 2 show the difference in the structure
of the detonation waves in these two mixtures. The peak
velocity and pressure are higher in the case of the
wheat-air detonation, but then decrease faster behind
the shock wave than in the case of RDX. Because of
the higher concentration of particles in the RDX-air
mixture, the pressure plateau immediately behind the
shock wave is wider in this case.

Comparing the peak pressure for the RDX-air and
wheat-air mixtures in Table I it is found that the wheat-
air mixture has a 20% higher shock pressure, but at
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the same time the pressures P; at the end of the re-
action zone are approximately 15X10° N/ m? in both
cases.

In Fig. 3 the values of the static impulse behind the
shock front are shown for the two cases when the shock
has a radius of 1.5 m. This figure shows how the dif-
ference in the density of the mixture and in the struc-
ture of the detonation wave can influence the impulse.
The static impulse of the RDX-air mixture is higher
because the region of high pressure is wider and the
shock wave velocity is lower in this case. At the same
time the RDX ~air detonation produces a lower dynamic
impulse (as can be seen in Fig. 4), because the velo-
city induced by the detonation is much lower than in
the case of the wheat-air detonation as is evident from
Figs. 1 and 2. The decrease in the dynamic impulse
values after reaching a maximum at the end of the re-
action zone, can be explained by the nature of the de-
tonation wave development. It is evident from Figs. 1
and 2 that the detonation velocity has a minimum value
at the radius of about 0.6 m, and from this point be-
gins to accelerate. The dynamics of the detonation
wave development depend mainly on the length of the
reaction zone,? and the location of the point where the
detonation velocity reaches a minimum depends on the
igniting explosion parameters.’

Figure 5 shows values of the dynamic and static im-
pulse up to a distance of approximately 20 cm behind
the shock wave for the wheat-air and RDX -air detona-
tions. From this plot it is possible to see that for a
short distance behind the shock wave front (=5 cm),
the values of the dynamic and static impulse are of the
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FIG. 2. The pressure and
velocity of the gas vs radius
for a wheat-air mixture.
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same order of magnitude; however, farther behind the
shock the static impulse becomes much higher than the
dynamic impulge. This behavior can be explained by
the rapid drop in the mass velocity behind the shock
front. The dynamic impulse of the particles was also
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FIG. 3. Static impulse vs radius for different two-phase mix-
tures.
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determined and was found to be from only 2% up to 5% of
the total dynamic impulse.

Figures 3 and 4 also show the static and dynamic
impulse for a mixture of decane droplets and oxygen
gince it is of interest to compare the behavior of spray
and dust detonations. The mixture parameters for this
case are also shown in Table I. The mass of fuel in the
mixture was approximately 40% of the mass of wheat
in the wheat-air mixture, because decane has a higher
value of heat of combustion per unit mass of fuel and
its concentration was chosen to give the same value of
heat release per unit volume as in wheat-air and RDX -
air detonations. Comparing the decane-oxygen detona-
tion dynamic and static impulses with the two previous
calculations, it can be seen that there is an additional
increase in the dynamic impulse and a decrease in the
static impulse.

In the present analysis the exchange of heat between
the gas and the particles is neglected. In the real case
the differences between the values of the static and dy-
namic impulse could be even greater because with the
increase in particle concentration the effective ratio of
specific heats of the mixture decreases because of
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FIG. 4. Dynamic impulse vs radius for different combustible
mixtures.

gas -particle heat exchange. This effect would lead to
an additional decrease in the pressure and velocity
behind the shock wave,

The reaction zone lengths in all cases presented in
Figs. 3 and 4 are approximately equal, and it has been
shown that different impulse values are obtained be-
cause the different mass concentrations of solid or
liquid phase modify the detonation wave structure.

To find out how the reaction zone length influences
the impulse two examples were calculated in which the
only difference was the radius of the particles. Con-
sequently the different particle burning rates behind

the shock front result in different reaction zone lengths.

In Fig. 6 the dynamic impulses are shown for mix-
tures of RDX and air. One mixture was taken with the
parameters given in Table I and in the second mixture
only the particle radius I’ was increased from 40-60 ym.

1.5 R[m]

FIG. 5. Calculated dynamic (solid lines) and static (dashed
lines) impulses vs radius in the vicinity of the shock front.
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FIG. 6. Calculated dynamic impulse vs radius for cases
with different reaction zone length.

The corresponding reaction zone lengths are 13

and 23 cm, respectively. The detonation
parameters for the 40 and 60 um particles were:
Py, =20 atm, Pgz =15 atm, D =1200 m/sec, and P,,
=16 atm, Pg; =11.5 atm, D =1100 m/sec, respective-
ly.

It can be seen that the dynamic impulse reaches its
maximum value at the end of the reaction zone in both
cases after which it decreases. In the region very
close to the front of the shock wave the value of the
dynamic impulse for the case with the shorter reaction
zone (RZ) is higher but the detonation wave with the
larger reaction zone finally has a higher dynamic im-
pulse because of the wider region with a high mass
velocity.

The calculations show that the case with the shorter
reaction zone gives static impulses about 10% larger.
However, beyond a distance of about 23 cm the values
of static impulse became equal for both cases. The
difference in the region closer to the shock front can be
explained by the higher pressure in this region in the
case of the shorter reaction zone.

Figure 7 shows the dynamics of change of the static
impulse in the process of the detonation wave develop-
ment. It can be seen that the static impuise graphs
for the developed detonation wave for decane and RDX
are represented by approximately parallel curves (com-
pare the broken and solid lines at wave radii of 1 and
1.5 m). For the shorter radii when the propagation of
the shock wave is still influenced by the igniting explo-
sion, the shapes of the graphs are different. The den-
sity of the mixture significantly changed the static im-
pulse value from the first moments of the blast propa-
gation into the two-phase medium, and this effect in-
creases with increasing wave radius.

Figure 7 also shows the impulse obtained using the
analytical solution for a strong point explosion and the
impulse from a Chapman-Jouguet detonation with zero-
reaction zone length. The energy of explosion for the
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FIG. 7. Calculated static impulse vs radius for decane-oxygen
detonation ( solid lines) for RDX-air detonation (dashed line),
for point explosion (S—T) and Chapman-—Jouguet detonation (C—J).

point explosion was equal to the energy of the igniting
explosion in the two-phase calculation.

The dot-dash line starting at the 0.2 m radius indi-
cates that the impulse value which follows from the
assumption that the shock wave was the result of a
strong point explosion without counterpressure. The
results obtained are in agreement with Fishburn’s®
calculations which also indicated higher values of the
static impulse calculated with the agsumption of a
strong point explosion.

The dot-dash line coming from the 1.5 m radius
shows the impulse value calculated using the assump-
tion that the wave is an ideal gaseous C-J detonation
wave. The C-J conditions for the decane-oxygen mix-
ture were calculated using the Gordon~McBride?® com-
puter code and are included in Table I. The calculated
value of the C-J detonation static impulse is smaller
than that of the corresponding two-phase decane oxygen
detonation and supports the conclusions about the influ-
ence of the reaction zone and density on the impulse
value.

V. CONCLUSIONS

In this study using numerical simulation of the direct
initiation and propagation of detonation waves in two-
phase media it was found that:

(a) Increasing the mass concentrations of the solid or
liquid phage led to an increase in the static impulse
and a decrease in the dynamic impulse.

(b) Decreasing the reaction zone length resulted in a
slight increase in the static impulse and a decrease in
the dynamic impulse.

(¢) The dynamic impulse reached its maximum value
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at the end of the reaction zone behind the front of the
shock wave. This effect is related to the detonation
wave acceleration in the region considered in the cal-
culations.

(d) The difference in the static impulse value is due
mainly to longer exposure to high pressure in cases
when the shock wave moved more slowly in the medium
due to a higher concentration of the condensed phase.

(e) The difference in the value of the dynamic impulse
value is due mainly to the difference in the structure
of the wave.
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