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NOMENCLATURE

$A, A_1, \ldots, A_5$ constants of integration

$A, B, C$ first order fundamental quantities of the undeformed shell

$\tilde{A}, \tilde{B}, \tilde{C}$ first order fundamental quantities of the deformed shell

$B_n, C_n$ constants in Chapter II, functions of $\tau$ elsewhere

$D_n, E_n$ variational part of the solution

$E$ modulus of elasticity

$F$ arbitrary function of time

$F_1, F_2, F_3$ conditions of stability

$H$ rise of the shell

$L$ dimensionless Lagrangian

$M, N$ bending moment and normal force per unit length of the shell

$\tilde{M}$ dimensionless bending moment $= 12(1 - \nu^2) \frac{M}{Eh^3}$

$\tilde{N}$ dimensionless normal force $= (1 - \nu^2) \frac{N}{Eh}$

$S, S_n$ normalizing factors

$T$ kinetic energy per unit length of the shell

$\tilde{T}$ dimensionless kinetic energy of the shell $= (1 - \nu^2) \frac{T}{(Eah)}$

$T_0, T_n$ harmonics of the linear symmetric motion

$\tilde{T}_n$ harmonics of the linear asymmetric motion

$V$ potential energy per unit length of the shell

$\tilde{V}$ dimensionless potential energy $= (1 - \nu^2) \frac{V}{(Eah)}$

$X_n$ complex form of the variational part of the solution

$a$ mean radius of the shell

$b_n, c_n$ Fourier coefficients

$c$ wave velocity $= \left[\frac{E}{(1 - \nu^2)} \rho\right]^{\frac{1}{2}}$
$c_1, \ldots, c_9$ integrals of mode shapes and their derivatives

d$s$, d$\bar{s}$ element of arc length in undeformed and deformed state respectively

$f$ arbitrary function of $\Theta$ and $t$

$f(\Theta)$ spatial variation of initial velocity

$f_0(\Theta) \text{ and } f_0(\Theta)$ even and odd portion of $f(\Theta)$ respectively

$g(\Theta)$ spatial variation of initial displacement

$h$ shell thickness

$j, k, l, m, n$ integers

$p$ eigenvalue

$r$ radial coordinate

$s$ characteristic exponent in Chapter II and characteristic multiplier in Chapter IV

$t$ time

$\nu, w$ tangential and radial displacement of the midsurface respectively

$\nu, \bar{\nu}$ tangential and radial displacement anywhere in the shell respectively

$v_0, w_0$ initial radial velocity and displacement respectively

$\gamma_{kl}$ fundamental system of solutions

$\Delta j$ measure of the detuning $= \mu_j - 2 \omega_n$

$Z_0, Z_n$ symmetric, radial mode shapes

$\tilde{Z}_n$ asymmetric, radial mode shapes

$\Psi_0, \Psi_n$ symmetric, tangential mode shapes

$\bar{\Psi}_n$ asymmetric, tangential mode shapes

$\Omega$ period $= 2\pi/(1 - \mu_j)$

$\alpha^2$ thickness parameter $= h^2/12a^2$
\(\beta\)  semi-opening angle
\(\delta\)  response parameter
\(\delta_{mn}\)  Kronecker delta
\(\varepsilon\)  initial velocity parameter = \(v_0 \pi^2/c\beta^2\)
\(\varepsilon_{cr}\)  critical initial velocity parameter
\(\varepsilon_r\)  radial strain
\(\varepsilon_{r\theta}\)  shearing strain
\(\varepsilon_\theta\)  tangential strain
\(\xi\)  dimensionless radial displacement = \(w/a\)
\(\Theta\)  polar angle
\(\lambda\)  geometric parameter = \(\left[\sqrt{4\phi H/h}\right]^2\)
\(\mu\)  small parameter
\(\mu_n\)  circular frequency of the \(n\)th symmetric mode
\(\nu\)  Poisson's ratio
\(\rho\)  mass density per unit volume
\(\sigma_\theta\)  tangential stress
\(\tau\)  dimensionless time = \(ct/a\)
\(\phi, \phi_n, \theta_n\)  phase angles
\(\psi\)  dimensionless tangential displacement = \(v/a\)
\(\omega_n\)  circular frequency of the \(n\)th asymmetric mode
INTRODUCTION

A problem that has received considerable attention in elastic stability is the snap-through buckling of slightly curved elements. If the applied loading causes the curvature to decrease, the element may "jump" or snap-through to a new equilibrium configuration. The new equilibrium or buckled configuration is characterized by having a curvature opposite to the undeformed shape. The classic example is the static loading of the bottom of an oil can. Upon unloading, the element may snap-through to its original shape, as in the case of a properly designed oil can, or it may remain in the deformed shape.

The dynamic analogue of this problem has also received attention. Studies include loadings which are suddenly applied and maintained\(^{(1)}\) and periodic variations about some mean load\(^{(2)}\). A third type of loading is the impulsive loading. In this case the element is given an initial velocity without any appreciable displacement. For a given distribution the critical velocity is that initial velocity necessary to cause the element to snap-through.

All previous analyses of impulsive loading employ an energy method of solution after assuming the spatial form of the displacement functions. The essential difference in these studies lies in the choice of the spatial form. One group of investigators selects a displacement function which approximates the buckled configuration and satisfies the boundary conditions. Humphreys and Bodner\(^{(3)}\) did this in their analysis.

\(^{3}\)Numbers raised and in parentheses designate References.
of the symmetric buckling of spherical caps and cylindrical panels. This resulted in a single-degree-of-freedom model. Fulton\(^4\) applied the same method to shallow conical shells. Another group prefers to use the mode shapes of an equivalent flat element. Hoff and Bruce used the beam mode shapes to simulate the symmetric and asymmetric motion of their two-degree-of-freedom model of a sinusoidal arch. The five lowest axisymmetric modes (five-degree-of-freedom model) of a circular plate were selected by Budiansky and Roth\(^5\) to study the spherical cap.

It seems reasonable to use the vibrational mode shapes for an investigation of the initiation of dynamic buckling. When buckling commences, the deflected shape may not resemble the final buckled configuration. Experimental evidence\(^6\) indicates that the shape during buckling may be asymmetric, whereas the final configuration is symmetrical.

In the present study we consider a simply supported, shallow cylindrical shell (see Figure 1). An energy method of solution is used. The assumed displacement function is composed of the linear, vibrational mode shapes of the shallow cylindrical shell. Following a symmetric initial radial velocity, the shell may snap-through or undergo large amplitude oscillations. However in the presence of slight asymmetric irregularities in the initial velocity, the asymmetric modes may grow due to nonlinear coupling between the normal force and the change of curvature. In the present investigation criteria are developed for symmetric dynamic snap-through buckling and for the initial growth of the asymmetric modes.
CHAPTER I

MATHEMATICAL FORMULATION OF THE PROBLEM

In this chapter we derive the differential equations and boundary conditions governing the dynamical behavior of a shallow, cylindrical shell. The analysis is based on the following assumptions:

a. The loading is normal to the generators and does not vary in the axial direction, i.e. our analysis is restricted to the case of plane strain;
b. Elements normal to the midsurface before deformation remain so after deformation and do not change their length. The normal stress acting on surfaces parallel to the midsurface is neglected compared to the other stresses;
c. The shell is undergoing undamped, free vibration produced by an initial radial disturbance from the static equilibrium position;
d. The material of the shell is elastic, homogeneous and isotropic and remains so during the subsequent motion.

A. Strain-Displacement Relations

With assumption "a" the strain in the direction of the generators of the shell is zero. Thus the generators will remain straight. The deformation of the shell will be the same in every plane normal to the generators.

We let the deformations of the shell be described by the radial displacement $\bar{w}$ and the tangential displacement $\bar{v}$. In general $\bar{w}$ and $\bar{v}$ will be functions of the polar coordinates $r$ and $\theta$ and time $t$. The radial strain
\( \varepsilon_r \) and the shearing strain \( \varepsilon_{r\theta} \) are

\[
\varepsilon_r = -\frac{\partial \overline{w}}{\partial r} \quad (1.1a)
\]

\[
\varepsilon_{r\theta} = \frac{1}{2} \left[ -\frac{1}{r} \frac{\partial \overline{w}}{\partial \Theta} + r \frac{\partial}{\partial r} \left( \frac{\overline{v}}{r} \right) \right]. \quad (1.1b)
\]

Assumption "b" requires that \( \varepsilon_r \) and \( \varepsilon_{r\theta} \) vanish; therefore

\[
\varepsilon_r = -\frac{\partial \overline{w}}{\partial r} = 0 \quad (1.2a)
\]

\[
\varepsilon_{r\theta} = \frac{1}{2} \left[ -\frac{1}{r} \frac{\partial \overline{w}}{\partial \Theta} + r \frac{\partial}{\partial r} \left( \frac{\overline{v}}{r} \right) \right] = 0. \quad (1.2b)
\]

Integrating (1.2a) leads to

\[
\overline{w} = w(\Theta, t) \quad (1.3)
\]

where \( w \) is the mid-surface radial displacement. Introducing (1.3) into (1.2b) and integrating with respect to \( r \) yields

\[
\overline{v} = -\frac{\partial \overline{w}}{\partial \Theta} + r \overline{f}(\Theta, t), \quad (1.4)
\]

in which \( \overline{f} \) is an arbitrary function of \( \Theta \) and \( t \). With \( v \) as the mid-surface tangential displacement we have

\[
v = v(\Theta, t) = \overline{v}(a, \Theta, t) \quad (1.5)
\]

where \( a \) is the radius of the mid-surface of the shell. Setting \( r = a \) in (1.4) gives

\[
\overline{f}(\Theta, t) = \frac{1}{a} \left( v + \frac{\partial \overline{w}}{\partial \Theta} \right),
\]
and then (1.4) becomes

\[ \bar{\nabla} = - \frac{\partial \mathbf{w}}{\partial \bar{\mathbf{a}}} + \frac{\mathbf{r}}{a} \left[ \mathbf{v} + \frac{\partial \mathbf{w}}{\partial \bar{\mathbf{a}}} \right] \quad (1.6) \]

Equations (1.3) and (1.6) give the displacements at a general point in terms of the midsurface displacements.

Taking \( x_1 \) and \( x_2 \) as the Cartesian coordinates before deformation of a point lying on a curve whose element of arc length is \( ds \), we have

\[ ds^2 = dx_1^2 + dx_2^2 = A \, dr^2 + 2B \, d\theta + C \, d\bar{\theta}^2 \]

where \( A, B \) and \( C \) are the first order fundamental quantities of the undeformed state. We let \( \bar{x}_1 \) and \( \bar{x}_2 \) be the Cartesian coordinates of the same point after deformation. The element of length in the deformed state \( ds \) is

\[ d\bar{s}^2 = d\bar{x}_1^2 + d\bar{x}_2^2 = \bar{A} \, dr^2 + 2\bar{B} \, d\theta + \bar{C} \, d\bar{\theta}^2 \quad (1.7) \]

in which \( \bar{A}, \bar{B} \) and \( \bar{C} \) are the first order fundamental quantities of the deformed state. The Cartesian coordinates in terms of the polar coordinates and displacements are (See Figure 2.)

\[ \bar{x}_1 = (r - \bar{w}) \sin \theta + \bar{v} \cos \theta \]

\[ \bar{x}_2 = (r - \bar{w}) \cos \theta - \bar{v} \sin \theta. \]

For finite deformations the tangential strain \( \varepsilon_\theta \) may be defined as

\[ \varepsilon_\theta = \frac{\bar{C} - C}{2 \, C} \]

In the undeformed state \( A = 1, B = 0, C = r^2 \). If we consider an element of arc length in the deformed state such that \( r \) is held constant, then \( dr = 0 \).
After substituting \(dx_1\) and \(dx_2\) into (1.7), we obtain

\[
d\bar{s}^2 = \bar{c} \, d\bar{\theta}^2 = \left[ \left( \frac{\partial \bar{v}}{\partial \bar{\theta}} - \bar{w} \right)^2 + \left( \frac{\partial \bar{v}}{\partial \bar{\theta}} + \bar{v} \right)^2 + 2r \left( \frac{\partial \bar{v}}{\partial \bar{\theta}} - \bar{w} \right) + r^2 \right] d\bar{\theta}^2.
\]

Thus

\[
\bar{c} = \left( \frac{\partial \bar{v}}{\partial \bar{\theta}} - \bar{w} \right)^2 + \left( \frac{\partial \bar{v}}{\partial \bar{\theta}} + \bar{v} \right)^2 + 2r \left( \frac{\partial \bar{v}}{\partial \bar{\theta}} - \bar{w} \right) + r^2.
\]

Therefore

\[
\bar{\varepsilon}_\theta = \frac{1}{r} \left[ \frac{\partial \bar{v}}{\partial \bar{\theta}} - \bar{w} \right] \left[ 1 + \frac{1}{2r^2} \left( \frac{\partial \bar{v}}{\partial \bar{\theta}} + \bar{v} \right) \right] + \frac{1}{2r^2} \left( \frac{\partial \bar{v}}{\partial \bar{\theta}} + \bar{v} \right)^2.
\]

The quantity

\[
\frac{1}{r} \left( \frac{\partial \bar{v}}{\partial \bar{\theta}} - \bar{w} \right)
\]

is the tangential strain associated with infinitesimal deformation and may be neglected compared to unity. Then, \(\bar{\varepsilon}_\theta\) becomes

\[
\bar{\varepsilon}_\theta = \frac{1}{r} \left( \frac{\partial \bar{v}}{\partial \bar{\theta}} - \bar{w} \right) + \frac{1}{2r^2} \left( \bar{v} + \frac{\partial \bar{v}}{\partial \bar{\theta}} \right)^2.
\]  

(1.8)

Substituting (1.3) and (1.6) into (1.8) gives

\[
\bar{\varepsilon}_\theta = \frac{1}{a} \frac{\partial \bar{v}}{\partial \bar{\theta}} - \frac{\bar{w}}{r} + \frac{1}{2a^2} \left( \bar{v} + \frac{\partial \bar{v}}{\partial \bar{\theta}} \right)^2 + \frac{1}{a} \left( 1 - \frac{\bar{a}}{r} \right) \frac{\partial \bar{w}}{\partial \bar{\theta}}.
\]  

(1.9)

We introduce into (1.9) the change of variables

\[
r = a \left( 1 - \frac{\bar{z}}{a} \right)
\]
where \( z \) is a coordinate measured radially inward from the midsurface.

Expanding \( 1/(1-z/a) \) and retaining terms through second degree in \( z \) yields the strain-displacement relation

\[
\varepsilon_\theta = \frac{1}{a} \left( \frac{\partial \nu}{\partial \theta} - \nu \right) + \frac{1}{2a^2} \left( \nu \frac{\partial \nu}{\partial \theta} \right)^2 - \frac{z}{a^2} \left( \frac{\partial^2 \psi}{\partial \theta^2} \right) + \frac{z^2}{a^2} \left( \frac{\partial \psi}{\partial \theta} \right) + w.
\]

(1.20)

B. Equations of Motion

The equations of motion may be derived from Hamilton's variational principle. To use this principle we form the Lagrangian \( L = T - V \), where \( T \) and \( V \) are the kinetic and potential energies per unit length of the shell respectively. \( L \) is a function of \( \nu \) and \( w \) and their derivatives. The principle states that the motion in the interval \( t_1 \) to \( t_2 \) renders the integral

\[
I = \int_{t_1}^{t_2} L \, dt
\]

stationary with respect to all variations of the motion vanishing at \( t_1 \) and \( t_2 \).

If rotary inertia is neglected, the kinetic energy is

\[
T = \rho \int_{-\beta}^{\beta} \int_{-h/2}^{h/2} \left[ \frac{\partial \nu}{\partial t} \right]^2 + \left[ \frac{\partial w}{\partial t} \right]^2 \left[ \frac{1 - \frac{z}{a}}{1 - \frac{z}{a}} \right] \, dz \, d\theta
\]

where \( \rho \) is the mass density per unit volume and \( h \) is the thickness of the shell. If the shell is shallow and if the disturbance from equilibrium is produced by an initial radial displacement and/or velocity, the tangential velocity will be small compared to the subsequent radial velocity. Therefore the tangential velocity may be neglected in comparison with the
radial velocity. With this approximation \( T \) is

\[
T = \frac{ca h}{2} \int_{-\beta}^{\beta} \left( \frac{\partial v}{\partial t} \right)^2 d\theta.
\]

If we neglect shear deformations the potential energy in the absence of external and body forces is

\[
V = \frac{1}{2} \int_{-\beta}^{\beta} \int_{-h/2}^{h/2} \sigma_\theta \varepsilon_\theta \left( 1 - \frac{Z}{a} \right) dz d\theta.
\]

With assumption "d" the tangential stress \( \sigma_\theta \) is related to \( \varepsilon_\theta \) by Hooke's law,

\[
\sigma_\theta = \frac{E}{1 - \nu^2} \varepsilon_\theta,
\]

\( E \) being the modulus of elasticity and \( \nu \) being Poisson's ratio. If (1.22) and (1.20) are substituted into (1.21) and the integration with respect to \( z \) performed, \( V \) becomes

\[
V = \frac{E a h}{2(1 - \nu^2)} \int_{-\beta}^{\beta} \left\{ \left[ \frac{1}{2} \left( \frac{\partial v}{\partial \theta} \right)^2 - w \right] + \frac{1}{2a} \left( \nu + \frac{\partial w}{\partial \theta} \right)^2 + \frac{h^2}{12a^4} \left( \frac{\partial^2 w}{\partial \theta^2} + w \right)^2 \right\} d\theta.
\]

2 Neglecting \( \frac{\partial v}{\partial t} \) in \( T \) is equivalent to neglecting the tangential inertia. This approximation has the limitation that we can not satisfy initial conditions on both the radial and tangential motion. In the subsequent discussion we will satisfy only the initial conditions on the radial motion.

3 The results are equally valid for a circular arch if \( \nu \) is taken to be zero.
It is convenient to express $T$ and $V$ in nondimensional forms by defining

$$
\zeta = \frac{w}{a} \quad (1.23a)
$$

$$
\psi = \frac{v}{a} \quad (1.23b)
$$

$$
\tau = \left[ \frac{E}{(1-\nu^2)\rho} \right]^{\frac{1}{2}} \frac{a_k}{\rho} \quad (1.23c)
$$

$$
\alpha^2 = \frac{h^2}{12a^2} \quad (1.23d)
$$

$$
\overline{T} = \frac{T (1-\nu^2)}{E a h} \quad (1.23e)
$$

$$
\overline{V} = \frac{V (1-\nu^2)}{E a h} . \quad (1.23f)
$$

Then,

$$
\overline{T} = \frac{1}{2} \int_{-\beta}^{\beta} \dot{\zeta}^2 \, d\theta \quad (1.24a)
$$

$$
\overline{V} = \frac{1}{2} \int_{-\beta}^{\beta} \left\{ \left[ (\psi' - \zeta) + \frac{1}{2} (\psi + \zeta)' \right]^2 + \alpha^2 (\zeta'' + \zeta')^2 \right\} \, d\theta \quad (1.24b)
$$

in which the dot denotes differentiation with respect to $\tau$ and the prime indicates differentiation with respect to $\theta$. The nondimensional Lagrangian $\overline{L}$ is

$$
\overline{L} = \frac{1}{2} \int_{-\beta}^{\beta} \left\{ \dot{\zeta}^2 - \left[ (\psi' - \zeta) + \frac{1}{2} (\psi + \zeta)' \right]^2 - \alpha^2 (\zeta'' + \zeta')^2 \right\} \, d\theta . \quad (1.25)
$$

The equations of motion are obtained from (1.25) through Hamilton's principle. They are
\[ \ddot{\zeta} + \alpha^2 (\zeta'' + 2\zeta' + \zeta) - (\psi' - \zeta) + \frac{1}{2} (\psi + \zeta)^2 - [(\psi' - \zeta) (\psi + \zeta) + \frac{1}{2} (\psi + \zeta)^3]' = 0 \]  
(1.26a)

\[ [(\psi' - \zeta) + \frac{1}{2} (\psi + \zeta)^2]' - (\psi' - \zeta)(\psi+\zeta') - \frac{1}{2} (\psi+\zeta)^3 = 0. \]  
(1.26b)

The boundary conditions are

\[ \begin{bmatrix} \alpha^2 (\zeta'' + \zeta') - (\psi' - \zeta)(\psi+\zeta') - (\psi + \zeta)^3 \end{bmatrix} \{ \xi \} \bigg|_{-\beta}^{\beta} = 0 \]  
(1.27a)

\[ [\zeta'' + \zeta] \{ \zeta' \} \bigg|_{-\beta}^{\beta} = 0 \]  
(1.27b)

\[ [(\psi' - \zeta) + \frac{1}{2} (\psi + \zeta)^2] \{ \psi \} \bigg|_{-\beta}^{\beta} = 0. \]  
(1.27c)

These conditions are satisfied by the vanishing of either the expression in the brackets or the term in the braces at \( \Theta = \pm \beta \). The initial conditions are

\[ \zeta (\Theta, 0) = \frac{w_0}{a} \ g (\Theta) \]  
(1.28a)

\[ \zeta' (\Theta, 0) = \frac{v_0}{c} \ f (\Theta) \]  
(1.28b)

where

\[ c = \sqrt{\frac{E}{(1-\nu)^2 \rho}} \]  
(1.29)

is a wave velocity. The actual initial displacement and velocity distributions are \( w_0 g (\Theta) \) and \( v_0 f (\Theta) \) respectively.

The mathematical description of the problem is completely given by the equations of motion (1.26), the boundary conditions (1.27) and the initial conditions (1.28).
CHAPTER II
LINEAR VIBRATIONS

In Chapter I the nonlinear equations were derived for plane motion of a shallow, circular, cylindrical shell. For sufficiently small initial disturbances the nonlinear terms in (1.26) and (1.27) may be neglected. The corresponding motion is referred to as linear vibrations and is studied in the present chapter. Love\(^{(7)}\) formulated the problem of the incomplete ring. He assumed inextensional motion (no stretching of the midsurface), but retained the tangential inertia. Archer\(^{(c)}\) numerically studied the inextensional motion of rings with opening angles from \(\pi\) to \(2\pi\).

In this and the remaining chapters discussion is limited to shells simply supported along the edges \(\theta = \pm \beta\). The method of solution could be applied, at least in principle, for other boundary conditions. For this case approximate\(^{4}\) analytical solutions are obtained for the radial and tangential mode shapes.

A. General Solution of the Linear Equations of Motion

The equations of motion for the linear vibrations are obtained by linearizing equations (1.26). They are

\[
(\psi' - \xi) = \ddot{\xi} + \alpha^2 (\xi'' + 2\xi'' + \xi) \tag{2.1a}
\]

\(^{4}\)They are approximate in the sense that only approximate roots are found to the associated frequency equation.
\( (\psi' - \xi)' = 0 \) \hspace{1cm} (2.1b)

The introduction of (2.1a) into (2.1b) yields

\[ \ddot{\xi} + \alpha^2 (\xi' + 2\xi'' + \xi') = 0 \] \hspace{1cm} (2.2)

Nontrivial solutions of the form

\[ \xi = A e^{s\theta} \sin(\alpha \tau + \phi) \] \hspace{1cm} (2.3)

are found to satisfy (2.2) if

\[ s^5 + 2s^3 + (1-p^2)s = 0 \] \hspace{1cm} (2.4)

The roots of this equation are

\[ s = 0, \pm i \sqrt{p+1}, \pm \sqrt{p-1} \]

Since (2.1) are linear, the general solution is the sum of the linearly independent solutions obtained by substituting the above roots for \( s \) in (2.3). We obtain

\[ \xi = [A_1 \sin \sqrt{p+1} \theta + A_2 \cos \sqrt{p+1} \theta + A_3 \sinh \sqrt{p-1} \theta + A_4 \cosh \sqrt{p-1} \theta + A_5] \sin (\alpha \tau + \phi) \] \hspace{1cm} (2.5)

The introduction of (2.5) into the right-hand side of (2.1a) leads to

\[ (\psi' - \xi) = \alpha^2 (1-p^2) A_5 \sin (\alpha \tau + \phi) \] \hspace{1cm} (2.6)

Equation (2.6) states that \( (\psi' - \xi) \) is a function of \( \tau \) only which follows, of course, directly from (2.1b). If we consider the linearized version of (1.20) at \( z = 0 \), \( (\psi' - \xi) \) is the extensional strain of
the midsurface. Thus the midsurface strain is spatially constant and
is periodic in time. This is a result of neglecting the tangential
velocity in (1.24a). Whenever \( A_5 = 0 \) or \( p = \pm 1 \), then \( (\psi' - \xi) = 0 \),
and there is no extension or stretching of the midsurface. This motion
is said to be inextensional.

Solving (2.6) for \( \psi' \) and integrating leads to

\[
\psi = \int_0^\theta \xi d\theta + \alpha^2 (1-p^2) A_5 \Theta \sin (\alpha p r + \phi) + F(\tau)
\]

(2.7)

where \( \xi \) is given by (2.5) and \( F(\tau) \) is an arbitrary function of \( \tau \).

The constants of integration \( A_1 \) through \( A_5 \) and \( \phi \), the
function \( F(\tau) \) and the eigenvalue \( p \) are determined from six boundary
conditions and two initial conditions. The linearized boundary con-
ditions are

\[
[\xi'' + \xi']\{\xi\} \bigg|_{-\beta}^\beta = 0
\]

(2.8a)

\[
[\xi' + \xi']\{\xi'\} \bigg|_{-\beta}^\beta = 0
\]

(2.8b)

\[
[\psi' - \xi]\{\xi\} \bigg|_{-\beta}^\beta = 0
\]

(2.8c)

The two initial conditions are

\[
\xi(\theta, 0) = \frac{\lambda_0}{a} \xi(\theta)
\]

(2.9a)

\[
\dot{\xi}(\theta, 0) = \frac{\xi_0(\theta)}{c}
\]

(2.9b)

Once the boundary and initial conditions are specified, \( \psi \) and \( \xi \) are
uniquely determined(9).
B. Normal Mode Shapes of a Simply Supported Shell

If the shell has the same type of supports at \( \Theta = \pm \beta \), it is convenient to consider the motion to be composed of symmetric and asymmetric motion with respect to \( \Theta = 0 \). For a shell with both edges \( (\Theta = \pm \beta) \) simply supported the boundary conditions (2.8) reduce to

\[
\begin{align*}
\xi(\beta, \tau) &= 0 \quad \text{(2.10a)} \\
\dddot{\xi}(\beta, \tau) + \xi(\beta, \tau) &= 0 \quad \text{(2.10b)} \\
\psi(\beta, \tau) &= 0 \quad \text{(2.10c)}
\end{align*}
\]

If the symmetric motion is considered first, \( \xi \) must be even in \( \Theta \) and \( \psi \) odd in \( \Theta \). This requires \( A_1 = A_3 = F(\tau) = 0 \). Substituting (2.5) and (2.7) into (2.10) yields the following set of homogeneous, linear, algebraic equations in \( A_2, A_4 \) and \( A_5 \):

\[
\begin{align*}
\cos \sqrt{p+1} \beta A_2 + \cosh \sqrt{p-1} \beta A_4 + A_5 &= 0 \quad \text{(2.11a)} \\
-(p+1) \cos \sqrt{p+1} \beta A_2 + (p-1) \cosh \sqrt{p-1} \beta A_4 &= 0 \quad \text{(2.11b)} \\
\frac{\sin \sqrt{p+1} \beta}{\sqrt{p+1}} A_2 + \frac{\sinh \sqrt{p-1} \beta}{\sqrt{p-1}} A_4 + (\alpha^2 - \alpha^2 p^2 + 1) \beta A_5 &= 0 \quad \text{(2.11c)}
\end{align*}
\]

For a nontrivial solution to exist the determinant formed by the coefficients of \( A_2, A_4 \) and \( A_5 \) must vanish. Expanding the determinant yields the frequency equation

\[
\tan \sqrt{p+1} \beta + \frac{(p+1)^{3/2}}{(p-1)^{3/2}} \tanh \sqrt{p-1} \beta - \frac{2p \sqrt{p+1}}{p-1} (\alpha^2 - \alpha^2 p^2 + 1) \beta = 0 \quad \text{. (2.12)}
\]
Provided that $\beta/\sqrt{2} > \pi/2$, graphical and numerical studies of (2.12) show that the roots of (2.12) are given with a good degree of accuracy by

$$\sqrt{p+1} = \frac{(2n+1)\pi}{2\beta}; \ n = 1,2,3,\ldots \quad (2.13a)$$

$$\sqrt{p+1} = \frac{1}{\sqrt{\alpha}} \quad (2.13b)$$

$$p = 0, \pm 1. \quad (2.13c)$$

Equation (2.12) does not admit repeated roots. Due to the approximations for the roots we restrict (2.13a) and (2.13b) from being identical.

It is convenient to define a geometrical parameter $\lambda$ as

$$\lambda = \beta/\sqrt{\alpha} \quad (2.14)$$

The physical significance of $\lambda$ becomes apparent from a consideration of the ratio of the rise of the shell $H$ to its thickness. This ratio is

$$\frac{H}{h} = \frac{a}{h} (1 - \cos \beta) \quad (2.15)$$

For shallow shells $\beta$ is small, and $\cos \beta$ can be approximated by $(1-\beta^2/2)$. Noting that $a/h = \sqrt{12}\alpha$, we may write (2.15) as

$$\frac{H}{h} = \frac{\beta^2}{\alpha \sqrt{+\delta}}$$

or

$$\lambda^2 = \sqrt{48} \frac{H}{h} \quad (2.16)$$
Thus $\lambda^2$ is proportional to the rise to thickness ratio. To require $\lambda > \pi/2$ is equivalent to requiring $H/h > 0.36$. This certainly does not impose a very strong restriction on the cases of interest. For $H/h < 0.36$ elementary plate vibration theory could be used without introducing any appreciable error.

From (2.13a)

$$p = \frac{(2n+1)^2 \pi^2}{4 \beta^2} - 1.$$ 

For shallow shells $\beta$ will be less than $\pi/12$. Therefore $p \geq 323$, and we may neglect unity compared to $p$. The same argument applies to the root $1/\sqrt{\alpha}$. Thus unity will be neglected compared with $p$, and $\alpha^2$ will be neglected compared with unity in the following discussion.

Introducing (2.13a) into (2.11a) and (2.11c) gives

$$A_{5n} = \frac{(-1)^n \beta^2 A_{2n}}{(2n+1) \eta \mu_n^2 - (2n+1) \pi + 2} \quad (2.17a)$$

$$A_{4n} = \frac{-(-1)^n \beta^2 A_{2n}}{[(2n+1) \eta \mu_n^2 - (2n+1) \pi + 2] \cosh \left(\frac{(2n+1) \pi}{2}\right)} \quad (2.17b)$$

where $\tanh (2n+1) \pi/2$ has been approximated by unity and

$$\mu_n^2 = \frac{(2n+1)^4 \pi^4}{16 \lambda^4} \quad (2.18)$$

is the square of the circular frequency of the $n^{th}$ symmetric mode.

Introducing (2.13a) and (2.17) into (2.5) gives
\[ \tau_n = A_{2n} \left[ \cos \left( \frac{(2n+1)\pi \theta}{2\beta} \right) - \frac{(-1)^{n_2}}{[(2n+1)\pi \mu_n^2 - (2n+1)\pi + 2]} \cosh \left( \frac{(2n+1)\pi}{2} \right) \cosh \left( \frac{(2n+1)\pi \theta}{2\beta} \right) \right. \\
\left. + \frac{(-1)^{n_2}}{(2n+1)\pi \mu_n^2 - (2n+1)\pi + 2} \right] \sin(\mu_n \tau + \phi_n), \ n = 1,2, \ldots \quad (2.19a) \]

Substituting (2.19) into (2.7) and performing the integration yields

\[ \psi_n = A_{2n} \left[ \frac{2\beta}{(2n+1)\pi} \sin \left( \frac{(2n+1)\pi \theta}{2\beta} \right) - \frac{(-1)^{n_4} \beta}{[(2n+1)\pi \mu_n^2 - (2n+1)\pi + 2]} \right. \\
\left. \sinh \left( \frac{(2n+1)\pi \theta}{2\beta} \right) + \frac{(-1)^{n_2}(1-\mu_n^2) \theta}{(2n+1)\pi \mu_n^2 - (2n+1)\pi + 2} \right] \sin(\mu_n \tau + \phi_n) \right) ; \ n = 1,2, \ldots \quad (2.19b) \]

The introduction of (2.13b) into (2.11a) and (2.11c) leads to

\[ A_{50} = A_{20} \left[ \frac{\sin \lambda}{\tanh \lambda} - \cos \lambda \right] \]

\[ A_{40} = - A_{20} \frac{\sin \lambda}{\sinh \lambda} \cdot \]

If we replace \( A_5 \) and \( A_4 \) in (2.5) by the above expressions, the solution corresponding to root (2.13b) is

\[ \tau_0 = A_{20} \left[ \cos \frac{\lambda \theta}{\beta} - \frac{\sin \lambda}{\sinh \lambda} \cosh \frac{\lambda \theta}{\beta} + \frac{\sin \lambda}{\tanh \lambda} - \cos \lambda \right] \sin(\tau + \phi_0). \quad (2.20a) \]

Substituting (2.20a) into (2.7) gives

\[ \psi_0 = A_{20} \frac{\beta}{\lambda} \left[ \frac{\sin \frac{\lambda \theta}{\beta} - \frac{\sin \lambda}{\sinh \lambda} \sin \frac{\lambda \theta}{\beta}}{\sinh \lambda} \sin(\tau + \phi_0) \right]. \quad (2.20b) \]

The roots (2.13c) lead to the trivial solution.
Due to the linearity the radial displacement for symmetric motion may be represented by superimposing (2.19a) for all \( n \) and (2.20a). Likewise the tangential displacement is given by superimposing (2.19b) and (2.20b). We have

\[
\xi = \sum_{n=0}^{\infty} B_n \xi_n = \sum_{n=0}^{\infty} B_n Z_n(\theta) T_n(\tau) \tag{2.21a}
\]

\[
\psi = \sum_{n=0}^{\infty} B_n \psi_n = \sum_{n=0}^{\infty} B_n \Psi_n(\theta) T_n(\tau) \tag{2.21b}
\]

where

\[
T_0(\tau) = \sin(\tau + \phi_0) \tag{2.22a}
\]

\[
T_n(\tau) = \sin(\mu_n \tau + \phi_n) \quad n = 1, 2, \ldots. \tag{2.22b}
\]

\( Z_n(\theta) \) is the orthonormal symmetric, radial mode shape obtained by choosing \( A_{2n} \) and \( A_{2n+1} \) in (2.19a) and (2.20a) so that

\[
\int_{-\beta}^{\beta} Z_m Z_n d\theta = \delta_{mn} \tag{2.23}
\]

where \( \delta_{mn} \) is the Kronecker delta. The tangential mode shape is \( \Psi_n \) and in general is neither orthogonal nor normal. The symmetric mode shapes are

\[
Z_0 = -\frac{\lambda}{\beta^{1/2}} \left[ \cos \frac{\lambda \theta}{\beta} - \sin \frac{\lambda \theta}{\beta} \cosh \frac{\lambda \theta}{\beta} + \sinh \frac{\lambda \theta}{\beta} - \cos \frac{\lambda \theta}{\beta} \right] \tag{2.24a}
\]

\[
\Psi_0 = \frac{\lambda}{\beta^{1/2}} \left[ \sin \frac{\lambda \theta}{\beta} - \frac{\sin \lambda \theta \sinh \lambda \theta}{\beta} \right] \tag{2.24b}
\]

\(^5\)See Appendix A for proof of orthogonality of the radial mode shapes.
\[ Z_n = \frac{S_n}{\beta^{1/2}} \left[ \cos \frac{(2n+1)\pi \theta}{2\beta} + \frac{A_n}{\cosh \frac{(2n+1)\pi}{2}} \cosh \frac{(2n+1)\pi \theta}{2\beta} + A_n \right] \quad (2.24c) \]

\[ \Psi_n = \frac{S_n}{\beta^{1/2}} \left[ \frac{2\beta}{(2n+1)\pi} \sin \frac{(2n+1)\pi \theta}{\beta} - \frac{2\beta A_n}{(2n+1)\pi} \sinh \frac{(2n+1)\pi \theta}{2\beta} + A_n(1-\mu_n^2) \theta \right]; \quad n = 1,2,3,\ldots, \quad (2.24d) \]

in which

\[ A_n = \frac{(-1)^n n^2}{(2n+1)\pi \mu_n^2 - (2n+1)\pi + 2} \quad (2.25a) \]

\[ S = \left[ 1 - \left( \frac{\sin \lambda}{\tanh \lambda} \sin \frac{\lambda}{\beta} + \frac{\sin^2 \lambda}{\sinh^2 \lambda} + \left( \frac{\sin \lambda}{\tanh \lambda} - \cos \lambda \right)^2 \right] \right]^{-\frac{1}{2}} \quad (2.25b) \]

\[ S_n = \left[ 1 + \frac{(-1)^n n A_n}{(2n+1)\pi} + 2A_n^2 - \frac{6A_n^2}{(2n+1)\pi} \right]^{-\frac{1}{2}}. \quad (2.25c) \]

In these expressions \([\cosh (2n+1)\pi/2]\) has been neglected compared to unity. Figures 3 through 6 show the symmetric radial mode shapes for various values of \(\lambda\).

For

\[ \frac{\sin \lambda}{\tanh \lambda} = \cos \lambda, \]

\(A_{50}\) vanishes and the modes \(Z_o\) and \(\Psi_o\) are inextensional. The values of \(\lambda\) satisfying this condition are given approximately by

\[ \lambda = \frac{(4m+1)\pi}{4}; \quad m = 1,2,\ldots. \]
Since $A_{50}$ only vanishes for the above values of $\lambda$ and $A_{5n}$ tends to zero for large $n$ only, the symmetrical motion is neither purely inextensional nor purely extensional.

For the asymmetric case $A_2 = A_4 = A_5 = 0$. Since $A_5$ vanishes, we conclude that the asymmetric motion is inextensional. This result is to be expected from the form of the asymmetric motion.

Applying the boundary conditions (2.10a) and (2.10b) yields

$$\sin \sqrt{p+1} \beta A_1 + \sinh \sqrt{p-1} \beta A_3 = 0$$

$$- (p+1) \sin \sqrt{p+1} \beta A_1 + (p-1) \sinh \sqrt{p-1} \beta A_3 = 0.$$ 

For a nontrivial solution to exist the determinant of the coefficients of $A_1$ and $A_3$ must vanish. The roots of the resulting frequency equation are (2.13c) and

$$\sqrt{p+1} = \frac{n\pi}{\beta}; \quad n = 1, 2, \ldots.$$ \hspace{1cm} (2.26)

Proceeding as in the symmetric case, we have

$$\xi_n = A_1 n \sin \frac{n\pi \Omega}{\beta} \sin \left[ \frac{(n^2 \pi^2 - \beta^2)}{\lambda^2} \tau + \gamma_n \right]; \quad n = 1, 2, \ldots.$$ \hspace{1cm} (2.27a)

Substituting (2.27a) into (2.7) and performing the integration leads to

$$\psi_n = \frac{A_1 n \beta}{n \pi} \left[ 1 - \cos \frac{n \pi \Theta}{\beta} \right] \sin \left[ \frac{(n^2 \pi^2 - \beta^2)}{\lambda^2} \tau + \gamma_n \right] + F(\tau).$$ \hspace{1cm} (2.27b)
Introducing (2.27b) into (2.8c) yields

\[
F(\tau) = \frac{A_1 \ln \beta}{n \pi} \left[ (-1)^n - 1 \right] \sin \left[ \frac{(n^2 \pi^2 - \beta^2) \tau}{\lambda^2} + \varphi_n \right].
\]

Therefore

\[
\psi_n = \frac{A_1 \ln \beta}{n \pi} \left[ (-1)^n - \cos \frac{n \pi \Theta}{\beta} \right] \sin \left[ \frac{(n^2 \pi^2 - \beta^2) \tau}{\lambda^2} + \varphi_n \right]. \tag{2.27c}
\]

The radial and tangential asymmetric displacements are given by respectively summing (2.27a) and (2.27c) over all \( n \). They are

\[
\zeta = \sum_{n=1}^{\infty} C_n \zeta_n = \sum_{n=1}^{\infty} C_n \overline{Z}_n(\varphi) \overline{\Pi}_n(\tau) \tag{2.28a}
\]

\[
\psi = \sum_{n=1}^{\infty} C_n \psi_n = \sum_{n=1}^{\infty} C_n \overline{\Psi}_n(\varphi) \overline{\Pi}_n(\tau) \tag{2.28b}
\]

where

\[
\overline{\Pi}_n(\tau) = \sin \left[ \frac{(n^2 \pi^2 - \beta^2) \tau}{\lambda^2} + \varphi_n \right]. \tag{2.29}
\]

\( \overline{Z}_n(\varphi) \) is the orthonormal, asymmetric, radial mode shape obtained by choosing \( A_{1n} \) so that \( \overline{Z}_n \) satisfies (2.23) when \( Z_n \) is replaced by \( \overline{Z}_n \). \( \overline{\Psi}_n(\varphi) \) is the corresponding tangential mode shape. They are

\[
\overline{Z}_n(\varphi) = \frac{1}{\beta^{1/2}} \sin \frac{n \pi \Theta}{\beta} \tag{2.30a}
\]

\[
\overline{\Psi}_n(\varphi) = \frac{1}{n \pi} \left[ (-1)^n - \cos \frac{n \pi \Theta}{\beta} \right]; \quad n = 1, 2, 3, \ldots \tag{2.30b}
\]
C. Response to an Arbitrary Initial Radial Velocity

If the shell is given an arbitrary, initial radial velocity, then \( g(\theta) \) in (2.9a) is identically zero. The initial velocity distribution \( f(\theta) \) may be written as

\[
f(\theta) = f_e(\theta) + f_o(\theta)
\]

where

\[
f_e(\theta) = \frac{1}{2} [f(\theta) + f(-\theta)]
\]

is an even function of \( \theta \), and

\[
f_o(\theta) = \frac{1}{2} [f(\theta) - f(-\theta)]
\]

is an odd function of \( \theta \). If \( f(\theta) \) is piecewise continuous, then \( f(\theta) \) may be represented as an infinite series of the radial mode shapes. The representations of \( f_e(\theta) \) and \( f_o(\theta) \) are

\[
f_e(\theta) = \sum_{n=0}^{\infty} b_n Z_n
\]

\[
f_o(\theta) = \sum_{n=1}^{\infty} c_n \bar{Z}_n
\]

where

\[
b_n = \int_{-\beta}^{\beta} f_e(\theta) \ Z_n(\theta) \ d\theta
\]

\[
c_n = \int_{-\beta}^{\beta} f_o(\theta) \ \bar{Z}_n(\theta) \ d\theta
\]
With (2.32) and (2.33) the initial velocity representation is

\[ \dot{\zeta}(\theta,0) = \frac{v_0}{c} \left[ \sum_{n=0}^{\infty} b_n Z_n + \sum_{n=1}^{\infty} c_n \bar{Z}_n \right]. \quad (2.34a) \]

In addition we have

\[ \dot{\zeta}(\theta,0) = 0. \quad (2.34b) \]

The radial displacement is given by (2.21a). Equation (2.34b) is satisfied by setting \( \phi_n = \bar{\phi}_n = 0 \) in (2.21a). Taking the partial derivative with respect to \( \tau \) and evaluating the results at \( \tau = 0 \) gives

\[ \ddot{\zeta}(\theta,0) = B_0 Z_0 + \sum_{n=1}^{\infty} \mu_n B_n Z_n + \sum_{n=1}^{\infty} \frac{(n^2 \pi^2 - \beta^2)}{\lambda^2} C_n \bar{Z}_n. \quad (2.35) \]

Equating (2.35) to (2.34), multiplying both sides by \( Z_0 \, d\theta \) and integrating from \( \theta = -\beta \) to \( \beta \) yields

\[ B_0 = \frac{b_0 v_0}{c}. \quad (2.36a) \]

In a similar manner

\[ B_n = \frac{b_n v_0}{\mu_n c} \quad (2.36b) \]

\[ C_n = \frac{\lambda^2 c_n v_0}{(n^2 \pi^2 - \beta^2)c}; \quad n = 1, 2, 3, \ldots \quad (2.36c) \]

Substituting (2.36) into (2.21) and (2.28) and adding gives the response to an arbitrary, initial, radial velocity as
\[ \zeta = \frac{v_0}{c} \left[ b_0 Z_0 \sin \tau + \sum_{n=1}^{\infty} \frac{b_n}{\mu_n} Z_n \sin \mu_n \tau \right. \\
+ \left. \sum_{n=1}^{\infty} \frac{\chi^2 c_n}{n^2 \pi^2 - \beta^2} Z_n \sin \left( \frac{n^2 \pi^2 - \beta^2}{\chi^2} \tau \right) \right] \] (2.37a)

\[ \psi = \frac{v_0}{c} \left[ b_0 \psi_0 \sin \tau + \sum_{n=1}^{\infty} \frac{b_n}{\mu_n} \psi_n \sin \mu_n \tau \right. \\
+ \left. \sum_{n=1}^{\infty} \frac{\chi^2 c_n}{n^2 \pi^2 - \beta^2} \psi_n \sin \left( \frac{n^2 \pi^2 - \beta^2}{\chi^2} \tau \right) \right]. \] (2.37b)

The tangential normal force and the bending moment per unit length acting on the radial cut, \( \theta = \) constant, are defined as

\[ N = \int_{-\frac{h}{2}}^{\frac{h}{2}} \sigma_\phi \, dz \] (2.38a)

\[ M = \int_{-\frac{h}{2}}^{\frac{h}{2}} z \sigma_\phi \, dz. \] (2.38b)

Even though plane sections remain plane, the stress does not vary linearly due to the initial curvature of the shell. For thin shells \((a/h > 20)\) the distribution is nearly linear.\(^{(10)}\) Thus, the assumption that the stress distribution is linear is reasonable for thin shells and consistent with Love's first approximation. If (1.22), in which \( \epsilon_\phi \) is given by (1.20) after deleting the second and last term, is substituted into (2.38), we obtain
\[ \bar{N} = \frac{N(1-\nu^2)}{Eh} = (\psi' - \xi) \]  
\[ \bar{M} = \frac{12Ma(1-\nu^2)}{Eh^3} = -(\xi'' + \xi) \]

where \( \bar{N} \) and \( \bar{M} \) are convenient dimensionless stress resultants.

Substituting (2.37) into (2.39) gives

\[ \bar{N} = -\frac{v_0}{c} b_0 S \left( \frac{\sin \lambda }{\tan \lambda} - \cos \lambda \right) \sin \tau + \sum_{n=1}^{\infty} \frac{a_n S_n \mu_n}{\beta^{1/2}} \sin \mu_n \tau \]  
\[ \bar{M} = \frac{v_0}{c} b_0 S \left( \frac{\lambda^2}{\beta^2} \cos \lambda + \frac{\lambda^2}{\beta^2} \sin \lambda \cosh \frac{\lambda \Theta}{\beta} + \cos \lambda \sin \frac{\lambda \Theta}{\beta} \tanh \frac{\lambda \Theta}{\beta} \right) \sin \tau \]

\[ + \sum_{n=1}^{\infty} \frac{a_n S_n}{\mu_n \beta^{1/2}} \left( \frac{(2n+1)^2 \pi^2}{4\beta} \cos \left( \frac{(2n+1)\pi \Theta}{2\beta} \right) + \frac{A_n (2n+1)^2 \pi^2}{4\beta^2 \cosh(2n+1)\pi/2} \cosh \left( \frac{(2n+1)\pi \Theta}{2\beta} \right) \right) \]

\[ - A_n \left( \sin \mu_n \tau + \sum_{n=1}^{\infty} \frac{\lambda^2}{\beta^{5/2}} \sin \frac{\mu_n \Theta}{\beta} \sin \left( \frac{(n^2 \pi^2 - \beta^2)}{\lambda^2} \right) \tau \right) \]

where unity has been neglected compared to \( \frac{(2n+1)^2 \pi^2}{4\beta} \) and \( \frac{1}{\alpha} \).

As can be seen from (2.40a), the tangential normal force is spatially constant. Hoff and Bruce(1) assumed this in their analysis.

Another point of interest is a beating that may occur between the first term and the \( m \)th term of the infinite series for \( \bar{N} \). It occurs whenever \( \lambda \) is such that the first and \( m \)th term have nearly the same frequency, i.e. whenever

\[ \frac{(2m+1)^2 \pi^2}{4\lambda^2} \approx 1. \]
If this reinforcement is significant, the normal force developed for a given initial velocity will be substantially larger for some values of $\lambda^2$. Shells with such values of $\lambda^2$ could possibly be more susceptible to dynamic instability. If $\frac{\sin \lambda}{\tanh \lambda} - \cos \lambda = 0$, the first term in $\overline{N}$ will vanish as noted in Section B.

D. Example of a Specific Initial Radial Velocity

As an example we consider the initial radial velocity

$$\dot{\xi}(\theta,0) = \frac{v_0}{c} \cos \frac{\pi \theta}{2\beta}$$

(2.41)

This initial velocity satisfies the boundary conditions. Such a distribution could reasonably be expected for blast loadings in which the duration of the loading is less than the fundamental period of oscillation.

For this distribution $f(\theta)$ is an even function

$$f(\theta) = f_e(\theta) = \cos \frac{\pi \theta}{2\beta}$$

(2.42)

Since $f_0(\theta) = 0$, it follows from (2.23b) that $c_n = 0$. Substitution of (2.42) into (2.33a) yields upon integration

$$b_0 = \frac{16 \lambda^2 \beta^{1/2}}{\pi} \left[ \frac{\cos \lambda}{\pi^2 - 4\lambda^2} + \frac{\sin \lambda}{(\pi^2 + 4\lambda^2) \tanh \lambda} \right]$$

(2.43a)

$$b_n = \frac{\lambda \Lambda_n \pi}{2n+1} \left( \frac{(2n+1)^2}{(2n+1)^2 + 1} \right); \quad n = 1, 2, \ldots$$

(2.43b)
The introduction of (2.24) and (2.43) into (2.37) leads to

\[
\zeta = \frac{\nu_0}{c} \left\{ \frac{16\lambda^2s^2}{\pi} \left[ \frac{\cos\lambda}{\pi^2-4\lambda^2} + \frac{\sin\lambda}{(\pi^2+4\lambda^2)\tanh\lambda} \right] \left[ \cos\frac{\lambda\theta}{\beta} - \sin\lambda \cosh\frac{\lambda\theta}{\beta} + \sin\lambda \right] \beta \tanh\lambda - \cos\lambda \right\} \sin\tau + \frac{16\lambda^2}{\pi^3} \sum_{n=1}^{\infty} \frac{A_n S_n^2}{(2n+1)^2+1} \left[ \cos\frac{(2n+1)\pi\theta}{2\beta} \right. \\
- \frac{A_n}{\cosh\left(\frac{(2n+1)\pi\theta}{2\beta}\right)} + A_n \left. \right\} \sin\mu_n \tau \right\} \quad (2.44a)
\]

\[
\psi = \frac{\nu_0}{c} \left\{ \frac{16\lambda^2s^2}{\pi} \left[ \frac{\cos\lambda}{\pi^2-4\lambda^2} + \frac{\sin\lambda}{(\pi^2+4\lambda^2)\tanh\lambda} \right] \left[ \sin\frac{\lambda\theta}{\beta} - \sin\lambda \sinh\frac{\lambda\theta}{\beta} \right] \sin\tau + \frac{16\lambda^2}{\pi^3} \sum_{n=1}^{\infty} \frac{A_n S_n^2}{(2n+1)^2+1} \left[ \frac{2\beta}{(2n+1)\pi} \sin\frac{(2n+1)\pi\theta}{2\beta} - \frac{2\beta A_n}{(2n+1)\pi\cosh(2n+1)\pi/2} \right. \\
\left. \sinh\frac{(2n+1)\pi\theta}{2\beta} + A_n(1-\mu_n)\theta \right] \sin\mu_n \tau \right\} \quad (2.44b)
\]

Making the same substitutions into (2.40) gives

\[
\bar{N} = -\frac{\nu_0}{c} \left\{ \frac{16\lambda^2s^2}{\pi} \left[ \frac{\cos\lambda}{\pi^2-4\lambda^2} + \frac{\sin\lambda}{(\pi^2+4\lambda^2)\tanh\lambda} \right] \left[ \sin\frac{\lambda\theta}{\tanh\lambda} -\cos\lambda \right] \sin\tau + \sum_{n=1}^{\infty} \frac{A_n^2 S_n^2}{\lambda^2} \frac{(2n+1)^4}{(2n+1)^2+1} \sin\mu_n \tau \right\} \quad (2.45a)
\]
\[
\bar{N} = \frac{v_0}{c} \left\{ \frac{16\lambda^2\beta^2}{\pi} \left[ \frac{\cos \lambda}{\pi^2 - 4\lambda^2} + \frac{\sin \lambda}{\pi^2 + 4\lambda^2} \right] \tanh \lambda \right\} \left[ \frac{\lambda^2}{\beta^2} \cos \frac{\lambda \theta}{\beta} + \frac{\lambda^2}{\beta^2} \sin \lambda \cosh \frac{\lambda \theta}{\beta} \right. \\
\left. - \frac{\sin \lambda}{\tanh \lambda} + \cos \lambda \right\} \sin \tau + \frac{16\lambda^2}{\pi^2} \sum_{n=1}^{\infty} \frac{A_n S_n^2}{(2n+1)^2 + 1} \left[ \frac{(2n+1)^2 \pi^2}{4\beta^2} \cos \frac{(2n+1)\pi \theta}{2\beta} \\
+ \frac{A_n (2n+1)^2 \pi^2}{4\beta^2 \cosh (2n+1) \pi / 2} \cosh \frac{(2n+1)\pi \theta}{2\beta} - A_n \right] \sin \frac{\mu_n}{\beta} \tau \right\}. \tag{2.45b}
\]

Figure 7 is a plot of nondimensional normal force as a function of the nondimensional time for three values of \(\lambda^2\). For \(\lambda^2 = 68.5\) and \(m = 2\), \(\mu_m = 0.9\). From the discussion in Section C a beating should occur between the first and second term of the infinite series for \(\bar{N}\). This is clearly depicted on Figure 7. The maximum value of \(\bar{N}\) is approximately seven times greater than the maximum values for other values of \(\lambda^2\). The value \(\lambda^2 = 100\) falls approximately in the middle of the range of values of \(\lambda^2\) which are of interest. \(\lambda^2 = 178\) is near the upper end of this range, and it is also a value which causes the first term in \(\bar{N}\) to vanish.

Figure 8 is a plot of nondimensional central deflection versus nondimensional time. There is no evidence of beating of the central deflection. For this example the first two terms in (2.44a) essentially determine the central deflection. This is clearly indicated in Figure 8 since the central deflection appears to be composed of harmonics whose circular frequencies are unity and \(\varpi_n^2 / 4\lambda^2\).
CHAPTER III

SYMMETRIC DYNAMIC BUCKLING

In this chapter we consider the large amplitude oscillations of the shell described in Chapter II. This motion may lead to what is referred to as "dynamic snap-through buckling." The objective is to determine configurations for which symmetric "dynamic snap-through buckling" is possible. In addition the initial velocity necessary to cause shells of these configurations to snap through is determined.

An exact analysis would require the study of the stability of the nonlinear partial differential equations (1.26) with the appropriate boundary and initial conditions (1.27) and (1.28). However, there are many formidable mathematical obstacles. Here an energy method is used to study approximately this large amplitude motion. Such methods have been used in dynamic stability problems by a number of authors. Pertinent to the present study are the investigations of Goodier and McIvor,\(^{(11)}\) McIvor,\(^{(12)}\) and Humphreys and Bodner.\(^{(3)}\) The use of this method by Russian authors is described by Bolotin.\(^{(2)}\)

The particular method employed is an extension of that used by Goodier and McIvor. Briefly, the method consists of assuming that the motion can be represented by an infinite series of products of arbitrary functions of time and the linear mode shapes of Chapter II. This assumed form will satisfy the boundary condition (1.27). By specifying appropriate initial conditions on the arbitrary functions the initial conditions (1.28) may be satisfied. The arbitrary functions are considered as generalized coordinates. The series is truncated after two terms and the associated nonlinear Lagrangian equations are integrated numerically.
A. Derivation of Governing Equations

The linear mode shapes obtained in Chapter II are geometrically admissible. Hence we assume for $\zeta$ and $\psi$ the forms

$$\zeta = \sum_{n=0}^{\infty} B_n(\tau) \, Z_n(\theta) + \sum_{n=1}^{\infty} C_n(\tau) \, \overline{Z}_n(\theta) \quad (3.1a)$$

$$\psi = \sum_{n=0}^{\infty} B_n(\tau) \, \Psi_n(\theta) + \sum_{n=1}^{\infty} C_n(\tau) \, \overline{\Psi}_n(\theta) \quad (3.1b)$$

$B_n$ and $C_n$ are arbitrary functions of $\tau$ as opposed to constant coefficients in Chapter II. The first series in (3.1) represents the symmetric motion whereas the second corresponds to the asymmetric motion. With this choice of $\zeta$ and $\psi$ linearization of the nonlinear differential equations gives the correct linear equations for harmonic motion.

This seems to be a realistic extension of the linear problem as noted by Goodier and McIvor. The assumed solution, like the linear solution, yields a normal force that is spatially constant. As previously noted Hoff and Bruce also assumed the normal force to be constant.

If the shell is given an initial radial velocity, then (3.1a) must satisfy (2.34). Therefore

$$B_n(0) = 0 \quad (3.2a)$$

$$\dot{B}_n(0) = \frac{v_0}{c} \, b_n \; ; \; n = 0,1,2,3,\ldots \quad (3.2b)$$

$$C_n(0) = 0 \quad (3.2c)$$

$$\dot{C}_n(0) = \frac{v_0}{c} \, c_n \; ; \; n = 1,2,3,\ldots \quad (3.2d)$$

In the sequel we may neglect $\psi$ compared to $\zeta'$ and $\zeta$ compared to $\zeta''$. For the assumed form of $\zeta$ and $\psi$ this is equivalent to neglecting unity compared to $n^2 \pi^2 / \beta^2$, $(2n+1)^2 \pi^2 / \beta^2$ and $1/\alpha$. This is consistent
with earlier approximations. With these approximations (1.25) reduces to
\[ L = \frac{1}{2} \int_{-\beta}^{\beta} \left\{ \dot{\xi}^2 - \left[ (\psi' - \xi) + \frac{1}{2} \dot{\xi}' \right]^2 - \alpha^2 (\xi'')^2 \right\} d\Theta. \] (3.3)

For the symmetric motion \( C_n \) is set equal to zero. In Chapter II the central deflection was found to be closely approximated by two terms which are equivalent to the first two terms of (3.1a). It is reasonable to expect that they would predominate in the somewhat larger amplitude of the nonlinear motion. The mode shapes are so complex that an extensive numerical integration technique would be required if more than two terms were included. Therefore, in the representations of \( \xi \) and \( \psi \) only the first two terms will be retained. This represents the next refinement above the single-degree-of-freedom model.

It is convenient to introduce the change of variables
\[ \bar{B}_n = \beta^{5/2} B_n; n = 0, 1, 2, \ldots \] (3.4)

Substituting the first two terms of (3.1) into (3.3) and using (3.4) yields
\[ L = \frac{\beta^5}{2} \left\{ \bar{B}_0^2 + \bar{B}_1^2 - \bar{E}_0^2 - \mu_1 \bar{E}_1^2 + c_1 \bar{B}_0^3 + c_2 \bar{B}_0 \bar{E}_1 + c_3 \bar{B}_0 \bar{E}_1 + c_4 \bar{B}_1^3 \right. \\
- c_5 \bar{B}_0^4 - c_6 \bar{B}_0^2 \bar{E}_1 - c_7 \bar{B}_0 \bar{E}_1^2 - c_8 \bar{B}_0 \bar{E}_1 - c_9 \bar{B}_1^4 \right\} \] (3.5)
in which\(^6\)
\[ c_1 = -\beta^{5/2} \int_{-\beta}^{\beta} (\psi'_0 - z'_o)(z'_o)^2 d\Theta \] (3.6a)

\(^6\)See Appendix B for the evaluation of the integrals.
\[ c_2 = \beta^{5/2} \int_{-\beta}^{\beta} \left[ (\psi'_1 - Z_0)(Z'_1)^2 + 2(\psi'_1 - Z_1)Z'_1Z'_0 \right] d\theta \]  
\[ (3.6b) \]

\[ c_3 = \beta^{5/2} \int_{-\beta}^{\beta} \left[ (\psi'_0 - Z_0)(Z'_1)^2 + 2(\psi'_1 - Z_1)Z'_1Z'_0 \right] d\theta \]  
\[ (3.6c) \]

\[ c_4 = \beta^{5/2} \int_{-\beta}^{\beta} (\psi'_1 - Z_1)(Z'_1)^2 d\theta \]  
\[ (3.6d) \]

\[ c_5 = \frac{\beta^5}{4} \int_{-\beta}^{\beta} (Z'_0)^4 d\theta \]  
\[ (3.6e) \]

\[ c_6 = \beta^5 \int_{-\beta}^{\beta} (Z'_0)^3 Z'_1 d\theta \]  
\[ (3.6f) \]

\[ c_7 = \frac{3\beta^5}{2} \int_{-\beta}^{\beta} (Z'_0)^2(Z'_1)^2 d\theta \]  
\[ (3.6g) \]

\[ c_8 = \beta^5 \int_{-\beta}^{\beta} (Z'_0)(Z'_1)^3 d\theta \]  
\[ (3.6h) \]

\[ c_9 = \frac{\beta^5}{4} \int_{-\beta}^{\beta} (Z'_1)^4 d\theta \]  
\[ (3.6i) \]

The differential equations governing \( E_0 \) and \( E_1 \) are obtained from Lagrange's equation of motion

\[ \frac{d}{d\tau} \left( \frac{\delta L}{\delta \dot{q}_1} \right) - \frac{\delta L}{\delta q_1} = 0 \]  
\[ (3.7) \]
by treating $\bar{B}_0$ and $\bar{B}_1$ as the generalized coordinates $q_1$. Substituting (3.5) into (3.7) gives

\[ \ddot{\bar{B}}_0 + \bar{B}_0 - \frac{3}{2} c_1 \ddot{\bar{E}}_0^0 - c_2 \ddot{\bar{E}}_0^1 - \frac{1}{2} c_3 \ddot{\bar{E}}_0^2 + 2 c_5 \bar{E}_0^3 + \frac{3}{2} c_6 \bar{E}_0^2 \bar{B}_1 \\
+ c_7 \bar{B}_0 \bar{B}_1^2 + \frac{1}{2} c_8 \bar{B}_1^3 = 0 \]  

(3.8a)

\[ \ddot{\bar{B}}_1 + \mu_1 \ddot{\bar{B}}_1 - \frac{3}{2} c_1 \ddot{\bar{E}}_1^1 - c_2 \ddot{\bar{E}}_1^2 - \frac{1}{2} c_3 \ddot{\bar{E}}_1^3 + \frac{1}{2} c_6 \bar{E}_1^3 + c_7 \bar{B}_0 \bar{B}_1^2 \\
+ \frac{3}{2} c_8 \bar{B}_0 \bar{B}_1^2 + 2 c_9 \bar{B}_1^3 = 0 \]  

(3.8b)

where the dot now indicates the ordinary derivative with respect to $\tau$.

For the initial velocity (2.41), Equations (3.2) and (2.43) yield the initial conditions

\[ \bar{B}_0(0) = \bar{B}_1(0) = 0 \]  

(3.9a)

\[ \bar{B}_0(0) = \frac{16 \varepsilon \lambda^2 \delta}{\pi^3} \left[ \frac{\cos \lambda}{\pi^2 - 4 \lambda^2} - \frac{\sin \lambda}{(\pi^2 + 4 \lambda^2 \tanh \lambda)} \right] \]  

(3.9b)

\[ \bar{B}_1(0) = \frac{3.6 \varepsilon \lambda B_1}{\pi^3} \]  

(3.9c)

where the initial velocity parameter $\varepsilon$ is defined as

\[ \varepsilon = \frac{V_0 \pi^2}{c \beta^2} . \]  

(3.10)

The symmetric motion is governed by the differential equations (3.8) and initial conditions (3.9).

B. Method of Solution and Results

Qualitatively, we say that the shell has snapped through if upon a small change of the initial velocity the deformation "jumps" from
moderate to large. This motion is unstable. We may apply the classical method of Poincaré to study the stability of the motion. The method requires finding the singular or equilibrium points associated with (3.8). Dynamic snap-through buckling may occur when unstable equilibrium points exist. Finding these singular points requires the solution of two simultaneous, nonlinear, algebraic equations. Since the coefficients of (3.8) are algebraically involved functions of \( \lambda \), this would have to be done numerically. Rather than solve these equations numerically, Equations (3.8) with initial conditions (3.9) were integrated numerically. This has the advantage that not only does it exhibit the instability but also yields the response in the case of no unstable equilibrium points. A comparison can be made of the response of a shell for which instability is possible with the response of a shell which is geometrically very similar yet does not exhibit snap-through buckling.

It is convenient to introduce a response parameter

\[
\delta = \frac{(w)_{ave}}{(H)_{ave}}
\]

which is the ratio of the average radial deflection \( (w)_{ave} \) to the average rise of the shell \( (H)_{ave} \). From (3.1a) this is

\[
\delta = 3E_0S \left[ \frac{\sin \lambda}{\tanh \lambda} - \cos \lambda \right] + \frac{\delta_1S_1}{\pi} \left[ (3\pi-2) A_{1-2} \right]. \tag{3.11}
\]

Figure 9 is a plot of \( \delta_{max} \), the first maximum value of \( \delta \), as a function of \( \epsilon \) for representative values of \( \lambda \). Considering \( \lambda = 2.5 \), we see that for small values of \( \epsilon \), \( \delta_{max} \) is nearly proportional to \( \epsilon \) indicating an almost linear response. As \( \epsilon \) increases this relation becomes nonlinear. Near \( \epsilon = 1.16 \) a small change of the initial velocity
produces a jump in the average displacement from less than the average rise to greater than the average rise; i.e. it jumps from a moderate to a large value. We conclude that the shell has snapped through. This value of $\epsilon$ is taken as the critical initial velocity $\epsilon_{cr}$. This curve resembles the load-deflection curve of a shallow shell with a dead static loading.$^{(14)}$ Similar curves were obtained by Budiansky and Roth.$^{(5)}$

The same phenomenon is observed for $\lambda = 1.80$, but no jumps occur for $\lambda \leq 1.75$. At the other extreme a jump occurs for $\lambda = 2.85$, but none for $\lambda \geq 2.90$. The conclusion is that symmetric dynamic snap-through buckling can occur if $1.80 \leq \lambda \leq 2.85$. This result is valid for arbitrary, initial radial velocities, provided the motion can be represented by the first two terms of $(3.1)$, since the singular or equilibrium points are independent of the initial velocity.

In contrast to these results are those obtained by Humphreys and Bodner. They found symmetric dynamic snap-through buckling could occur for $\lambda > 2.78$. The stability criterion is clearly sensitive to the assumed form of the solution since the formulations were similar. For initial velocities slightly less than critical the shell is undergoing essentially linear vibrations. Therefore, using the linear mode shapes would seem to be indicated. For the statically analogous problem Hoff and Bruce found that symmetric snap-through buckling due to a sinusoidal static loading was possible for $2 < \lambda < 2.83$. This range is the same order of magnitude obtained for the dynamic problem.

Figure 10 shows the relationship between $\epsilon_{cr}$ and $\lambda^2$ for symmetric dynamic snap-through buckling for $1.80 \leq \lambda \leq 2.85$. These results are about one percent lower than those obtained by applying
Poincaré's method when only the first term of (3.1) is used. For this range of \( \lambda \) we conclude that the single-degree-of-freedom model is sufficient. In the region of common validity Humphreys and Bodner obtained critical velocities about twice those presented in Figure 10. Again this can probably be attributed to the assumed form of displacements and to a lesser degree to the fact that they assumed a uniform initial velocity.

For values of \( \lambda \) not in the set \( 1.80 \leq \lambda \leq 2.85 \), the maximum response increases monotonically with \( \epsilon \), and no jumps appear. From an experimental viewpoint, it may be difficult to determine if snap-through buckling occurs for values of \( \lambda \) near either end of the set. For instance if we consider the curves for \( \lambda = 1.80 \) and \( \lambda = 1.75 \), there is not a great deal of difference between them. Without sensitive instrumentation it would be difficult to decide whether a shell with \( \lambda = 1.75 \) snaps through or just experiences large scale deformations.
CHAPTER IV

EXCITATION OF ASYMMETRIC MODES

Empirical evidence\(^{(6)}\) indicates that the final configuration of symmetrically loaded spherical caps is symmetric. There is also evidence that the initial deformation may be partially asymmetrical and by means of a complex mechanism end in a symmetrical configuration. Theoretical studies (e.g., see References 15 and 16) of symmetrical static loading of shallow shells indicate that asymmetric deformations may initiate the instability. There is no reason to believe that this same phenomenon does not occur in the dynamic case.

This chapter is concerned with the stability of the shell when asymmetric modes are excited by a small asymmetric perturbation of the symmetric initial velocity. A criterion is developed for the initial growth of the asymmetric modes. No effort is made to determine their behavior with increasing deformation. This would necessitate including the fourth degree terms in the Lagrangian which are neglected in the present analysis. It is likely that the asymmetric modes grow to a point where they become unstable so that the motion is again symmetrical.

A. Derivation of Governing Equations

The initial growth of the asymmetric motion is produced by the nonlinear coupling between the normal force and the change in curvature. If the phase of the normal force relative to the curvature change is such that the normal force tends to accentuate the curvature change,
then the asymmetric motion grows and the shell is said to be dynamically unstable. To include this nonlinear coupling in the initial motion it is necessary to retain only the third degree terms in (3.3).

If we proceed as in Chapter III, the Lagrangian \( \tilde{L} \) with terms through third degree is computed for the displacement representations (3.1). The Lagrangian is then substituted in (3.7). Taking \( q_1 = B_0 \) and \( B_n \) in (3.7) yields

\[
\ddot{B}_0 + B_0 - \frac{3}{2} S \lambda g \left( \sin \lambda \frac{\tanh \lambda}{\tanh \lambda} - \cos \lambda \right) B_0^2 - 2S \left( \sin \lambda \frac{\tanh \lambda}{\tanh \lambda} - \cos \lambda \right) \sum_{m=1}^{\infty} e_mB_0B_m
\]

\[
- g \sum_{m=1}^{\infty} A_m S_m \mu_m B_0 B_m - S \frac{3}{2} \left( \sin \lambda \frac{\tanh \lambda}{\tanh \lambda} - \cos \lambda \right) \sum_{k=1 \atop k \neq m}^{\infty} \sum_{m=1}^{\infty} d_{km} B_k B_m
\]

\[
- \frac{1}{2} S \nu^2 \left( \sin \lambda \frac{\tanh \lambda}{\tanh \lambda} - \cos \lambda \right) \sum_{m=1}^{\infty} m^2 c_m^2 = 0 \quad (4.1a)
\]

\[
\ddot{B}_n + \nu_n B_n - \frac{A_n S_n \nu_n^2 \nu_n g B_0^2}{2} - S \left( \sin \lambda \frac{\tanh \lambda}{\tanh \lambda} - \cos \lambda \right) e_n B_0^2 - A_n S_n \nu_n^2 \sum_{m=1}^{\infty} e_mB_0B_m
\]

\[
- S \left( \sin \lambda \frac{\tanh \lambda}{\tanh \lambda} - \cos \lambda \right) \sum_{m=1 \atop m \neq n}^{\infty} d_{mn} B_0 B_m - S \left( \sin \lambda \frac{\tanh \lambda}{\tanh \lambda} - \cos \lambda \right) f_n B_0 B_n
\]

\[
- e_n \sum_{m=1}^{\infty} A_m S_m \mu_m B_0 B_m - \frac{A_n S_n \nu_n^2}{2} \sum_{k=1 \atop k \neq m}^{\infty} \sum_{m=1}^{\infty} d_{km} B_k B_m - \sum_{k=1 \atop k \neq m}^{\infty} \sum_{m=1}^{\infty} d_{mn} A_k S_k \mu_k B_k B_m
\]

\[
- f_n \sum_{m=1}^{\infty} A_m S_m \mu_m B_m B_n - \frac{A_n S_n \nu_n^2}{2} \sum_{m=1}^{\infty} f_mB_m - \frac{A_n S_n \nu_n^2 \nu_n}{2} \sum_{m=1}^{\infty} \sum_{m=1}^{\infty} m^2 c_m^2 = 0;
\]

\( n = 1, 2, 3, \ldots \), \quad (4.1b)
in which

\[ d_{km} = d_{mk} = \frac{S\nu_{m}(2k+1)(2m+1)\pi}{\beta^5/2} \left[ (-1)^{k}A_{m}(2m+1) \frac{(2k+1)}{(2m+1)^2 + (2k+1)^2} + \frac{(-1)^{m}A_{k}(2k+1)}{(2m+1)^2 + (2k+1)^2} \right] \]

\[ + \frac{A_{k}A_{m}}{(2m+1) + (2k+1)} \]  

(4.2a)

\[ e_{m} = \frac{S\nu_{m}(2m+1)\pi}{\beta^5/2} \left[ \frac{(-1)^{m}\cos \lambda}{\mu_{m-1}} + \frac{(-1)^{m}}{\mu_{m+1}} \frac{\sin \lambda}{\tanh \lambda} + \frac{A_{m}}{\mu_{m+1}} (\sqrt{\mu_{m}} \sin \lambda - \cos \lambda) \right] \]

\[ + \frac{A_{m}}{\mu_{m-1}} \left( \sqrt{\mu_{m}} \sin \lambda - \frac{\sin \lambda}{\tanh \lambda} \right) \]  

(4.2b)

\[ f_{m} = \frac{S^2\nu_{m}^{2}\mu_{m}}{\beta^5/2} \left[ 1 + \frac{(-1)^{m+1}A_{m}}{(2m+1)\pi} + \frac{2A_{m}^{2}}{(2n+1)\pi} \right] \]  

(4.2c)

\[ g = \frac{S^2}{\beta^5/2} \left[ 1 + \frac{3\sin \lambda}{\lambda} \left( \frac{\sin \lambda}{\tanh \lambda} - \cos \lambda \right) - \frac{\sin^{2} \lambda}{\sin^{2} \lambda} \right] \]  

(4.2d)

where \( \tanh(2n+1)\pi/2 \) has been replaced by unity and \( [\cosh(2n+1)\pi/2]^{-2} \) neglected compared to unity. Setting \( q_{i} = C_{n} \) gives

\[ \ddot{C}_{n} + \omega_{n}^{2}C_{n} - \frac{n^{2}\pi^{2}}{\beta^5/2} \left[ B_{0}S \left( \frac{\sin \lambda}{\tanh \lambda} - \cos \lambda \right) + \sum_{m=1}^{\infty} A_{m}\nu_{m}^{2}\mu_{m}B_{m} \right] C_{n} = 0; \]

\[ n = 1, 2, \ldots, \]  

(4.3)

where

\[ \omega_{n}^{2} = \frac{n^{4}\pi^{4}}{\lambda^{4}} \]  

(4.4)

The dot again indicates the ordinary derivative with respect to \( \tau \).

The initial displacement is taken to be zero. The initial velocity distribution can be expanded in a series of the orthonormal radial modes. This representation is

\[ \frac{\partial \xi(\theta,0)}{\partial \tau} = \frac{V_{0}}{c} \sum_{n=0}^{\infty} b_{n}Z_{n}(\theta) \]  

(4.5a)
In addition we consider a small asymmetric perturbation of this velocity which can be represented by

\[
\frac{\partial \xi(\theta, \tau)}{\partial \tau} = \frac{v_0}{c} \sum_{n=1}^{\infty} \alpha_n \overline{\eta_n}(\theta)
\]

(4.5b)

where the \( \alpha_n \)'s are small compared to unity. The initial conditions on \( B_n \) and \( C_n \) become

\[
B_n(0) = 0 \quad (4.6a)
\]

\[
\dot{B}_n = \frac{v_0}{c} b_n \quad ; \quad n = 0, 1, 2, 3, \ldots. \quad (4.6b)
\]

\[
C_n(0) = 0 \quad (4.6c)
\]

\[
\dot{C}_n = \frac{v_0}{c} \alpha_n \eta_n \quad ; \quad n = 1, 2, 3, \ldots. \quad (4.6d)
\]

The stability of the shell is governed by the differential equations (4.1) and (4.3) with initial conditions (4.6).

B. **Initial Growth of the Asymmetric Modes**

Initially the \( C_n \)'s are small since the initial disturbance is small. Therefore, their squares may be neglected in (4.1). Further if the initial velocity (4.6b) is not too large, the unperturbed motion may be represented by the linear theory of Chapter II. Figure 9 shows that this is a good approximation if \( \epsilon \) is less than 0.4. Thus, \( B_0 \) and \( B_n \) are taken as

\[
B_0 = \frac{v_0}{c} b_0 \sin \tau \quad (4.7a)
\]

\[
B_n = \frac{v_0}{c} \frac{b_n}{\mu_n} \sin \mu_n \tau \quad ; \quad n = 1, 2, 3, \ldots. \quad (4.7b)
\]
Substitution of (4.7) into (4.3) leads to Hill's equation for the asymmetric motion

\[ \ddot{C}_n + \omega_n^2 C_n = \varepsilon n^2 \left[ \overline{b}_0 \sin \tau + \sum_{m=1}^{\infty} \overline{b}_m \sin \mu_m \tau \right] C_n; \quad n = 1, 2, 3, \ldots \quad (4.8) \]

where

\[ \overline{b}_0 = \frac{b_0 S}{\beta^{1/2}} \left( \frac{\sin \lambda}{\tanh \lambda} - \cos \lambda \right) \quad (4.9a) \]

\[ \overline{b}_m = \frac{b_m A_m C_m}{\beta^{1/2}} ; \quad m = 1, 2, 3, \ldots \quad (4.9b) \]

The term in the brackets of (4.8) is proportional to the normal force obtained in Chapter II.

The growth of the asymmetric modes is governed by the stability of (4.8). The stability criterion may be obtained by applying the method of Struble.\(^{17,18}\) It is convenient to write (4.8) as

\[ \ddot{x}_n + \omega_n^2 x_n = \varepsilon n^2 \left[ \overline{b}_0 \sin \tau + \sum_{m=1}^{\infty} \overline{b}_m \sin \mu_m \tau \right] C_n; \quad n = 1, 2, 3, \ldots \quad (4.10b) \]

Struble considers the solution to be composed of two parts. The first part is taken in the form of a variation of parameters solution, and the second part consists of a perturbation solution. Thus, a solution is assumed to have the form

\[ C_n = D_n(\tau) \sin \omega_n \tau + E_n(\tau) \cos \omega_n \tau + \sum_{j=1}^{\infty} \varepsilon^j f_n j(\tau) \quad (4.11a) \]

\(^{7}\text{Other methods}^{(19,20)} \text{usually require a priori knowledge of the period of the bracketed term in (4.8). Here the period is in general unknown.}\)
\[ x_n = \omega_n D_n(\tau) \cos \omega_n \tau - \omega_n E_n(\tau) \sin \omega_n \tau + \sum_{j=1}^{\infty} \epsilon^j \hat{f}_{nj}(\tau). \tag{4.11b} \]

Substituting (4.11) into (4.10), retaining terms of zeroth and first order in \( \epsilon \) and introducing suitable trigometric identities yields

\[ \dot{D}_n \sin \omega_n \tau + \dot{E}_n \cos \omega_n \tau = 0 \tag{4.12a} \]

\[
\begin{align*}
\omega_n \dot{D}_n \cos \omega_n \tau - \omega_n \dot{E}_n \sin \omega_n \tau + \epsilon (\ddot{f}_{nl} + \omega_n^2 \dot{f}_{nl}) &= \frac{\epsilon n^2 D_n}{2} \left\{ \bar{b}_0 [\cos(l+\omega_n)\tau] - \cos(l-\omega_n)\tau \right\} \\
+ \frac{\epsilon n^2 E_n}{2} \left\{ \bar{b}_0 [\cos(l+\omega_n)\tau + \cos(l-\omega_n)\tau] + \sum_{m=1}^{\infty} \bar{b}_m [\cos(\mu_m - \omega_n)\tau] \right\} \\
+ \frac{\epsilon n^2 E_n}{2} \left\{ \bar{b}_0 [\cos(l+\omega_n)\tau + \cos(l-\omega_n)\tau] + \sum_{m=1}^{\infty} \bar{b}_m [\cos(\mu_m - \omega_n)\tau] \right\}. \tag{4.12b}
\end{align*}
\]

Struble's method consists of associating all the members of the right-hand side of (4.12b) except those which lead to very large or infinite magnitudes with the perturbation solution. The remaining terms are associated with the variation of parameters part of the solution. If \( \omega_n \) is not near the circular frequency of any harmonic on the right-hand side of (4.12b), \( D_n \) and \( E_n \) are constants and

\[
f_{nl} = \frac{n^2 D_n}{2} \left\{ \bar{b}_0 \left[ \frac{\cos(l+\omega_n)\tau}{\omega_n^2 + (1-\omega_n)^2} - \frac{\cos(l-\omega_n)\tau}{\omega_n^2 + (1+\omega_n)^2} \right] + \sum_{m=1}^{\infty} \bar{b}_m \left[ \frac{\cos(\mu_m - \omega_n)\tau}{\omega_n^2 + (\mu_m + \omega_n)^2} \right. \\
- \frac{\cos(\mu_m + \omega_n)\tau}{\omega_n^2 + (\mu_m - \omega_n)^2} \right\} + \frac{n^2 E_n}{2} \left\{ \bar{b}_0 \left[ \frac{\sin(l+\omega_n)\tau}{\omega_n^2 + (1+\omega_n)^2} + \frac{\sin(l-\omega_n)\tau}{\omega_n^2 + (1-\omega_n)^2} \right] \\
+ \sum_{m=1}^{\infty} \bar{b}_m \left[ \frac{\sin(\mu_m + \omega_n)\tau}{\omega_n^2 + (\mu_m + \omega_n)^2} + \frac{\sin(\mu_m - \omega_n)\tau}{\omega_n^2 + (\mu_m - \omega_n)^2} \right]. \right. \right. \]}

Clearly, terms with large amplitudes occur when the system is at "resonance", or when

\[ \omega_n = \pm (\omega_n \pm 1) \]
and/or

\[ \omega_n = \pm (\mu_m \pm \omega_n) . \]

Of all the possible sign combinations, the only physically possible conditions \((\omega_n > 0)\) are

\[ \omega_n = \frac{1}{2} \quad (4.13a) \]

and/or

\[ \omega_n = \frac{\mu_m}{2} . \quad (4.13b) \]

Significant deviation from the linear solution is possible if the circular frequency of the asymmetric mode is close to one half of the circular frequency of a harmonic in the normal force. This is a condition for which the normal force may accentuate the curvature change associated with the asymmetric motion. An analogous phenomenon is reported in Reference 11. Other examples of the 1:2 frequency ratio are cited by McLachlan\(^\text{(21)}\) and Den Hartog\(^\text{(22)}\).

With (2.18) and (4.4) the resonant conditions (4.13) may be written as

\[ \frac{n^2 \pi^2}{\lambda^2} = \frac{1}{2} \quad (4.14a) \]

and/or

\[ n^2 = \frac{(2m+1)^2}{8} . \quad (4.14b) \]

There are no integral values of \(n\) and \(m\) which satisfy (4.14b).

Thus for a given \(n, m\) is taken to be the integer "closest to" \(\sqrt{2n} - 1/2\). Whether or not there are integral values of \(n\) satisfying (4.14a) depends on the value of \(\lambda\). In either case we take \(n\) to be the integer "closest to" \(\lambda/\sqrt{2n} \). For this integer there is a second integer \(j\) which nearly satisfies (4.14b). Since (4.14a) cannot exist
alone, there are two cases of interest, the distinct case and the non-
distinct case. The first case refers to condition (4.14b) and the
latter occurs when conditions (4.14) exist simultaneously. Figure 11
is a plot of the resonant conditions.

The variational part of the solution containing the resonant
terms of the distinct case is

\[ \dot{D}_n \sin \omega_n \tau + \dot{E}_n \cos \omega_n \tau = 0 \]  
\[ \omega_n \dot{D}_n \cos \omega_n \tau - \omega_n \dot{E}_n \sin \omega_n \tau = \frac{1}{2} e n^2 D_n \bar{F}_j \cos(\mu_j - \omega_n) \tau \]
\[ + \frac{1}{2} e n^2 E_n \bar{F}_j \sin(\mu_j - \omega_n) \tau . \]  

(4.15b)

It is convenient to introduce a measure of the detuning; i.e. the de-
viation of the actual circular frequencies from the resonant conditions,
as

\[ \Delta_j = \mu_j - 2\omega_n . \]  

(4.16)

Introducing (4.16) into (4.15) and solving for the first derivatives
yields

\[ \dot{D}_n = \frac{e n^2 \bar{D}_j}{2 \omega_n} \left[ D_n \cos(\Delta_j + \omega_n) \tau + E_n \sin(\Delta_j + \omega_n) \tau \right] \cos \omega_n \tau \]  

(4.17a)

\[ \dot{E}_n = - \frac{e n^2 \bar{F}_j}{2 \omega_n} \left[ D_n \cos(\Delta_j + \omega_n) \tau + E_n \sin(\Delta_j + \omega_n) \tau \right] \sin \omega_n \tau . \]  

(4.17b)

Applying the averaging method of Kryloff-Bogoliubov,\(^{(23)}\) we average the
right-hand sides of (4.17) over the period \(2\pi/\omega_n\) of the fundamental
harmonic. The results are

\[ \dot{D}_n = \frac{e n^2 \bar{D}_j}{4 \omega_n} \left[ D_n \cos \Delta_j \tau + E_n \sin \Delta_j \tau \right] \]  

(4.18a)
\[ E_n = \frac{e n^2 b_4}{4\omega_n} \left[ -D_n \sin \Delta_{j}\tau + E_n \cos \Delta_{j}\tau \right]. \quad (4.18b) \]

Equations (4.18) may be written in complex form as

\[ \dot{X}_n = \frac{e n^2 b_4}{4\omega_n} \bar{X}_n e^{i\Delta_{j}\tau} \quad (4.19) \]

where

\[ X_n = D_n + iE_n \]

and \( \bar{X}_n \) is the complex conjugate of \( X_n \). The solution of (4.19) is

\[ X_n = X_{on} \exp(p + \frac{i\Delta_{j}}{2}) \tau \]

in which \( X_{on} \) is a complex constant and \( p \) is a root of

\[ p^2 - \frac{e^2 n b_4^2}{16\omega_n^2} + \frac{\Delta_{j}^2}{4} = 0. \quad (4.20) \]

For the motion to be bounded and hence stable the real part of \( p \)
must be negative. The stability criterion is

\[ F_1 > 0 \quad (4.21) \]

where

\[ F_1 = \frac{\Delta_{j}^2}{4} - \frac{e^2 n b_4^2}{16\omega_n^2}. \quad (4.22) \]

A point of interest is that the same criterion within \( O(\varepsilon) \) would have been obtained if Struble's method had been applied to the Mathieu equation

\[ \ddot{C}_n + (\omega_n^2 - e n^2 b_4 \sin \mu_{j}\tau) C_n = 0. \]

Proceeding as in the distinct case and applying the averaging method to the variational part of the solution, we have for the non-distinct case

\[ \dot{D}_n = \frac{e n^2 D_n}{4\omega_n} (\bar{b}_0 \cos \Delta_{\tau} + \bar{b}_j \cos \Delta_{j}\tau) + \frac{e n^2 E_n}{4\omega_n} (\bar{b}_0 \sin \Delta_{\tau} + \bar{b}_j \sin \Delta_{j}\tau) \quad (4.23a) \]
\[
\dot{E}_n = \frac{en^2D_n}{4\omega_n^2} (E_0 \sin \Delta \tau + E_j \sin \Delta_j \tau) - \frac{en^2E_n}{4\omega_n^2} (E_0 \cos \Delta \tau + E_j \cos \Delta_j \tau)
\]

where
\[
\Delta = (1-2\omega_n) \, .
\]

To study the stability of (4.23), it is advantageous to introduce the change of variables
\[
\begin{align*}
    y_1(\tau) &= D_n \cos \frac{\Delta_j}{2} \tau + E_n \sin \frac{\Delta_j}{2} \tau \\
    y_2(\tau) &= -D_n \sin \frac{\Delta_j}{2} \tau + E_n \cos \frac{\Delta_j}{2} \tau .
\end{align*}
\]

Equations (4.23), written in matrix form, are
\[
\begin{pmatrix}
    \dot{y}_1 \\
    \dot{y}_2
\end{pmatrix} = \begin{pmatrix}
    \frac{en^2D_n}{4\omega_n} & \frac{\Delta_j}{2} \\
    -\frac{\Delta_j}{2} & -\frac{en^2E_n}{4\omega_n}
\end{pmatrix} \begin{pmatrix}
    y_1 \\
    y_2
\end{pmatrix} + \begin{pmatrix}
    \cos(\log_j) & \sin(\log_j) \\
    \sin(\log_j) & -\cos(\log_j)
\end{pmatrix} \begin{pmatrix}
    y_1 \\
    y_2
\end{pmatrix} .
\]

(4.26)

This is a set of linear differential equations with periodic coefficients of period
\[
\Omega = \frac{2\pi}{(1-\log_j)} .
\]

Floquet theory(24) asserts that the matrix equation
\[
\dot{y} = p(\tau)y ,
\]

(4.28)

where \( y \) is a column matrix and \( p(\tau) \) is a periodic square matrix of period \( \Omega \), has a solution with the property
\[
y(\tau + \Omega) = sy(\tau) .
\]

\( s \) is a characteristic multiplier. \( y \) may be written as
\[
y = y(\tau)d
\]

\[
\text{(4.27)}
\]

\[
\text{(4.28)}
\]
where $\bar{y}$ is a square matrix of the fundamental system of solutions $\bar{y}_{kl}$ and $\bar{d}$ is a constant column matrix. $\bar{y}(\tau)$ satisfy the initial conditions

$$\bar{y}(0) = I,$$  \hspace{1cm} (4.29)

$I$ being the identity matrix. Therefore

$$(\bar{y}(\Omega) - sI) \bar{d} = 0 .$$

The condition for a nontrivial solution is

$$|\bar{y}(\Omega) - sI| = 0 .$$  \hspace{1cm} (4.30)

The solution is asymptotically stable if the absolute values of the characteristic multipliers are less than unity. The difficulty with this analysis is the characteristic equation (4.30) depends upon knowing the solution which in general is difficult to find.

Since the fundamental system of solutions of (4.26) has not been found, Malkin’s procedure (25) is used to obtain an approximate characteristic equation. In essence the procedure obtains an asymptotic expansion for the fundamental system of solutions. The matrix $p$ is assumed to depend analytically upon some small parameter $\mu$ so that it may be expanded in a power series in $\mu$.

$$p = p_0 + \mu p_1 + \mu^2 p_2 + \ldots$$  \hspace{1cm} (4.31)

where $p_0, p_1, p_2, \ldots$ are continuous periodic matrices of period $\Omega$. The fundamental system of solution is assumed to be represented by a power series expansion in $\mu$.

$$\bar{y} = \bar{y}_0 + \mu \bar{y}_1 + \mu^2 \bar{y}_2 + \ldots$$  \hspace{1cm} (4.32)

Equation (4.29) is satisfied if

$$\bar{y}_0(0) = I \hspace{1cm} \bar{y}_1(0) = \bar{y}_2(0) = \ldots = 0 .$$  \hspace{1cm} (4.33)
Substituting (4.31) and (4.32) into (4.28) and equating coefficients of like powers of \( \mu \) yields the following recursive system:

\[
\dot{\bar{Y}}_0 = p_0 \bar{Y}_0
\]

\[
\dot{\bar{Y}}_1 = p_0 \bar{Y}_1 + p_1 \bar{Y}_0 \quad (4.34)
\]

\[
\dot{\bar{Y}}_l = \sum_{m=0}^{l} p_m \bar{Y}_{l-m} .
\]

If the solution to the first equation of (4.34) can be found, e.g. if \( p_0 \) is a constant matrix, then solutions to the successive equations can be effected. Equation (4.32) is substituted into (4.30) which yields the characteristic equation.

If \( \mu \) is taken as

\[
\mu = \frac{en^2b_0}{4\omega_n},
\]

then a comparison of (4.28) and (4.31) with (4.26) yields

\[
p_0 = \begin{pmatrix}
\frac{en^2b_j}{4\omega_n} & \frac{\Delta_j}{2} \\
-\frac{\Delta_j}{2} & -\frac{en^2b_j}{4\omega_n}
\end{pmatrix}
\]

\[
p_1 = \begin{pmatrix}
\cos(l-\mu_j)\tau & \sin(l-\mu_j)\tau \\
\sin(l-\mu_j)\tau & -\cos(l-\mu_j)\tau
\end{pmatrix}
\]

\[
p_2 = p_3 = \ldots = 0 .
\]

The integration of (4.34) is straightforward since \( p_0 \) is a constant matrix. It is necessary to retain terms of first order in \( \mu \) because only terms of this order were kept in Struble's method. After considerable
algebraic manipulation $y_k(\Omega)$ are found to be

$$y_{11}(\Omega) = \cos \frac{2\pi \gamma}{(1-\mu_j)} + \left[ \frac{\varepsilon_n b_1}{4\omega_n^2 \gamma} + \frac{\varepsilon_n b_2}{4\omega_n^2 \gamma} \frac{(1-\mu_j - \Delta_j)}{(1-\mu_j)^2 - 4\gamma^2} \right] \sin \frac{2\pi \gamma}{(1-\mu_j)} \quad (4.35a)$$

$$y_{12}(\Omega) = -y_{21}(\Omega) = \left[ \frac{\Delta_1}{2\gamma} + \frac{\varepsilon_n b_0 b_1}{8\omega_n^2 \gamma} \frac{(1-\mu_j - \Delta_j)}{(1-\mu_j)^2 - 4\gamma^2} \right] \sin \frac{2\pi \gamma}{(1-\mu_j)} \quad (4.35b)$$

$$y_{22}(\Omega) = \cos \frac{2\pi \gamma}{(1-\mu_j)} - \left[ \frac{\varepsilon_n b_2}{4\omega_n^2 \gamma} + \frac{\varepsilon_n b_0 b_1}{4\omega_n^2 \gamma} \frac{(1-\mu_j - \Delta_j)}{(1-\mu_j)^2 - 4\gamma^2} \right] \sin \frac{2\pi \gamma}{(1-\mu_j)} \quad (4.35c)$$

where

$$\gamma = \left[ \frac{\Delta_1^2}{4} - \frac{\varepsilon_n b_1^2}{16\omega_n^2} \right]^{1/2}. \quad (4.36)$$

For stability we require that $\gamma$ be real, which is equivalent to the stability criterion of the distinct case.

It is convenient to introduce the change of variables

$$s = \frac{1 + \eta}{1 - \eta}. \quad (4.37)$$

This maps the interior of the unit circle onto the left-half of the complex plane. The condition $|s| < 1$ is equivalent to $\text{Re} \, \eta < 0$ and Hurwitz's criterion may be applied to the resulting polynomial. Introducing (4.35) and (4.37) into (4.30) yields

$$F_2 \eta^2 + 2F_4 \eta + F_3 = 0 \quad (4.38)$$

where

$$F_2 = 2 + 2 \cos \frac{2\pi \gamma}{(1-\mu_j)} - \frac{\varepsilon_n b_2^2}{4\omega_n^2} \frac{(1-\mu_j - \Delta_j)^2}{((1-\mu_j)^2 - 4\gamma^2)^2} \sin^2 \frac{2\pi \gamma}{(1-\mu_j)} \quad (4.39a)$$

$$F_3 = 2 - 2 \cos \frac{2\pi \gamma}{(1-\mu_j)} - \frac{\varepsilon_n b_0^2}{4\omega_n^2} \frac{(1-\mu_j - \Delta_j)^2}{((1-\mu_j)^2 - 4\gamma^2)^2} \sin^2 \frac{2\pi \gamma}{(1-\mu_j)} \quad (4.39b)$$

$$F_4 = \frac{\varepsilon_n b_0^2}{4\omega_n^2} \frac{(1-\mu_j - \Delta_j)^2}{((1-\mu_j)^2 - 4\gamma^2)^2} \sin^2 \frac{2\pi \gamma}{(1-\mu_j)}. \quad (4.39c)$$
Since \( F_4 \) is non-negative, \( \eta \) will have a negative real part if and only if \( F_2 \) and \( F_3 \) are positive. The stability criterion is

\[
F_1 > 0 \\
F_2 > 0 \\
F_3 > 0 .
\]

Instability is implied if any one of the inequalities are not satisfied.

For a given initial velocity distribution and \( \lambda \), the critical value of \( \epsilon \) is the smallest of the zeros of \( F_1, F_2 \) and \( F_3 \). For the distinct case we consider \( n = 1 \) and from Figure 11 find the appropriate integer \( j \). After the quantities in \( F_1 \) are determined the zero is obtained numerically. The procedure is repeated for \( n = 2, 3, \ldots \). We would supposedly have to consider all \( n \), but \( b_j \) tends to zero very rapidly so only the first few \( n \)'s are necessary. For the nondistinct case we enter Figure 11 with \( \lambda \) and determine the integer \( n \) and the corresponding \( j \). The first zeros of \( F_2 \) and \( F_3 \) are determined numerically.

For the initial velocity (2.41) Figure 12 shows a plot of the first zeros of \( F_1, F_2 \) and \( F_3 \) versus \( \lambda^2 \) for various values of \( n \). The curves are similar to those for the asymmetric buckling of clamped shallow spherical shells subjected to a uniform static pressure. (15)

Similar results are anticipated for other initial velocity distributions. Some curves for \( F_2 \) and \( F_3 \) appear to end abruptly. This is due to either \( \gamma \) becoming imaginary, such as (21) near \( \lambda^2 = 24 \), or \( n \) switching to the next integer, e.g., (32) and (33) at \( \lambda^2 = 124 \). If \( n \) were allowed to vary continuously, many of the discontinuities would be eliminated. It is possible that some of the irregularities might be eliminated by retaining higher order terms in Malkin's method.
Figure 13 is the locus of the smallest values of $\epsilon$, i.e. $\epsilon_{cr}$, taken from Figure 12. If $\epsilon$ is greater than $\epsilon_{cr}$, the asymmetric modes will grow. For $\lambda > 4.25$, $\epsilon_{cr} < 0.31$; hence the results are consistent with assuming linear symmetric motion and using perturbation methods. However for $\lambda < 4.25$, $\epsilon_{cr} > 1$ and the results are no longer valid. The reasons are the symmetric motion is no longer linear as assumed in the analysis, and the perturbation methods are based upon $\epsilon$ being small.

The three peaks are near the values of $\lambda$ for which $\bar{b}_0$ vanishes. This is equivalent to the condition for modes $Z_0$ and $\Psi_0$ to be inextensional (see Section B, Chapter II).

For $\lambda > 4.25$ we conclude that dynamic instability is initiated by the growth of the asymmetric modes. This is also likely for the range $2.85 < \lambda < 4.25$ but this is not substantiated by the present analysis. An analysis using the nonlinear symmetric motion would probably verify this.

Figure 13 must not be misconstrued as representing the initial velocity which produces a symmetric buckled configuration via asymmetric motion. An analysis considering finite symmetric and asymmetric motion would have to be considered to study this. What it does represent is the initial velocity necessary to excite the asymmetric modes.
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APPENDIX A

ORTHOGONALITY OF THE RADIAL MODES

The orthogonality of the linear radial mode shapes is shown. No such property can be shown to exist for the tangential mode shapes due to neglecting the tangential inertia. If the standard separation of variables method is applied to (2.1) by assuming

\[ \zeta = R(\theta) T(\tau) \]
\[ \psi = C(\theta) T(\tau), \]

then

\[ C'' - R' = 0 \quad (A.1a) \]
\[ \alpha^2(R'' + 2R') + (\alpha^2 - \alpha^2 p^2 + 1) R - C' = 0 \quad (A.1b) \]

where \( R, C \) and \( p \) are the radial mode shapes, tangential mode shapes and eigenvalue, respectively. Let \( p_m \) and \( p_n \) be two distinct eigenvalues, then (A.1) may be written as

\[ C_m'' - R_n' = 0 \quad (A.2a) \]
\[ \alpha^2(R_m'' + 2R_m') + (\alpha^2 - \alpha^2 p_m^2 + 1) R_m - C_m' = 0. \quad (A.2b) \]

Multiplying (A.2a) by \( C_n \) and (A.2b) by \( R_n \) and subtracting the results yields

\[ -C_m'' C_n + R_m' C_n + \alpha^2(R_m'' R_n + 2R_m' R_n) + (\alpha^2 - \alpha^2 p_m^2 + 1) R_m R_n - C_m' R_n = 0. \quad (A.3a) \]

\[ \zeta_{\text{radial}} \]
Interchanging \( m \) and \( n \) gives

\[
- C_nC_m + R_n' C_m + \alpha^2 (R_n R_m' + 2R_n' R_m) + (\alpha^2 - \alpha^2 \beta n + 1) R_m R_n - C_n R_m = 0. \quad (A.3b)
\]

Subtracting (A.3b) from (A.3a) and integrating by parts from \(-\beta\) to \(\beta\) yields

\[
(r_n^2 - p_m^2) \int_{-\beta}^{\beta} R_m R_n d\varphi + \alpha^2 \left[ (R_n'' R_m)' R_n - (R_n' R_m)' R_m \right]_{-\beta}^{\beta} - \alpha^2 [(R_n'' R_m) R_n' - (R_n' R_m) R_m']_{-\beta}^{\beta} - \left[ (C_m - R_m) C_n - (C_n - R_n) C_m \right]_{-\beta}^{\beta} = 0. \quad (A.4)
\]

If the boundary conditions (2.8) are introduced into (A.4), it reduces to

\[
(r_n^2 - p_m^2) \int_{-\beta}^{\beta} R_m R_n d\varphi = 0.
\]

Since \( p_m \) and \( p_n \) are assumed to be distinct, then

\[
\int_{-\beta}^{\beta} R_m R_n d\varphi = 0; \quad m \neq n.
\]
APPENDIX B

EVALUATION OF THE INTEGRALS $c_1$ THROUGH $c_9$

The values of the integrals (3.6) are

\[
c_1 = S^3 \lambda^2 \left[ \frac{\sin \lambda}{\tanh \lambda} - \cos \lambda \right] \left[ 1 + \frac{3}{\lambda} \left( \frac{\sin^2 \lambda}{\tanh \lambda} - \cos \lambda \sin \lambda \right) - \frac{\sin^2 \lambda}{\sinh^2 \lambda} \right]
\]

\[
c_2 = 6\pi S^2 S_1 \left[ \frac{\sin \lambda}{\tanh \lambda} - \cos \lambda \right] \left[ -\frac{\cos \lambda}{\mu_1-1} - \frac{1}{\mu_1+1} \frac{\sin \lambda}{\tanh \lambda} + \frac{A_1}{\mu_1+1} \left( \sqrt{\mu_1} \sin \lambda - \cos \lambda \right) - \frac{A_1}{\mu_1+1} \left( \sqrt{\mu_1} \sin \lambda - \cos \lambda \right) \right] + S^2 S_1 A_1 \mu_1^2 \left[ 1 + \frac{3}{\lambda} \left( \frac{\sin^2 \lambda}{\tanh \lambda} - \cos \lambda \right) \right]
\]

\[
c_3 = 6\pi S S_1^2 A_1 \mu_1^2 \left[ -\frac{\cos \lambda}{\mu_1-1} - \frac{1}{\mu_1+1} \frac{\sin \lambda}{\tanh \lambda} + \frac{A_1}{\mu_1+1} \left( \sqrt{\mu_1} \sin \lambda - \cos \lambda \right) \right] + S S_1^2 A_1 \left[ \frac{\sin \lambda}{\tanh \lambda} - \cos \lambda \right] \left[ 1 - \frac{4 A_1}{3\pi} + \frac{2 A_1^2}{3\pi} \right]
\]

\[
c_4 = S^3 A_1 \mu_1^2 \lambda \left[ 1 - \frac{4 A_1}{3\pi} + \frac{2 A_1^2}{3\pi} \right]
\]

\[
c_5 = S^4 \lambda^4 \left[ \frac{3}{4} \left( 1 - \frac{4 \sin^2 \lambda}{\sinh^2 \lambda} + \frac{\sin \lambda}{\sinh \lambda} \right) - \frac{67}{20} \sin \lambda \cos \lambda - \frac{67}{10} \sin^3 \lambda \cos \lambda \right] + \sin^2 \lambda \left[ \frac{78 + 71 \sin^2 \lambda}{20 \lambda \tanh \lambda} - \frac{126 \sin^2 \lambda}{\sinh^2 \lambda} \right] + \sin^3 \lambda \left[ \frac{78 \cos \lambda}{20 \lambda} + \frac{63 \sin \lambda}{\tanh^3 \lambda} \right]
\]
\[ c_6 = -6 S_1^3 \lambda^3 \mu_1^3 \left\{ \frac{(1 - \mu_1) \cos^3 \lambda - (3 - \mu_1) \cos \lambda}{(1 - \mu_1)(9 - \mu_1)} + \frac{\sin \lambda}{2(1 + \mu_1) \tanh \lambda} \right. \]

\[ - \frac{1}{4(\sqrt{\mu_1} + 2)^2 + 4} \left[ \frac{\sin \lambda \cos 2\lambda}{\tanh \lambda} + 2(\sqrt{\mu_1} + 2) \sin^2 \lambda \cos \lambda \right] \]

\[ - \frac{1}{4(\sqrt{\mu_1} - 2)^2 + 4} \left[ \frac{\sin \lambda \cos 2\lambda}{\tanh \lambda} - 2(\sqrt{\mu_1} - 2) \sin^2 \lambda \cos \lambda \right] - \frac{\sin^2 \lambda \cos \lambda}{2(\mu_1 - 1) \sinh^2 \lambda} \]

\[ + \frac{1}{4(\sqrt{\mu_1} - 1)^2 + 16} \left[ (\sqrt{\mu_1} - 1) \left( 2 + \frac{1}{\sinh^2 \lambda} \right) \sin^2 \lambda \cos \lambda + \frac{4 \sin^3 \lambda}{\tanh \lambda} \right] \]

\[ - \frac{1}{4(\sqrt{\mu_1} + 1)^2 + 16} \left[ (\sqrt{\mu_1} + 1) \left( 2 + \frac{1}{\sinh^2 \lambda} \right) \sin^2 \lambda \cos \lambda - \frac{4 \sin^3 \lambda}{\tanh \lambda} \right] \]

\[ + \frac{\sin^3 \lambda}{(\mu_1 + 9)(\mu_1 + 1)} \left[ \frac{\mu_1 + 1}{\tanh^3 \lambda} - \frac{\mu_1 + 3}{\sinh^2 \lambda \tanh \lambda} \right] \left\{ \frac{\mu_1 + 1}{(1 + \mu_1)(9 + \mu_1)} \right\} + 2 S_1^3 A_1^3 \sqrt{\mu_1} \left\{ 6 \sqrt{\mu_1} \sin \lambda \right. \]

\[ - 3 (3 + \mu_1) \cos \lambda + (1 + \mu_1) \sqrt{\mu_1} \sin^3 \lambda + 3(1 + \mu_1) \cos^3 \lambda \]

\[ + 3 S_1^3 A_1^3 \left\{ \frac{\sin \lambda(\sqrt{\mu_1} \tanh \lambda - 1)}{(\mu_1 - 1)} - (1 + \tanh \lambda) \right\} \left( \frac{\sin^2 \lambda \cos \lambda}{(\mu_1 - 1)^2 + 4} \right) \]

\[ + (\sqrt{\mu_1} + 1) \sin \lambda \cos 2\lambda \right\} + \left( \frac{1 - \tanh \lambda}{(\sqrt{\mu_1} - 1)^2 + 4} + \frac{\sin^2 \lambda \cos \lambda + (\sqrt{\mu_1} - 1) \sin \lambda \cos 2\lambda}{(\mu_1 + 2) \sin \lambda - \cos \lambda} \right] \]

\[ + \frac{3 S_1^3 A_1^3 \sqrt{\mu_1}}{2} \left\{ \frac{\sin^2 \lambda}{(\sqrt{\mu_1} + 2)^2 + 1} \left[ 2 + \frac{2}{\tanh \lambda} + \frac{1}{\sinh^2 \lambda} \right] \right\} \]

\[ \left( \frac{\sqrt{\mu_1} + 2}{\lambda - \cos \lambda} \right) \]
\[ \begin{align*}
+ \frac{\sin^2 \lambda}{(\sqrt{\mu_1} - 2)^2 + 1} & \left[ 2 - \frac{2}{\tanh \lambda} + \frac{1}{\sinh^2 \lambda} \right] \left[ (\sqrt{\mu_1} - 2) \sin \lambda - \cos \lambda \right] \\
- \frac{2 \sin^2 \lambda}{(\mu_1 + 1) \sinh^2 \lambda} & \left( \sqrt{\mu_1} \sin \lambda - \cos \lambda \right) \\
+ \frac{3 \sin^3 \lambda}{\sinh^2 \lambda} & - 3 \left( \frac{4}{\tanh^3 \lambda} - \frac{3}{\sinh^2 \lambda \tanh \lambda} \right) \sin^3 \lambda \\
- \frac{3}{(\mu_1 - 1)} & \left[ \frac{(\sqrt{\mu_1} \tanh \lambda - 1) \sin^3 \lambda}{\sinh^2 \lambda \tanh \lambda} \right]
\end{align*} \]

c_7 = \frac{3 S^2 S_1^2 \lambda^3 \mu_1}{2} \left\{ \frac{\lambda}{2} - \frac{(\mu_1 - 2)}{2(\mu_1 - 1)} \sin \lambda \cos \lambda + \frac{(3\mu_1 + 4)}{2(\mu_1 + 1)} \frac{\sin^2 \lambda}{\tanh \lambda} - \sin \lambda \cos \lambda \\
- \frac{\lambda \sin^2 \lambda}{2 \sinh^2 \lambda} & - \frac{1}{(2\sqrt{\mu_1} + 1)^2 + 1} \left[ (2\sqrt{\mu_1} + 1) \sin \lambda \cos \lambda - \frac{\sin^2 \lambda}{\tanh \lambda} \right] - \frac{1}{(1 - 2\sqrt{\mu_1})^2 + 1} \right. \\
\left[ (1 - 2\sqrt{\mu_1}) \sin \lambda \cos \lambda - \frac{\sin^2 \lambda}{\tanh \lambda} \right] & \cdot 3 S^2 S_1^2 \lambda^3 \mu_1 \left\{ \frac{1}{\sqrt{\mu_1}} - \frac{1}{(\sqrt{\mu_1} + 2)^2 + \mu_1} \right. \\
\left[ \sqrt{\mu_1} \cos 2\lambda + 2 (\sqrt{\mu_1} + 2) \sin \lambda \cos \lambda \right] & \cdot \frac{1}{(\sqrt{\mu_1} - 2)^2 + \mu_1} \left[ \sqrt{\mu_1} \cos 2\lambda \\
- 2 (\sqrt{\mu_1} - 2) \sin \lambda \cos \lambda \right] + \frac{4}{(\mu_1 - 1) \tanh \lambda} \left( \tanh \lambda - \sqrt{\mu_1} \right) \sin \lambda \cos \lambda
\end{align*} \]
\[+(\mu_1^{3/2} \tanh \lambda - 1) \sin^2 \lambda\]
\[+ \frac{\sqrt{\mu_1 + 2}}{\sqrt{\mu_1 + 2} + \mu_1} \left[2 + \frac{2}{\tanh \lambda} + \frac{1}{\sinh^2 \lambda}\right] \sin^2 \lambda\]
\[+ \frac{\sqrt{\mu_1 - 2}}{\sqrt{\mu_1 - 2} + \mu_1} \left[2 - \frac{2}{\tanh \lambda} + \frac{1}{\sinh^2 \lambda}\right] \sin^2 \lambda - \frac{\sin^2 \lambda}{\sqrt{\mu_1} \sinh^2 \lambda}\]
\[+ \frac{3S^2 A_1^2 \lambda^3 \mu_1}{2}\]

\[\left\{ \begin{array}{l}
\frac{1}{2 \sqrt{\mu_1}} \frac{\sin \lambda \cos \lambda}{(1 + \mu_1)} - \frac{\sqrt{\mu_1} \cos 2\lambda}{2(1 + \mu_1)} + \frac{2}{(2 \sqrt{\mu_1} + 1)^2 + 1} \left[1 + \frac{1}{\tanh \lambda}\right] \frac{(2 \sqrt{\mu_1} + 1) \sin^2 \lambda}{2 \sqrt{\mu_1} - 1} - \frac{\sin \lambda \cos \lambda}{\sin \lambda}\right.
\frac{\sin^2 \lambda}{2(\mu_1 - 1)} \left[\frac{\sqrt{\mu_1}}{2 + \frac{1}{\sinh^2 \lambda}} - \frac{2}{\tanh \lambda} - \frac{1}{2 \sqrt{\mu_1}} \frac{\sin^2 \lambda}{\sinh^2 \lambda}\right]
\end{array}\right.\]

\[c_8 = S S_1^2 \lambda^3 \mu_1^{3/2}\]
\[\left\{ - 2 \frac{(7 \mu_1 - 1) \cos \lambda}{(\mu_1 - 1)(9 \mu_1 - 1)} + \frac{(7 \mu_1 + 1)}{(\mu_1 + 1)(9 \mu_1 + 1)} \frac{\sin \lambda}{\tanh \lambda}\right.\]
\[+ \frac{3}{2} A_1 \left[\frac{2(\sqrt{\mu_1} \sin \lambda - \cos \lambda)}{\mu_1 + 1} - \frac{(2 \sqrt{\mu_1} + 1) \cos \lambda - \sqrt{\mu_1} \sin \lambda}{(2 \sqrt{\mu_1} + 1)^2 + \mu_1}\right]
\[+ \frac{(2 \sqrt{\mu_1} - 1) \cos \lambda + \sqrt{\mu_1} \sin \lambda}{(2 \sqrt{\mu_1} - 1)^2 + \mu_1} + \frac{2(\sqrt{\mu_1} \tanh \lambda - 1) \sin \lambda}{\mu_1 - 1} \frac{\sin \lambda}{\tanh \lambda}\]
\[+ \frac{(\sqrt{\mu_1} + 1)(1 + \tanh \lambda)}{(\sqrt{\mu_1} + 1)^2 + 4 \mu_1} \frac{\sin \lambda}{\tanh \lambda} - \frac{(\sqrt{\mu_1} - 1)(1 - \tanh \lambda)}{(\sqrt{\mu_1} - 1)^2 + 4 \mu_1} \frac{\sin \lambda}{\tanh \lambda}\]
\[-3 \, A_1^2 \left[ \frac{(\sqrt{\mu_1} - 1) \cos \lambda + 2 \sqrt{\mu_1} \sin \lambda}{(\sqrt{\mu_1} - 1)^2 + 4 \, \mu_1} - \frac{(\sqrt{\mu_1} + 1) \cos \lambda - 2 \sqrt{\mu_1} \sin \lambda}{(\sqrt{\mu_1} + 1)^2 + 4 \, \mu_1} \right]

+ \frac{\cos \lambda}{(1 - \mu_1)} \left[ \frac{(2 \sqrt{\mu_1} + 1) (1 + \tanh \lambda)}{(2 \sqrt{\mu_1} + 1)^2 + \mu_1} \frac{\sin \lambda}{\tanh \lambda} - \frac{(2 \sqrt{\mu_1} - 1) (1 - \tanh \lambda)}{(2 \sqrt{\mu_1} - 1)^2 + \mu_1} \frac{\sin \lambda}{\tanh \lambda} \right]

+ 2 \, A_1^3 \left[ \frac{3 \sqrt{\mu_1} \sin \lambda - \cos \lambda}{9 \, \mu_1 + 1} + \frac{3 \sqrt{\mu_1} \tanh \lambda - 1}{9 \, \mu_1 - 1} \frac{\sin \lambda}{\tanh \lambda} \right] \right] \right] \right]

c_9 = \frac{S_1^4 \, \lambda^4 \, \mu_1^2}{4} \left[ \frac{3}{4} - \frac{32 \, A_1}{15 \, \pi} + \frac{3 \, A_1^2}{5 \, \pi} - \frac{8 \, A_1^3}{3 \, \pi} + \frac{A_1^4}{\pi} \right].

In the above \tanh (3\pi/2) has been replaced by unity and [cosh 3\pi/2]^{-2} has been dropped compared to unity.
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