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## Summary

It is shown that the vector potential $\mathbf{A}$ of the magnetic field of any axisymmetric electric current distribution can be expressed in the form $\Sigma A_{n}(\mathrm{r}) P_{n}^{1}(\cos \theta)$. This series is used to compute the field of two model magnetospheric ring currents; the field of one of these was previously determined by double integrations by Akasofu, Cain \& Chapman. The calculation of the functions $A_{n}(\mathrm{r})$ does not require double integrations. The two sets of results are in good agreement. The first term in the series for $A$ gives the external magnetic moment of the ring current. The magnetic field energy is calculated for the field as a whole and for each term in the series for $\mathbf{A}$. The field isointensity lines are drawn, and also the field lines for the ring current and for its field combined with that of the geomagnetic dipole. They illustrate the considerable distortion of the field in the magnetosphere during magnetic storms. The series for A may also be helpful in calculating the paths of cosmic rays in the deformed magnetosphere.

The numerical convergence of the results is improved by the use of Cesàro summation.

## 1. Introduction

Gauss (1838) was the pioneer in the application of spherical harmonic functions to the analytic expression of the geomagnetic field. Later Schuster (1889) extended their application to the changing field of the daily magnetic variations. These are attributed to electric currents that flow mainly in a rather thin layer of the ionosphere. Such currents and their field can usefully be discussed in terms of a model surface current flow at a constant height above the ground; the scalar potential of its magnetic field outside and within the surface can be expressed very simply

[^0]in terms of the spherical harmonic expression for the surface current function (Chapman \& Bartels 1940, pp. 630, 631). This method is less convenient in connection with volume current distributions, although such distributions can be treated as combinations of spherical shells. For volume distributions it is best to express the magnetic field in terms of the vector potential $\mathbf{A}$, which unlike the scalar potential exists everywhere. We show that $\mathbf{A}$ can be expressed in the form of a series $\Sigma A_{n}(\mathrm{r}) P_{n}^{1}(\cos \theta)$. This is used to calculate the fields of two ring current systems previously considered by Akasofu \& Chapman (1961) and Akasofu, Cain \& Chapman (1961, 1962). They determined the fields by double integrations over the cross section of the current. The method here given does not involve such integrations, and gives the field more simply and generally, at any point.

The results of the two sets of calculations are compared and found to agree well. The field lines of the ring current are drawn, alone and also in combination with the geomagnetic dipole field. The magnetic field energy is calculated for the whole ring current fietd, and for each term in the series for $\mathbf{A}$. The external magnetic moment of the ring current is found. The results are of interest in connection with magnetic storms.

The convergence of the numerical results is improved by the use of Cesàro summation.

## 2. The vector potential $\mathbf{A}$ of an axisymmetric electric current distribution $\mathbf{j}(\mathrm{r}, \theta)$

In considering axisymmetric current distributions and their magnetic fields, spherical polar coordinates $r, \theta, \Phi$ for any point $P$ are appropriate; $\mathbf{e}_{r}, \mathbf{e}_{\boldsymbol{\theta}}, \mathbf{e}_{\Phi}$ will denote a right-handed orthogonal triad of unit vectors along the respective directions of increasing $\mathrm{r}, \theta, \Phi$ at $P$. The current intensity $\mathbf{J}$ is given by

$$
\begin{equation*}
\mathbf{J}=J(\mathbf{r}, \theta) \mathbf{e}_{\Phi} \tag{1}
\end{equation*}
$$

We shall suppose that the current distribution lies between the spherical surfaces $r=r_{1}$ and $r=r_{2}\left(>r_{1}\right)$. The vector potential $A$ is likewise given by

$$
\begin{equation*}
\mathbf{A}=A(\mathbf{r}, \theta) \mathbf{e}_{\Phi} \tag{2}
\end{equation*}
$$

By using the known formula for the vector potential of a circular line current (Smythe 1950, p. 271) it is clearly possible to express $A(\mathrm{r}, \theta)$ in the form of a double integral over the axial cross section $S$. In mixed Gaussian units ( $c=$ velocity of light) this integral is

$$
\begin{equation*}
A(\mathrm{r}, \theta)=\frac{2}{c \mathrm{r} \sin \theta} \iint_{\mathrm{S}} G\left(\mathrm{r}, \theta ; \mathrm{r}_{0}, \theta_{0}\right) J\left(\mathrm{r}_{0}, \theta_{0}\right) \mathrm{r}_{0} d \mathrm{r}_{0} d \theta_{0} \tag{3}
\end{equation*}
$$

where

$$
\begin{align*}
G & =L\left[\left(1-\frac{1}{2} k^{2}\right) K(k)-E(k)\right],  \tag{4}\\
L^{2} & =\mathrm{r}^{2}+\mathrm{r}_{0}^{2}-2 \mathrm{rr}_{0} \cos \left(\theta+\theta_{0}\right),  \tag{5}\\
k^{2} & =4 \mathrm{rr}_{0} \sin \theta \sin \theta_{0} / L^{2} \tag{6}
\end{align*}
$$

and $K$ and $E$ are elliptic integrals of the first and second kinds. From (3) it is possible to derive expressions for the radial and $\theta$ components of the magnetic intensity $\mathbf{h}(=$ curl $\mathbf{A})$ of the field of the current distribution, each in the form of of a double integral. Such expressions have been given by Akasofu \& Chapman (1961, their equations 76, 77).

Here, however, we express $\mathbf{A}$ in terms of spherical functions. When $\mathbf{A}$ has the form (2), Ampère's equation

$$
\text { curl curl } A=4 \pi \mathbf{J} / c
$$

is equivalent to

$$
\begin{equation*}
\frac{\Delta(A r \sin \theta)}{\mathrm{r} \sin \theta}=\frac{4 \pi J(\mathrm{r}, \theta)}{c} \tag{7}
\end{equation*}
$$

where $\Delta$ denotes the differential operator given by

$$
\begin{equation*}
\Delta \equiv \frac{\partial^{2}}{\partial \mathrm{r}^{2}}+\frac{\left(1-\mu^{2}\right)}{\mathrm{r}^{2}} \frac{\partial^{2}}{\partial \mu^{2}}, \quad \mu=\cos \theta \tag{8}
\end{equation*}
$$

Hence it is convenient to write

$$
\begin{equation*}
A(\mathrm{r}, \theta) \mathrm{r} \sin \theta=\psi(\mathrm{r}, \theta) \tag{9}
\end{equation*}
$$

In terms of $\psi$ the magnetic intensity $h$ is given by

$$
\begin{equation*}
\mathbf{h}=h_{\mathrm{r}} \mathbf{e}_{\mathrm{r}}+h_{\theta} \mathbf{e}_{\theta}, \quad h_{\mathrm{r}}=\frac{1}{\mathrm{r}^{2} \sin \theta} \frac{\partial \psi}{\partial \theta}, \quad h_{\theta}=-\frac{1}{\mathrm{r} \sin \theta} \frac{\partial \psi}{\partial \mathrm{r}} . \tag{10}
\end{equation*}
$$

Consequently the $h$ field lines are given by

$$
\begin{equation*}
h_{\theta} d \mathrm{r}-h_{\mathrm{r}} \mathrm{r} d \theta=0 \quad \text { or } \quad d \psi=0 \quad \text { or } \quad \psi=\text { constant. } \tag{11}
\end{equation*}
$$

Thus the function $\psi$ may be called the magnetic stream function, by analogy with the Stokes stream function in fluid flow.

In terms of $\psi,(7)$ has the form

$$
\begin{equation*}
\Delta \psi=\frac{\partial^{2} \psi}{\partial \mathrm{r}^{2}}+\frac{\left(1-\mu^{2}\right)}{\mathrm{r}^{2}} \frac{\partial^{2} \psi}{\partial \mu^{2}}=\frac{4 \pi \mathrm{r} \sin \theta}{c} J(\mathrm{r}, \theta) . \tag{12}
\end{equation*}
$$

We express $\psi$ as a sum of terms each of which is a product $A_{n}(\mathrm{r}) p_{n}(\mu)$; this term will contribute to $\Delta \psi$ as follows:

$$
\begin{equation*}
\frac{A_{n} p_{n}}{\mathrm{r}^{2}}\left[\frac{\mathrm{r}^{2}}{A_{n}(\mathrm{r})} \frac{d^{2} A_{n}}{d \mathrm{r}^{2}}+\frac{\left(1-\mu^{2}\right)}{p_{n}(\mu)} \frac{d^{2} p_{n}}{d \mu^{2}}\right] . \tag{13}
\end{equation*}
$$

In the regions within the sphere $\mathrm{r}=\mathrm{r}_{1}$ and outside the sphere $\mathrm{r}=\mathrm{r}_{2}$, where $J=0$ and $\Delta \psi=0, A_{n}$ and $p_{n}$ are chosen so that (13) is zero for every value of $n$; (13) is zero if the two terms in the bracket are numerically equal constants, of opposite sign. In order that $p_{n}(\mu)$ may be non-singular at $\mu= \pm 1$ the constant must be of the form $n(n+1)$, where $n$ is a positive integer. Then $A_{n}(\mathrm{r})$ is a constant multiple of either $\mathrm{r}^{n+1}$ or $\mathrm{r}^{-n}$; the former is appropriate in the region $\mathrm{r}<\mathrm{r}_{1}$, the other applies to the region $r>r_{2}$. Then the associated function $p_{n}$ satisfies the equation

$$
\begin{equation*}
\left(1-\mu^{2}\right) \frac{d^{2} p_{n}(\mu)}{d \mu^{2}}+n(n+1) p_{n}(\mu)=0 \tag{14}
\end{equation*}
$$

The appropriate solution of this equation is

$$
\begin{equation*}
\mathrm{p}_{n}(\mu)=\left(1-\mu^{2}\right) \frac{d \mathrm{P}_{n}(\mu)}{d \mu}=\mathrm{P}_{n}^{1}(\mu) \sin \theta \tag{15}
\end{equation*}
$$

Here $P_{n}$ denotes the Legendre function, and $P_{n}^{1}$ the associated Legendre function of degree $n$ and order unity $\left[\mathrm{P}_{n}^{1}(\mu)=\sin \theta d \mathrm{P}_{n}(\mu) / d \mu\right]$.

Thus for the two regions within $r=r_{1}$ and outside $r=r_{2}$ the series for $\psi$ have the following form:

$$
\begin{equation*}
\left(\mathrm{r}<\mathrm{r}_{1}\right) \quad \psi=\sum_{n=1}^{\infty} i_{n} \mathrm{r}^{n+1} \mathrm{P}_{n}^{1}(\mu) \sin \theta, \quad\left(\mathrm{r}>\mathrm{r}_{2}\right) \quad \psi=\sum_{n=1}^{\infty} e_{n} \mathrm{r}^{-n} \mathbf{P}_{n}^{1}(\mu) \sin \theta \tag{16}
\end{equation*}
$$

For points between the two surfaces $r=r_{1}$ and $r=r_{2}$, the functions $A_{n}(r)$ in the series expression

$$
\begin{equation*}
\psi=\sum_{n=1}^{\infty} A_{n}(\mathrm{r}) \mathrm{p}_{n}(\mu), \tag{17}
\end{equation*}
$$

where $p_{n}(\mu)$ is taken to have the form (15), must each satisfy the equation

$$
\begin{equation*}
\frac{d^{2} A_{n}(\mathrm{r})}{d \mathrm{r}^{2}}-\frac{n(n+1)}{\mathrm{r}^{2}} A_{n}(\mathrm{r})=j_{n}(\mathrm{r}) . \tag{18}
\end{equation*}
$$

Here $j_{n}(\mathrm{r})$ denotes the factor shown in the following expression for part of the term on the right hand side of (12),

$$
\begin{equation*}
(4 \pi r / c) J(r, \theta)=\sum_{n=1}^{\infty} j_{n}(r) P_{n}^{1}(\mu) \tag{19}
\end{equation*}
$$

Hence

$$
\begin{equation*}
j_{n}(\mathrm{r})=\frac{2 n+1}{2 n(n+1)} \frac{4 \pi \mathrm{r}}{c} \int_{-1}^{1} J(\mathrm{r}, \theta) \mathrm{P}_{n}^{1}(\mu) d \mu \tag{20}
\end{equation*}
$$

The solutions of (18) each contain two arbitrary constants; these are determined by making $A_{n}(\mathrm{r})$ satisfy the two boundary conditions

$$
\begin{equation*}
d A_{n}(\mathrm{r}) / d \mathrm{r}=(n+1) A_{n}(\mathrm{r}) / \mathrm{r} \text { at } \mathrm{r}=\mathrm{r}_{1}, \quad d A_{n}(\mathrm{r}) / d \mathrm{r}=-n A_{n}(\mathrm{r}) / \mathrm{r} \text { at } \mathrm{r}=\mathrm{r}_{2} \tag{21}
\end{equation*}
$$

The magnetic potential inside the sphere $r=r_{1}$ will then be harmonic, and finite at the origin. The magnetic potential outside the sphere $r=r_{2}$ will also be harmonic, and approach zero as $r \rightarrow \infty$. The values of $A_{n}(\mathbf{r})$ thus found at $\mathrm{r}=\mathrm{r}_{1}$ and $\mathrm{r}=\mathrm{r}_{2}$ give the values of $i_{n}$ and $e_{n}$ in (16).

By $(10,17)$ the magnetic intensity $h$ of the current distribution is given by

$$
\begin{equation*}
h_{\mathrm{r}}=\sum_{n=1}^{\infty} n(n+1) A_{n}(\mathrm{r}) \mathrm{P}_{n}(\mu) / \mathrm{r}^{2}, \quad h_{\theta}=-\sum_{n=1}^{\infty}\left(d A_{n} / d \mathrm{r}\right) \mathrm{P}_{n}^{1}(\mu) / \mathrm{r} \tag{22}
\end{equation*}
$$

## 3. Model current systems

Suitably scaled multiples $a_{n}(\mathrm{r} / a)$ (Section 4) of the functions $A_{n}(\mathrm{r})$ (Section 2) have been determined numerically for two model electric current distributions (Akasofu \& Chapman 1961) of the form (1), using (18, 20, 21). The method of computation is described in Section 4. Each distribution relates to a set of particles of maximum number density $n$, all having the same translatory kinetic energy $E$, moving in the field $\mathbf{H}$ of the Earth magnetic dipole, of moment $M$. Both models are versions of the distribution

$$
\begin{equation*}
J(\mathrm{r}, \theta)=\left(2 c a^{2} n_{0} E / M\right) j(k, \theta) \tag{23}
\end{equation*}
$$

where

$$
\begin{equation*}
k=(\mathbf{r} / a) \operatorname{cosec}^{2} \theta \tag{24}
\end{equation*}
$$

and $a$ denotes the radius of the Earth; $j(k, \theta)$ is given as follows:
for $k \leqslant k_{0}, \quad j(k, \theta)=-\left\{f_{1}(\alpha, \theta)-2 g_{1}^{2}\left(k-k_{0}\right) f_{2}(\alpha, \theta)\right\} \exp \left\{-g_{1}^{2}\left(k-k_{0}\right)^{2}\right\} ;$
for $k \geqslant k_{0}, \quad j(k, \theta)=-\left\{f_{1}(\alpha, \theta)-2 g_{2}^{2}\left(k-k_{0}\right) f_{2}(\alpha, \theta)\right\} \exp \left\{-g_{2}^{2}\left(k-k_{0}\right)^{2}\right\}$,
where

$$
\begin{equation*}
f_{1}(\alpha, \theta)=\frac{3 k^{2} \alpha(\sin \theta)^{5+3 \alpha}\left(1+\cos ^{2} \theta\right)}{2(\alpha+3)\left(1+3 \cos ^{2} \theta\right)^{2+\alpha / 4}} \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{2}(\alpha, \theta)=\frac{k^{3}(\alpha+2)(\sin \theta)^{3+3 \alpha}}{2(\alpha+3)\left(1+3 \cos ^{2} \theta\right)^{\alpha / 4}} \tag{28}
\end{equation*}
$$

For both models $\mathrm{r}_{1}$ is taken to be $a$, and $\mathrm{r}_{2}$ is taken to be $10 a$; but $n(\mathrm{r}, \theta)$ and $j(\mathrm{r}, \theta)$ are so small beyond these limits that an extension of them inward and outward would add inappreciably to the current distribution and its field.

In the outer part of the belt the current is westward, and in the inner part it is eastward. The field of the currents is supposed to be negligibly weak compared with the total field.

As the distribution $j(\mathrm{r}, \theta)$ is symmetrical about the equatorial plane $\theta=90^{\circ}$, all the functions $A_{n}$ for even values of $n$ are zero. We have computed suitable multiples of $A_{n}$ (Section 4) for the eleven odd values of $n$ from 1 to 21, for two sets of the numerical constants $\alpha, k_{0}, g_{1}, g_{2}$ involved in the distribution given by (23-28), and for values of $R(=\mathrm{r} / a)$ from 1 to 10 at intervals of 0.01 . The values of $a_{n}(R)$ and of $d a_{n}(R) / d R$, in each case, are given in Table 1 for $n=1,3,5$ at intervals of $0 \cdot 2 \mathrm{r} / a$ (see Section 4); the results for the other values of $n$ and $r / a$ are stored on magnetic tape, and are available to suitable users by arrangement with P. C. Kendall.

The two sets of constants of the distributions are as follows:
I. $\alpha=-\frac{1}{2}, k_{0}=6, g_{1}=g_{2}=(\ln 10)^{\frac{1}{2}}=1.517$ (to four significant figures), (Akasofu \& Chapman 1961).
II. $\alpha=2, k_{0}=3, g_{1}=2.990, g_{2}=0.419$ (Akasofu 1963).

Thus in the first case,

$$
e^{-g^{2}\left(k-k_{0}\right)^{2}}=0 \cdot 1 \quad \text { for } k-k_{0}= \pm 1
$$

The current distribution given by (23-28) is that of a certain density distribution $n(\mathrm{r}, \theta)$ of charged particles all of the same mass $m$, charge $e$ and speed $v$ moving with a certain pitch angle distribution $f(\phi)$ of velocities $\mathbf{v}$ in the field of the Earth dipole, whose axis is taken as the polar axis of the coordinates $\mathrm{r}, \theta, \Phi$. Here $\phi$ denotes the angle between $v$ and $\mathbf{H}_{e}$, the value of $\mathbf{H}$ at the point considered; this angle is called the pitch angle. The definition of $f(\phi)$ is the statement that $f(\phi) d \phi$ is the fraction of particles at $\mathrm{r}_{e}$ that have pitch angles between $\phi$ and $\phi+d \phi$.

The chosen model distributions $f(\phi)$ and $n(r, \theta)$ at a point $\mathrm{P}_{e}$ in the dipole equatorial plane, at distance $r_{e}$ from the origin (at the Earth's centre) are given by

$$
\begin{equation*}
f(\phi)=C_{\alpha} \sin ^{\alpha+1} \phi \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
n\left(\mathrm{r}_{e}\right)=n_{0} e^{-\left(g_{1} z_{e}\right)^{2}} \text { for } \mathrm{r}_{e}<k_{0} a, \quad n\left(\mathrm{r}_{e}\right)=n_{0} e^{-\left(g_{2} z_{e}\right)^{2}} \text { for } \mathrm{r}_{e}>k_{0} a \tag{30}
\end{equation*}
$$

In (30),

$$
\begin{equation*}
z_{e}=\left(r_{e} / a\right)-k_{0} \tag{31}
\end{equation*}
$$
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| て－そIでI | て－S6t•L－ | I＋t¢ | $\varepsilon-L 8 \varepsilon \cdot \tau$ | て－902．z－ | $0+\varepsilon 0 t \cdot L-$ | て－989．ャー | て－ELE．6－ | $1+126 \cdot$－ | て－001．I－ | て－018．z－ | $\underline{I}+ \pm S L \cdot I-$ |
| £－I8L．t | て－sてz．ャ－ | $\mathrm{I}+8 \mathrm{CO} \cdot \mathrm{I}-$ | $\downarrow$－696．L | て－9S0．1－ | 0＋ItI．S－ | て－6£t．z－ | て－カIt．s－ | I +9 ¢ $\dagger \cdot$－- | £－s90．t－ | Z－tSE．I－ | $\mathrm{I}+8 \mathrm{IC} \cdot \mathrm{I}-$ |
| S | $\varepsilon$ | I | $\varsigma$ | $\varepsilon$ | $\mathfrak{l}$ | § | $\varepsilon$ | I | $\varsigma$ | $\varepsilon$ | I |
|  | $y p /(8){ }^{4} p p$ |  |  | ()$^{4} p$ |  |  | $\boldsymbol{y} \boldsymbol{p} /(\boldsymbol{d})^{4} v p$ |  |  | （d）${ }^{4}$ |  |
|  |  |  | O |  |  |  |  |  |  |  |  |
| ${ }_{\text {s }} 0 \mathrm{I} \times$ d sp paıaıdıaıu！aq pinous alqnı ayı u！sı solııug |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |


| $9 \cdot 297+0$ | $-3.588+0$ |
| :---: | :---: |
| $7.943+0$ | $-3.284+0$ |
| $6 \cdot 399+0$ | $-2.853+0$ |
| $4 \cdot 741+0$ | $-2.323+0$ |
| $3.048+0$ | $-1.730+0$ |
| $1.393+0$ | $-1 \cdot 108+0$ |
| -1.606-1 | -4.903-1 |
| $-1.563+0$ | 9.211-2 |
| $-2 \cdot 779+0$ | 6.161-1 |
| $-3 \cdot 790+0$ | $1.065+0$ |
| $-4 \cdot 588+0$ | $1 \cdot 430+0$ |
| $-5 \cdot 181+0$ | $1 \cdot 707+0$ |
| $-5.583+0$ | $1.900+0$ |
| $-5.815+0$ | $2.015+0$ |
| $-5.903+0$ | $2.063+0$ |
| $-5.873+0$ | $2.056+0$ |
| $-5 \cdot 750+0$ | $2.004+0$ |
| $-5 \cdot 560+0$ | $1.919+0$ |
| $-5.322+0$ | $1.812+0$ |
| $-5.054+0$ | $1.692+0$ |
| $-4.770+0$ | $1 \cdot 566+0$ |
| $-4.483+0$ | $1 \cdot 439+0$ |
| $-4 \cdot 199+0$ | $1 \cdot 316+0$ |
| $-3.924+0$ | $1 \cdot 199+0$ |




| $+++++++++++++++++++++++t$ <br>  |  |
| :---: | :---: |
|  |  |






[^1]The $\mathbf{v}$ distribution is supposed to be symmetrical about an axis along the field intensity $H_{e}$ at $P_{e}$, and is concerned only with the distribution of $\phi$ because the speeds $v$ are taken to be all alike. The distribution (29) is specially simple and mathematically advantageous because, as Parker (1957) showed, if valid at one point along a field line (in a general field, not only in a dipole field) it is valid all along the line; $\alpha$ might differ from line to line, but here it is taken to have the same value for all field lines (or all values of $r_{e}$ ). Moreover, Parker (1957) showed (for a general field) that with this velocity distribution, for particles of a given speed, $n(\mathrm{r}, \theta)$ at other points along the same field line is related to its value at the point where $\mathbf{H}=\mathbf{H}_{e}$ by the relation.

$$
\begin{equation*}
n(\mathrm{r}, \theta)=n\left(\mathrm{r}_{e}\right)\left(H_{e} / H\right)^{\alpha / 2} \tag{32}
\end{equation*}
$$

For the dipole field, $H$ at the point with polar angle $\theta$, on the field line that crosses the dipole equatorial plane at $\mathrm{r}_{e}$, is given by

$$
\begin{equation*}
H_{e} / H=\sin ^{6} \theta /\left(1+3 \cos ^{2} \theta\right) . \tag{33}
\end{equation*}
$$

Equations (29-33) fully specify the model belts here considered. The above definition of $f(\phi)$ implies that

$$
\int_{0}^{\pi} f(\phi) d \phi=1
$$

this condition determines the value of $C_{\alpha}$, namely

$$
\begin{equation*}
C_{\alpha}=\frac{\Gamma(\alpha+2)}{2^{\alpha+1}} /\left\{\Gamma\left(\frac{1}{2} \alpha+1\right)\right\}^{2}, \tag{34}
\end{equation*}
$$

where $\Gamma(x)$ denotes the complete gamma function with argument $x$.
Clearly the density distribution (30) in the equatorial plane is Gaussian and symmetric in model I, and Gaussian with different spreads on each side of $\mathrm{r}_{e}=k_{0} a$ in model II. In each model the maximum density is $n_{0}$; in model I the density sinks to $n_{0} / 10$ at a distance of one Earth radius on either side of the point of maximum density. Model II is chosen to agree with a certain observed density distribution, so that the parameters $g$ have no simple expression as in the case of model I. From the equatorial plane the belt of particles bends downwards to north and south towards the Earth, approximately following the field lines. The isolines of $j(r, \theta)$ for model I have been illustrated by Akasofu \& Chapman (1961, Fig. 3c, p. 1330), who also illustrate the pitch angle distribution (their Fig. 2, p. 1326); the negative value of $\alpha$ for model I implies an excess of small pitch angles, and conversely the positive value for model II corresponds to an excess of large pitch angles.

## 4. The method of computation

It is convenient to use dimensionless variables in the computations and also in formulating tables. Thus instead of $r$ we use the variable

$$
\begin{equation*}
R=\mathrm{r} / a, \tag{35}
\end{equation*}
$$

and make the corresponding changes in notation

$$
\begin{equation*}
R_{1}=\mathrm{r}_{1} / a \quad R_{2}=\mathrm{r}_{2} / a \tag{36}
\end{equation*}
$$

Then (17) becomes

$$
\begin{equation*}
\psi=\mathscr{E} \psi^{\prime}, \quad \psi^{\prime}=\sum_{n=1}^{\infty} a_{n}(R) P_{n}^{1}(\mu) \sin \theta \tag{37}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{E}=8 \pi a^{5} n_{0} E / M \tag{38}
\end{equation*}
$$

Numerically, taking $M=0.32 a^{3}$ Gauss $\mathrm{cm}^{3}$,

$$
\begin{equation*}
\mathscr{E}=1.258 \times 10^{-7} a^{2} n_{0} E, \tag{39}
\end{equation*}
$$

where now $E$ is measured in kev . The fundamental differential equation (18) then takes the dimensionless form

$$
\begin{equation*}
\frac{d^{2} a_{n}}{d R^{2}}-\frac{n(n+1) a_{n}}{R^{2}}=\int_{0}^{\pi / 2} \frac{(2 n+1)}{n(n+1)} j R p_{n}(\mu) d \theta \tag{40}
\end{equation*}
$$

where $j$ is given by (25) and (26). The boundary conditions (21) become

$$
\begin{equation*}
d a_{n} / d R=(n+1) a_{n} / R \text { at } R=R_{1}, \quad d a_{n} / d R=-n a_{n} / R \text { at } R=R_{2} . \tag{41}
\end{equation*}
$$

Inside the sphere $R=R_{1}$ and outside the sphere $R=R_{2}, a_{n}(R)$ has the simple forms

$$
\begin{equation*}
a_{n}(R)=c_{n} R^{n+1} \quad\left(R \leqslant R_{1}\right) \quad a_{n}(R)=d_{n} / R^{n} \quad\left(R \geqslant R_{2}\right), \tag{42}
\end{equation*}
$$

where $c_{n}$ and $d_{n}$ are constants.
The numerical expressions for the magnetic field in Gauss are

$$
\begin{gather*}
h_{\mathrm{r}}=1.258 \times 10^{-7} n_{0} E h_{\mathrm{r}}^{\prime}, \quad h_{\mathrm{r}}^{\prime}=\sum_{n=1}^{\infty} \frac{n(n+1) a_{n}(R)}{R^{2}} P_{n}(\mu),  \tag{43}\\
h_{\theta}=1.258 \times 10^{-7} n_{0} E h_{\theta}^{\prime}, \quad h_{\theta}^{\prime}=-\sum_{n=1}^{\infty} \frac{1}{R} \frac{d a_{n}(R)}{d R} P_{n}^{1}(\mu) . \tag{44}
\end{gather*}
$$

The right hand side of (40) is calculated by Simpson's rule, dividing the interval $(0, \pi / 2)$ into $20 n$ parts. As the functions $P_{n}^{1}(\mu)$ are oscillatory, the number of divisions must increase with $n$.

The vector potential coefficient functions $a_{n}(R)$ are then to be calculated from (40) subject to the boundary conditions (41). As (40) is linear, only a particular integral has to be determined numerically; then the boundary conditions-can be satisfied by adding a suitable value of the complementary function. It is possible to find a particular integral starting with a chosen value $a_{n 0}$ at $R=R_{1}$, using $d a_{n} / d R=(n+1) a_{n 0}$ there, and (40); but in practice the solution rapidly becomes large and therefore inaccurate, so that effectively the boundary condition at $R=\boldsymbol{R}_{\mathbf{2}}$ cannot be used. Hence it was found to be necessary to adjust the solution after integrating (40) over a few step lengths. Suppose that the $m$ th integration step from $R=R_{1}$ in the direction of increasing $R$ has been reached at $R=R_{m}^{\prime}$ (with $R_{1}^{\prime}=R_{1}$ ), and that all the values of the solution so far obtained ( $a_{n, 0}, a_{n, 1}, a_{n, 2}, \ldots$ ) are stored in the computer together with the derivatives $d a_{n} / d R$ which arise as part of the integration process. If $C R_{s}^{\prime n+1}$ is added to $a_{n}\left(R_{s}\right)$, and $(n+1) C R_{s}^{\prime \prime}$ to $d a_{n} / d R$, the boundary condition (41) at $R=R_{1}$ is still satisfied. Therefore we choose $C$ so that

$$
\begin{equation*}
d a_{n}\left(R_{m}^{\prime}\right) / d R+(n+1) C R_{m}^{m}=-n a_{n}\left(R_{m}^{\prime}\right) / R_{m}^{\prime}-n C R_{m}^{\prime n} \tag{45}
\end{equation*}
$$

giving

$$
\begin{equation*}
C=-\left\{d a_{n}\left(R_{m}^{\prime}\right) / d r+n a_{n}\left(R_{m}^{\prime}\right) / R_{m}^{\prime}\right\} /(2 n+1) R_{m}^{\prime n} . \tag{46}
\end{equation*}
$$

The modified solution then satisfies the condition of type (41) at $R=R_{m}^{\prime}$. For a step-length 0.01 , this process of modification is used at every fifth step. When $R=R_{2}$ is reached it is found that both boundary conditions (41) are satisfied.

The integration was advanced in stages of five steps; in the first stage the Runge-Kutta method was used (cf. Kunz 1957, p. 185). For all subsequent stages an equally accurate but faster process was used (cf. Ralston \& Wilf 1960, p. 100). At the outset it was judged sufficient to calculate the first eleven functions $a_{n}(R)$ and their first derivatives $d a_{n}(R) / d R, n=1$ to $n=21$. A complete computer run (taking 10 minutes on the CDC computer of the U.S. National Center for Atmospheric Research, Boulder, Colorado) gives a table of values of $a_{n}(R)$ and $d a_{n}(R) / d R$ for these eleven values of $n$ for values of $R$ from $R_{1}\left(=1\right.$ in our work) to $R_{2}(=10$ in our calculations) at intervals 0.01 . The first and last values of $a_{n}$ give the coefficients in (16).

The programme accuracy was checked by verifying that the magnetic intensity at the origin (the Earth's centre) found from equation (42) agreed with the value found for the same current distribution by Akasofu \& Chapman (1961). The differential equation (40) was also treated by lattice methods; in this case the two solutions agreed except for the higher harmonics near $R=\boldsymbol{R}_{1}$. As the difference between the two solutions becomes negligible even a few step-lengths away from $R=R_{1}$ we conclude that the difference is to be ascribed to the much lower degree of accuracy of the lattice solution; in any case, the higher harmonics contribute very little to the magnetic field $h$ near $R=R_{1}$. The programme was also checked by halving the step lengths for the integrations with respect to $\theta$ and r ; there was no change in the sixth decimal place even for the higher harmonics.

## 5. The numerical convergence of the series expressions for the field $h$

The calculations for $a_{n}(R)$ and $d a_{n}(R) / d R$ enable the first eleven terms in the series formulae (42) and (43) for the field components $h_{\mathrm{r}}^{\prime}, h_{\theta}^{\prime}$ to be computed for any point ( $\mathrm{r}, \theta$ ). Let $S_{n}$ denote the sum of the first $n$ terms in either case. It is found that as $n$ increases from 1 to 11 , the sums form an irregularly oscillating sequence; the convergence is slow for values of r near $k_{0} a$, especially for small values of $\theta$. Thus, for example, for $\mathrm{r}=k_{0} a, \theta=0$, we have $h_{\theta}^{\prime}=0$ and

$$
\begin{equation*}
k_{0}^{2} h_{\mathrm{r}}^{\prime}=\sum_{n=0}^{\infty}(2 n+1)(2 n+2) a_{2 n+1}\left(k_{0}\right) . \tag{47}
\end{equation*}
$$

Table 2
The effects of Cesàro summation on the convergence of the series (48)

| $n$ |  |  |  |
| ---: | ---: | :--- | :--- |
| $s_{n}$ | $c_{n}^{(1)}$ | $c_{n}^{(2)}$ |  |
| 1 | 481 | 481 | 481 |
| 2 | 1259 | 870 | 740 |
| 3 | 1000 | 913 | 827 |
| 4 | 791 | 883 | 849 |
| 5 | 1239 | 954 | 884 |
| 6 | 797 | 928 | 897 |
| 7 | 1075 | 949 | 910 |
| 8 | 1001 | 955 | 920 |
| 9 | 925 | 952 | 926 |
| 10 | 791 | 936 | 928 |
| 11 | 678 | 912 | 925 |

The slow convergence is a consequence of the factor $(2 n+1)(2 n+2)$. Table 2 shows in the first column the sequence of partial sums

$$
\begin{equation*}
s_{n}=\sum_{s=0}^{n}(2 s+1)(2 s+2) a_{2 s+1}(6) \tag{48}
\end{equation*}
$$

for model I, calculated from our computed values.
The convergence of this type of series is greatly improved by the use of a process devised by Cesàro (1890). For the appropriate formulae see Bromwich (1908) Sections 122-128. If $\left\{s_{n}\right\}$ for $n=0,1,2, \ldots$ denotes the sequence of partial sums we define $S_{n}^{(0)}=S_{n}$,

$$
\begin{equation*}
S_{n}^{(m)}=S_{0}^{(m-1)}+S_{1}^{(m-1)}+\ldots+S_{n}^{(m-1)} \tag{49}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{n}^{(m)}=S_{n}^{(m)} /\binom{n+m}{m} \tag{50}
\end{equation*}
$$

The Cesàro sum of degree $m$ is then defined to be $c_{m}=\lim _{n \rightarrow \infty}\left\{c_{n}^{(m)}\right\}$, provided that this limit exists. If the original series is convergent, Cesàro's mean value theorem states that its sum is $c_{m}$. Table 2 shows in the second and third columns the first and second Cesaro sums of the series shown in the first column. The reduction of oscillation of the sequence of Cesaro partial sums is notable. Physical considerations suggest that the original series must eventually converge, and we estimate that by using only the first Cesàro summation process the error in this region of poor convergence will not exceed a few per cent, and is probably as small as one per cent, provided that all Legendre functions up to the 21st are included in the summation. Probably only the first seven terms (i.e. all Legendre functions up to and including the 13th) are needed if the second Cesàro sum process is used. In this work we have only used the first Cesàro sum with eleven terms included in the summation. It should be noted that the formula for the $n$th partial sum is then

$$
\begin{equation*}
c_{n}^{(1)}=\frac{s_{0}+s_{1}+\ldots+s_{n}}{n} . \tag{51}
\end{equation*}
$$

## 6. The magnetic field lines and intensity

I. For the same data as in Section 3, model I, together with $n_{0} E=150$, following Akasofu \& Chapman (1961). Fig. 1 shows by full lines the field lines $\psi^{\prime}=$ constant of the ring current belt alone. One unit on the diagram corresponds to a change of 20 units in $\psi^{\prime}$ as given by equation (37). The isolines of current intensity are also shown by broken curves, in unspecified units. The outer part of the current is westward and the inner part eastward.

Fig. 2 shows the lines of constant field intensity of the ring current belt alone, i.e. the isolines of $\sqrt{ }\left(h_{\mathrm{r}}^{\prime 2}+h_{\theta}^{\prime}{ }^{2}\right)$ obtained from equations (43) and (44). Figs. 1 and 2 both show a nearly uniform magnetic field in the central region. The units are as in (43) and (44). The results, based on the eleven term series for $A$, may have an accuracy not higher than one or two per cent.

Fig. 3 shows by full lines the field lines of the combined field $\mathbf{h}+\mathbf{H}$ of the radiation belt and the geomagnetic dipole. The corresponding undisturbed $\mathbf{H}$ field lines of the dipole are shown by broken curves. This shows how the hot plasma forces the magnetic field lines outwards, as indicated by Parker (1962). Thus a given


Fig. 1.


Fig. 2.
latitude on the Earth's surface may be magnetically connected by a growing ring current to regions of the magnetosphere more distant than normal.
II. For the same data as in Section 3, model II, together with $n_{0} E=300$. Fig. 4 shows the field lines of the ring current belt alone (solid) together with the isolines of westward and eastward current intensity (broken). Fig. 5 shows the lines of constant field intensity for the ring current belt alone. Fig. 6 shows the field lines of the ring current belt combined with those of the geomagnetic dipole, and by broken curves the corresponding undisturbed dipole field lines. These three diagrams are similar to Figs. 1-3.


Fig. 3.


Fig. 4.

## 7. The magnetic $L$ shells

Table 1 may be used to construct a table of values of the stream function $-0.32 \sin ^{2} \theta / R+\psi,(=\psi$ for the total magnetic field), along any curve $\mathscr{C}$. As the field lines are the family of curves $\psi=$ constant this offers the possibility of investigating accurately the topography of the magnetic field. For example, taking $\mathscr{C}$ in turn to be a meridian line on the Earth's surface and a radial line in the equatorial plane, we may relate the magnetic $L$ shells (McIlwain 1961) to their latitudes where they intersect the surface of the Earth. This has been done for models I and II of Section 6. Fig. 7 shows the latitudinal displacement $\Delta \theta$, towards
the equator, due to either ring current, of the points where a given $L$ shell intersects the surface of the Earth.


Fig. 5.


Fig. 6.
8. The distribution of magnetic energy in the various harmonics

From (43) and (44), the self magnetic energy is

$$
\begin{equation*}
W=1.583 \times 10^{-14} a^{3}\left(n_{0} E\right)^{2} \sum_{n=1}^{\infty} W_{n} \tag{52}
\end{equation*}
$$

where if $n$ is even $W_{n}=0$, and if $n$ is odd,

$$
\begin{equation*}
W_{n}=\frac{n(n+1)}{2(2 n+1)} \int_{0}^{\infty}\left\{\frac{n(n+1) a_{n}^{2}}{R^{2}}+\left(\frac{d a_{n}}{d R}\right)^{2}\right\} d R \tag{53}
\end{equation*}
$$



Fig. 7.
Using equation (41) this becomes

$$
\begin{equation*}
W_{n}=\frac{n(n+1)}{2(2 n+1)}\left[(n+1) c_{n}^{2}+\frac{n d_{n}^{2}}{10^{2 n+1}}+\int_{1}^{10}\left\{\frac{n(n+1) a_{n}^{2}}{R^{2}}+\left(\frac{d a_{n}}{d R}\right)^{2}\right\} d R\right] \tag{54}
\end{equation*}
$$

This has been evaluated for models I and II of Section 3 for all available harmonics. The results are shown in Table 3. Taking $a=6370 \mathrm{~km}$ and distinguishing the different cases by subscripts I and II gives

Model I, $W_{1}=2.35 \times 10^{17}\left(n_{0} E\right)_{1}^{2}=5.3 \times 10^{21} \mathrm{erg}$;
Model II, $W_{\mathrm{II}}=3.19 \times 10^{16}\left(n_{0} E\right)_{\mathrm{II}}^{2}=2.9 \times 10^{21}$ erg.
Chapman (1964) has recently discussed the change of magnetic field energy in the space around the Earth (and down to the depth below which Earth currents shield the interior from the changing outer fields), for different electric current

Table 3
The magnetic energies $W_{n}$ of the various harmonics, together with $\sum_{n=1}^{n=21} W_{n}$

| $n$ | $W_{n}($ model I) | $W_{n}($ model II $)$ |
| :---: | :--- | :--- |
| 1 | $4.420 \times 10^{4}$ | $6.521 \times 10^{3}$ |
| 3 | $8.005 \times 10^{3}$ | $1.042 \times 10^{3}$ |
| 5 | $2.579 \times 10^{3}$ | $1.934 \times 10^{2}$ |
| 7 | $1.172 \times 10^{3}$ | $3.140 \times 10$ |
| 9 | $6.208 \times 10^{2}$ | 4.797 |
| 11 | $3.517 \times 10^{2}$ | $7.827 \times 10^{-1}$ |
| 13 | $2.069 \times 10^{2}$ | $1.381 \times 10^{-1}$ |
| 15 | $1.248 \times 10^{2}$ | $2.819 \times 10^{-2}$ |
| 17 | $7.668 \times 10$ | $8.489 \times 10^{-3}$ |
| 19 | $4.786 \times 10$ | $3.820 \times 10^{-3}$ |
| 21 | $3.027 \times 10$ | $2.085 \times 10^{-3}$ |
| $n=21$ |  |  |
| $\sum_{n=1}^{n} W_{n}$ | $5.742 \times 10^{4}$ | $7.793 \times 10^{3}$ |

distributions outside the Earth. For this purpose he used simple models in which the distributions were represented by one or more surface distributions, over spheres or planes. In particular he represented model I by two spherical current sheets, one of radius $6 \cdot 5 a$ carrying westward current, the other of radius $5 \cdot 5 a$ carrying eastward current (the ratio of the westward to the eastward current being 2•15:1): he also included a third spherical current sheet of radius $7 a / 8$ inside the Earth, representing the Earth currents; but this can be ignored in such calculations when the outer current system is more than $3 a$ from the Earth's centre. Adjusting the current intensities in his and our calculations so that both give a field change of $100 \gamma$ at the Earth's centre, his estimate of the field energy (model I) is $2.6 \times 10^{22} \mathrm{erg}$, which agrees well with our more exact result of $2.5 \times 10^{22} \mathrm{erg}$.

For the field energy of model II our result (adjusted to give a field change of of $100 \gamma$ at the Earth's centre) is $1.9 \times 10^{22} \mathrm{erg}$, less different from the former than the large difference between the two model ring currents might lead one to expect.

For a given ring current field $h_{0}$ at the Earth's centre, the kinetic energy of the belt is independent of the distribution of particle density (Parker 1957); it is proportional to $h_{0}$, by a factor which depends on the pitch angle distribution (Akasofu \& Chapman 1961). For $\alpha=-0.5$ (model I) and $\alpha=2$ (model II) the kinetic energies for $h_{0}=100 \gamma$ are respectively $3.8 \times 10^{22} \mathrm{erg}$ and $5.6 \times 10^{22} \mathrm{erg}$. Note that the field energy is proportional to $h_{0}^{2}$; also that at the Earth's surface the field $d H$ caused by a changing ring current includes a part due to induced Earth currents, so that the ring current contribution $h_{0}$ may be only from a half to two thirds of $d H$.
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