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</tr>
<tr>
<td>$\mathbf{H}$</td>
<td>magnetic field intensity</td>
<td>Sect. 3.2</td>
</tr>
<tr>
<td>$\overline{m}$</td>
<td>magnetic moment per unit volume (i.e., magnetization)</td>
<td>Eq. 3.2</td>
</tr>
<tr>
<td>$\overline{J}$</td>
<td>true current density</td>
<td>Sect. 3.2</td>
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</tr>
<tr>
<td>$U_{\text{aniso}}$</td>
<td>anisotropy energy</td>
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<td>Eq. 3.17</td>
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<td>K</td>
<td>anisotropy constant</td>
<td>Eq. 3.21</td>
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<tr>
<td>$\Phi$</td>
<td>scalar magnetic potential</td>
<td>Eq. 3.24</td>
</tr>
<tr>
<td>$\mathbf{A}$</td>
<td>vector magnetic potential</td>
<td>Eq. 3.24</td>
</tr>
<tr>
<td>$k$</td>
<td>wave number</td>
<td>Eq. 3.26</td>
</tr>
<tr>
<td>$K$</td>
<td>diagonal component of susceptibility tensor</td>
<td>Eq. 3.36</td>
</tr>
<tr>
<td>$\nu$</td>
<td>off diagonal component of susceptibility tensor</td>
<td>Eq. 3.45</td>
</tr>
<tr>
<td>$\phi^{(2)}$</td>
<td>scalar potential correct to second order</td>
<td>Eq. 3.37</td>
</tr>
<tr>
<td>$A^{(2)}$</td>
<td>vector potential correct to second order</td>
<td>Eq. 3.42</td>
</tr>
<tr>
<td>$\mathbf{H}^{(2)}$</td>
<td>magnetic field correct to second order</td>
<td>Sect. 3.7.1</td>
</tr>
<tr>
<td>$\mathbf{M}^{(2)}$</td>
<td>magnetization correct to second order</td>
<td>Sect. 3.7.1</td>
</tr>
<tr>
<td>$\mathbf{M}_0$</td>
<td>zero order approximation to magnetization</td>
<td>Eq. 3.37</td>
</tr>
<tr>
<td>$G$</td>
<td>Green's function for scalar potential</td>
<td>Eq. 3.43</td>
</tr>
<tr>
<td>$\rho_m$</td>
<td>source for scalar potential</td>
<td>Sect. 3.7.1</td>
</tr>
<tr>
<td>$\omega_{mn\ell}$</td>
<td>resonant frequencies of sample modes</td>
<td>Sect. 3.7.4</td>
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<td>$\mathbf{M}_n$</td>
<td>magnetization at frequency $\omega_n$</td>
<td>Eq. 4.1</td>
</tr>
<tr>
<td>$\mathbf{H}_n$</td>
<td>magnetic field at frequency $\omega_n$</td>
<td>Eq. 4.1</td>
</tr>
<tr>
<td>$\mu$</td>
<td>permeability tensor</td>
<td>Sect. 4.2</td>
</tr>
<tr>
<td>$M_{in}$</td>
<td>$(i = x,y,z)$ magnetization components at frequency $\omega_n$</td>
<td>Eq. 4.2</td>
</tr>
<tr>
<td>$H_{in}$</td>
<td>$(i = xyz)$ magnetic field components at frequency $\omega_n$</td>
<td>Eq. 4.2</td>
</tr>
<tr>
<td>$P_{\omega_n}$</td>
<td>power leaving ferrite sample at $\omega_n$</td>
<td>Sect. 4.5.2</td>
</tr>
<tr>
<td>$\phi_n$</td>
<td>phase at frequency $\omega_n$</td>
<td>Eq. 4.30</td>
</tr>
<tr>
<td>$\omega_p$</td>
<td>$\gamma H_2$</td>
<td>Sect. 4.5.3</td>
</tr>
<tr>
<td>$\omega_o$</td>
<td>ferromagnetic resonance</td>
<td>Sect. 4.5.3 only</td>
</tr>
<tr>
<td>$f_n$</td>
<td>normalized field distribution at $\omega_n$</td>
<td>Eq. 4.39</td>
</tr>
<tr>
<td>$\Delta H$</td>
<td>ferromagnetic resonance linewidth</td>
<td>Eq. 4.47</td>
</tr>
<tr>
<td>$v_c$</td>
<td>volume of microwave cavity</td>
<td>Eq. 4.48</td>
</tr>
<tr>
<td>$X_{ij}$</td>
<td>susceptibility tensor components $(i,j = 1,2,3)$</td>
<td>Chapter 4</td>
</tr>
<tr>
<td>Symbol</td>
<td>Meaning</td>
<td>Defined by or first used in</td>
</tr>
<tr>
<td>--------</td>
<td>---------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>$M_n^\pm$</td>
<td>circularly polarized magnetization at $\omega_n$</td>
<td>Chapter 4</td>
</tr>
<tr>
<td>$H_n^\pm$</td>
<td>circularly polarized magnetic field at $\omega_n$</td>
<td>Chapter 4</td>
</tr>
<tr>
<td>$h$</td>
<td>amplitude of signal field in the sample</td>
<td>Sect. 5.3</td>
</tr>
<tr>
<td>$T$</td>
<td>tunability with respect to signal magnetic field</td>
<td>Sect. 5.3</td>
</tr>
<tr>
<td>$f(\tilde{r})$</td>
<td>signal field distribution (normalized)</td>
<td>Sect. 5.3</td>
</tr>
<tr>
<td>$L$</td>
<td>inductance of signal frequency circuit</td>
<td>Eq. 5.14</td>
</tr>
<tr>
<td>$\mu$</td>
<td>permeability tensor</td>
<td>Eq. 5.16</td>
</tr>
<tr>
<td>$\delta \mu$</td>
<td>incremental change in permeability tensor</td>
<td>Eq. 5.21</td>
</tr>
<tr>
<td>$\overline{E}_{1,2}$</td>
<td>r-f electric field in cavity for two values of biasing field in sample</td>
<td>Eq. 5.16</td>
</tr>
<tr>
<td>$\overline{H}_{1,2}$</td>
<td>r-f magnetic field in microwave cavity for 2 values of biasing field</td>
<td>Eq. 5.16</td>
</tr>
<tr>
<td>$\omega_1$</td>
<td>complex resonant frequency of microwave cavity</td>
<td>Eq. 5.21</td>
</tr>
<tr>
<td>$\omega_o$</td>
<td>real part of $\omega_1$</td>
<td>Eq. 5.31</td>
</tr>
<tr>
<td>$\delta \omega_o$</td>
<td>incremental change in $\omega_o$</td>
<td>Eq. 5.31</td>
</tr>
<tr>
<td>$a$</td>
<td>sample radius</td>
<td>Sect. 5.5</td>
</tr>
<tr>
<td>$f_o$</td>
<td>$\omega_o / 2\pi$</td>
<td>Sect. 5.5</td>
</tr>
<tr>
<td>$v_s$</td>
<td>sample volume</td>
<td>Eq. 5.46</td>
</tr>
<tr>
<td>$H_e$</td>
<td>externally applied biasing field</td>
<td>Eq. 5.51</td>
</tr>
<tr>
<td>$\delta H_e$</td>
<td>increment of $H_e$</td>
<td>Table 5-1</td>
</tr>
<tr>
<td>$H$</td>
<td>magnetic field distribution at pump frequency in the cavity</td>
<td>Eq. 5.40</td>
</tr>
<tr>
<td>$A$</td>
<td>[ a \frac{\int</td>
<td>H</td>
</tr>
<tr>
<td>$H_c$</td>
<td>coercive force</td>
<td>Fig. 5-10</td>
</tr>
<tr>
<td>$H_s$</td>
<td>applied magnetic field for saturation</td>
<td>Fig. 5-10</td>
</tr>
<tr>
<td>$W$</td>
<td>total free energy in magnetic sample</td>
<td>Sect. 5.7</td>
</tr>
<tr>
<td>$K$</td>
<td>anisotropy constant</td>
<td>Sect. 5.7</td>
</tr>
</tbody>
</table>
### LIST OF SYMBOLS (Cont.)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Defined by or first used in</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_k$</td>
<td>anisotropy field</td>
<td>Sect. 5.7</td>
</tr>
<tr>
<td>$L_{1,2}$</td>
<td>inductance of pair of coils wound on thin film sample</td>
<td>Sect. 5.7</td>
</tr>
<tr>
<td>$A_m$</td>
<td>cross-section of material in thin film sample</td>
<td>Eq. 5.66</td>
</tr>
<tr>
<td>$A$</td>
<td>total cross-section of thin film sample</td>
<td>Eq. 5.66</td>
</tr>
<tr>
<td>$k_{1,2}$</td>
<td>coil geometrical factors for coils would around thin film</td>
<td>Eq. 5.67</td>
</tr>
<tr>
<td>$P_{th}$</td>
<td>threshold power level</td>
<td>Sect. 6.1</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>effective propagation coefficient</td>
<td>Eq. 6.6</td>
</tr>
<tr>
<td>$\mu_s$</td>
<td>initial permeability</td>
<td>Eq. 6.12</td>
</tr>
<tr>
<td>$P_{th,m}$</td>
<td>optimum threshold</td>
<td>Eq. 6.12</td>
</tr>
<tr>
<td>$\beta$</td>
<td>complex propagation coefficient distributed ferrite loaded section</td>
<td>Sect. 6.3.2</td>
</tr>
<tr>
<td>$\overline{E}<em>{it}, \overline{H}</em>{it}$</td>
<td>$(i = 1, 2)$ transverse electric and magnetic field for 2 bias fields</td>
<td>Sect. 6.3.2</td>
</tr>
<tr>
<td>$\beta_{1,2}$</td>
<td>$\beta$ for 2 values of bias</td>
<td>Sect. 6.3.2</td>
</tr>
<tr>
<td>$\lambda_m$</td>
<td>guide wavelength inside ferrite</td>
<td>Eq. 6.22</td>
</tr>
<tr>
<td>$S_{m,g}$</td>
<td>cross-sectional areas of material and waveguide</td>
<td>Eq. 6.20</td>
</tr>
<tr>
<td>$a$</td>
<td>attenuation constant of ferrite loaded waveguide</td>
<td>Sect. 6.3.5</td>
</tr>
<tr>
<td>$T$</td>
<td>transmission coefficient</td>
<td>Eq. 6.34</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>reflection coefficient</td>
<td>Eq. 6.34</td>
</tr>
<tr>
<td>$b$</td>
<td>normalized susceptance</td>
<td>Eq. 6.35</td>
</tr>
<tr>
<td>$\phi$</td>
<td>electrical length of ferrite loaded waveguide</td>
<td>Eq. 6.34</td>
</tr>
<tr>
<td>$Y_L$</td>
<td>load admittance</td>
<td>Sect. 7.2</td>
</tr>
<tr>
<td>$\rho$</td>
<td>reflection coefficient</td>
<td>Sect. 7.2</td>
</tr>
<tr>
<td>$\Delta \rho$</td>
<td>increment of $\rho$</td>
<td>Sect. 7.2</td>
</tr>
<tr>
<td>$h_{\text{crit}}$</td>
<td>critical pump field for spin wave excitation</td>
<td>Eq. 7.7</td>
</tr>
<tr>
<td>$P_{\text{crit}}$</td>
<td>pump power at which field is $h_{\text{crit}}$</td>
<td>Eq. 7.9</td>
</tr>
<tr>
<td>Symbol</td>
<td>Meaning</td>
<td>Defined by or first used in</td>
</tr>
<tr>
<td>--------</td>
<td>---------</td>
<td>----------------------------</td>
</tr>
<tr>
<td>( K ) (Ch 7 only)</td>
<td>pump threshold per unit bandwidth</td>
<td>Eq. 7.20</td>
</tr>
<tr>
<td>( \Delta \sqrt{w} )</td>
<td>incremental change in stored signal energy produced by ( \Delta h )</td>
<td>Eq. 7.24</td>
</tr>
<tr>
<td>( P_{\text{avail}} )</td>
<td>available signal power</td>
<td>Eq. 7.28</td>
</tr>
<tr>
<td>( N_1 )</td>
<td>thermal noise contributed by signal circuit</td>
<td>Eq. 7.42</td>
</tr>
<tr>
<td>( F )</td>
<td>noise figure of ferrite phase-shift amplifier</td>
<td>Eq. 7.44</td>
</tr>
<tr>
<td>( F_{\text{md}} )</td>
<td>noise figure for a double-sideband mixer</td>
<td>Eq. 7.45</td>
</tr>
</tbody>
</table>
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ABSTRACT

The phase-shift amplifier is a member of the class of double-sideband reactive mixer circuits. Its properties have been studied thoroughly for the case in which a varactor serves as the reactive mixer element. For this case gain-bandwidths products of the order of $10^9$ have been achieved with noise figures on the order of 2 db. The purpose of this paper is to study the phase-shift amplifier for the case in which a ferrite material serves as the reactive mixer.

Reactive mixing properties of ferrites are studied with respect to the fundamental material properties. The ferrite parametric amplifier, which is also a reactive mixer circuit, is discussed and the conditions for minimum pump power are found. The ferrite parameters pertinent to the phase-shift amplifier are isolated and studied.

Various distinct configurations for the ferrite phase-shift amplifier are presented and optimized with respect to material and design parameters. The factors which tend to limit gain-bandwidth product are reviewed and the maximum theoretical and experimental gain-bandwidth products are estimated. In addition, the noise phenomena fundamental to ferrites are surveyed and noise figure estimates are made. A revealing comparison between varactor and ferrite reactive mixers is developed which tends to explain why use of the former yields superior phase-shift amplifiers.

Although the results of the study indicate that the ferrite phase-shift amplifiers are not practical compared to a conventional varactor version, the thesis contains a variety of interesting investigations of important ferrite phenomena. For example, the boundary value problem of a small ferrite sample immersed in an r-f magnetic field is solved. This solution tends to explain the so-called magnetostatic resonances which have been observed in ferromagnetic resonance experiments. In addition, the ability of a ferrite material to tune a microwave cavity is studied both experimentally and theoretically for circumstances which have not previously been considered. Furthermore, an analysis of the Reggia-Spencer phase-shifter is conducted in which the ferrite properties most significant for the
operation of the device are isolated. The effect of tuning the phase shifter with reactive obstacles is studied theoretically by means of the appropriate signal flow graph. Thus, the ferrite phenomena fundamental to a variety of microwave devices are studied from somewhat unique standpoints.
CHAPTER 1

1. INTRODUCTION

The phase-shift amplifier, which was developed primarily by Adams (Ref. 1), has proven to be a significant contribution to amplifier technology. Gain-bandwidth products of the order of 1000 Mc and extremely low noise figures have been achieved for this amplifier which means that it has important application as a preamplifier in modern communication and radar systems. These important applications provide strong motivation for the detailed investigation of the phase-shift amplifier.

Adams has shown that the phase-shift amplifier is a member of the class of circuits called reactive mixer circuits. Any linear time independent circuit becomes a reactive mixer circuit when it is coupled to a nonlinear or linear time varying reactive element. A circuit element of this type is normally called a reactive mixer. The circuit component most familiar to electrical engineers which has reactive mixer properties is called a varactor. (The varactor is a special type of semiconductor diode whose junction capacitance is a sensitive function of the voltage across the junction.) The varactor was used by Adams in his study of reactive mixer circuits. However, a number of other components and materials exhibit reactive mixer properties such as certain ferromagnetic and ferroelectric materials. Ferrites are members of the former class of materials.

1.1 Statement of the Problem

Although the fundamental properties of phase-shift amplification were studied thoroughly by Adams, many of the conclusions and practical limitations which he found were based upon the properties of the varactor and are not applicable directly to circuits employing other reactive mixers. The purpose of this paper is to report an investigation of the properties of a phase-shift amplifier which employs a ferrite material as the reactive mixer. The limitations and special advantages of the ferrite reactive mixer for phase-shift amplification will be studied with respect to fundamental physical properties of the material.

At the outset, certain advantages of the use of ferrites can be anticipated. For
example, the principal source of noise in a varactor is shot noise which is not present in ferrites because they are electrical insulators. In addition, the power handling capacity of varactors is restricted by the small size of the junction in which reactive mixing occurs. On the other hand, no such restriction is evident for ferrites which can be prepared in samples of arbitrary size. Thus, it is expected that ferrites might give rise to phase-shift amplifiers with noise performance and power capacity superior to those of varactor amplifiers.

1.2 Topics of Investigation

It has been stated that the purpose of this paper is to report a study of the application of ferrites to phase-shift amplification. In this investigation the following topics will be explored:

(a) The physical properties of ferrite materials which make them useful for phase-shift amplification will be studied. For this study it is convenient to divide ferrites into two distinct classes depending upon whether they are magnetically saturated or unsaturated (the definition of magnetic saturation appears in Section 1.3). This distinction is significant because the relationship between the pertinent electrical variables can be computed analytically for only the former case.

(b) The field distributions in a ferrite sample excited by an r-f source will be obtained by a solution to Maxwell's equations. An approximate boundary value problem, valid for small samples, will be obtained by manipulation of Maxwell's equations and will be solved exactly.

(c) The reactive mixing properties of ferrites will be studied under the assumptions:

(1) power is supplied at two frequencies \( \omega_1 \) and \( \omega_2 \)
where \( \omega_2 > \omega_1 \),

(2) filters restrict the power flow to the four frequencies including: \( \omega_1, \omega_2, \omega_2 \pm \omega_1 \).
It is shown in Chapter 2 that these assumptions are significant for reactive mixer circuits.

(d) The limitations imposed by ferrites on phase-shift amplification will be studied with respect to the fundamental physical properties. A comparison between ferrites and varactors will be made on the basis of this study and the work reported by Adams. Such a comparison is significant because the varactor amplifiers have proved to be very successful.

(e) A number of practical configurations of the ferrite phase-shift amplifier will be studied experimentally and compared with theoretical predictions. Wherever possible, each configuration will be optimized with respect to material parameters.

(f) The noise figure and theoretical maximum gain-bandwidth product will be estimated for each practical configuration.

1.3 Review of the Literature

Adams (Ref. 1) has very thoroughly reviewed the literature which concerns the general properties of reactive mixer circuits from the earliest work (in about 1916) to the present. However, the bulk of the current literature (from 1954 to present) was primarily concerned with the varactor.

The first proposed application of ferrites as reactive mixers appeared in 1957 in a paper by Suhl (Ref. 22). This is primarily a theoretical paper proposing the use of a ferrite in a parametric amplifier which is a circuit closely related to the phase-shift amplifier. Suhl's paper is basically a survey of three principal modes of operation of the amplifier.

The first practical ferrite parametric amplifier was an experimental extension of Suhl's work by Denton (Ref. 23). The performance of this amplifier was somewhat marginal, being characterized significantly by an excessive noise figure.

Many variations of the configuration employed by Denton have been reported in the literature since the publication of his paper (Refs. 54-58) but these configurations are all
parametric amplifiers. To the author's best knowledge this paper reports the first application of ferrites to phase-shift amplification.

1.4 Thesis Organization

(a) Chapter 2 contains a brief survey of the important properties of reactive mixer circuits with special emphasis upon the phase-shift amplifier.

(b) Chapter 3 is a review of the physical properties of ferrite materials with emphasis on their reactive mixing properties.

(c) Chapter 4 is a study of reactive mixing in ferrites and contains a brief discussion of two circuits which are closely related to the ferrite phase-shift amplifier.

(d) Chapter 5 is a study of the physical properties of ferrites which apply directly to phase-shift amplification. In particular, the limitations imposed by these materials on this type of amplification is related to fundamental ferrite properties.

(e) Chapter 6 is a report of the experimental investigation of a number of practical configurations of the ferrite phase-shift amplifier. The experimental and theoretical limitations of each configuration are compared and discussed.

(f) Chapter 7 contains a study of the practical limitations of the ferrite amplifier, including a revealing comparison of ferrite and varactor reactive mixers. It also includes an estimate of the maximum theoretical gain-bandwidth product for various configurations and closes with the conclusions of this study.
CHAPTER 2

PROPERTIES OF REACTIVE MIXER CIRCUITS

2.1 Introduction

The reactive mixing properties of ferrites make them useful in phase-shift amplification. Thus, a review of the fundamental properties of reactive mixers and reactive mixer circuits provides the proper background for the study of ferrite phase-shift amplifiers. The equations which describe the power flow through a reactive mixer are presented in this chapter. The relation of the phase-shift amplifier to the general reactive mixer is explored and contrasted to two other special classes of reactive mixer circuits. The pertinent gain and bandwidth relations are derived in Sections 2.5 and 2.6, respectively.

2.2 A Survey of Reactive Mixer Properties

The term reactive element applies to a circuit element which is capable of storing energy. The ideal lumped circuit model for a reactive element is an ideal capacitor or inductor. A reactive mixer is a nonlinear or linear time varying, energy-storage element. Whenever two sinusoidal signals are coupled by such an element the phenomenon of frequency mixing will occur, i.e., if a linear time dependent reactance is excited by two sinusoidal signals \( \omega_1, \omega_2 \), then the output of this mixer will contain components at the frequencies \( \omega_{mn} = m\omega_1 + n\omega_2 \). This production of components \( \omega_{mn} \), is called reactive mixing. Any linear time independent circuit (e.g., filter) which is connected to the mixer will influence the relative distribution of power in this spectrum and may even suppress certain components. Adams has shown that filters which restrict the frequencies of power flow through the reactive element to a desired subset of the total set \( \omega_{mn} \) can be successfully approximated. The properties of the circuit formed by coupling a reactive mixer to various filters depend markedly upon the set of frequencies at which real power flows.

The relationships which describe the real power flow through a reactive mixer were first derived by Manley and Rowe (Ref. 2):
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\[ \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{m P_{mn}}{m \omega_1 + n \omega_2} = 0 \quad (2.1) \]

\[ \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{n P_{nm}}{n \omega_1 + m \omega_2} = 0 \quad (2.2) \]

where \( P_{mn} \) is the power entering the mixer at frequency \( m \omega_1 + n \omega_2 \). The above relations were written for a lossless capacitive mixer and give the inherent limitations governing power flow at one frequency or set of frequencies. A similar set of equations exists for an inductive mixer. Adams has shown that a large number of circuit properties can be controlled by suppressing various components of the set \( \omega_{m,n} \) in this paper it is assumed that filters limit the power flow to four frequencies of the set \( \omega_{m,n} \); i.e., \( \omega_1, \omega_2, \omega_2 - \omega_1 \), \( \omega_2 + \omega_1 \) where \( \omega_2 > \omega_1 \) and where sources are present at \( \omega_1 \) and \( \omega_2 \) only. It is assumed that all others are suppressed. Adams has shown that four frequencies are enough to provide several interesting circuit effects; and few enough that analysis is relatively simple. If \( \omega_2 > \omega_1 \), then \( \omega_2 \) may be regarded as a local oscillator (often referred to as the pump) and \( \omega_1 \) a reference signal. The signal at frequency \( \omega_2 - \omega_1 \) is normally called the lower sideband of the mixer and the signal at \( \omega_2 + \omega_1 \) is the upper sideband. Many interesting results are obtainable with circuits which suppress either of the sidebands.

Although Adams has shown that the phase-shift amplifier is a double-sideband reactive mixer (i.e., power flows at all four frequencies) and although the principal interest of this paper is the double-sideband circuit, it is instructive to review briefly some of the properties of the single-sideband circuits.

### 2.3 The Lower Sideband Reactive Mixer (Parametric Amplifier)

The circuit which utilizes the lower sideband and suppresses the upper sideband is conventionally called a parametric amplifier. The Manley-Rowe relations for this situation are

\[ \frac{P_2}{\omega_2} + \frac{P_\ell}{\omega_\ell} = 0 = \frac{P_1}{\omega_1} - \frac{P_\ell}{\omega_\ell} \quad (2.3) \]
where $\omega_{f} = \omega_{2} - \omega_{1}$; i.e., the lower sideband. The conversion gain, defined as the ratio of lower sideband power to signal power, is given by:

$$G_{f} = \frac{P_{f}}{P_{1}} = -\frac{\omega_{f}}{\omega_{1}} \tag{2.4}$$

If power is not supplied at $\omega_{f}$ (i.e., in the normal circumstance) then

$$P_{f} \leq 0 \tag{2.5}$$

But

$$-\frac{\omega_{f}}{\omega_{1}} < 0 \tag{2.6}$$

so $P_{1} < 0$. This relation shows that more power is leaving the circuit than is entering at $\omega_{1}$. Notice that the signal frequency power leaving the circuit increases in proportion to the lower sideband power leaving the circuit. Thus, the reflection coefficient at the signal frequency is greater than unity. The circuit manifestation of this effect is a negative resistance which appears across the terminals of the signal circuit. Circuit analysis indeed shows this to be the case. If the lower sideband is terminated in a parallel resonant circuit ($P_{f} < 0$) then (assuming a linear time-varying capacitive mixer) at resonance the magnitude of the negative resistance is (Ref. 3):

$$\frac{C_{\Delta}^{2} \frac{\omega_{f}}{\omega_{1}}}{g_{f}} \tag{2.7}$$

Where $C_{\Delta}$ is the amplitude of the capacitance variation (which is proportional to pump power and $g_{f}$ is the total shunt susceptance of the lower sideband termination. If the pump power is sufficiently large, the magnitude of the negative conductance is the same as the conductance of the signal frequency circuit and all the signal power entering the circuit is reflected.

This value of pump power is called the unity gain threshold, or sometimes simply the threshold. When the pump power exceeds the threshold the circuit acts as a power amplifier at the signal frequency. For sufficiently large pump power the magnitude of the negative resistance will match the transmission line supplying power at $\omega_{1}$ and the circuit will oscillate.
The lower-sideband circuit has many other interesting properties which are discussed thoroughly in Adams (Ref. 1). For the purpose of this paper, the pertinent features of the lower-sideband reactive mixer have been adequately summarized.

2.4 The Upper Sideband Up-Converter

The circuit which utilizes the upper sideband and suppresses the lower sideband is characterized by the following Manley-Rowe relations (Ref. 1):

\[
\frac{P_2}{\omega_2} + \frac{P_u}{\omega_u} = 0 = \frac{P_1}{\omega_1} + \frac{P_u}{\omega_u}
\]  

(2.8)

where \( \omega_u = \omega_2 + \omega_1 \); i.e., the upper sideband. Rearranging, the second relation predicts that the conversion gain \( G_{u,1} \) from \( \omega_1 \) to \( \omega_u \) is proportional to the frequency ratio:

\[
G_{u,1} = -\frac{P_u}{P_1} = \frac{\omega_u}{\omega_1}
\]

(2.9)

which gain always exceeds unity. Note that if no power is supplied at \( \omega_u \), then \( P_1 > 0 \), so that the negative resistance effect characteristic of the lower sideband does not occur for the upper-sideband circuit. This circuit is stable for any pump power, provided power is not supplied at \( P_u \).

By eliminating \( P_u/\omega_u \) from the two relations and rearranging, one finds that

\[
\frac{P_2}{P_1} = \frac{\omega_2}{\omega_1}
\]

(2.10)

which may be interpreted to mean that the two sources contribute to the converted power in the ratio of their frequencies. Observe that frequency conversion in an upper-sideband up-converter is accompanied by power gain. This implies that this circuit will function as an amplifier at the signal frequency if the power in the upper sideband can be down converted to the signal frequency. Obviously, a reactive mixer cannot be used for the down-conversion because the down-conversion loss is equal to up-conversion gain. However it is a property of resistive mixers (e.g., diode) that down-conversion loss tends to be independent of frequency. Typical losses for down-conversion with a resistive mixer are as low as 6 db.
Thus, if the frequency ratio

\[
\frac{\omega_u}{\omega_1} > 4
\]  \hspace{1cm} (2.11)

then the upper-sideband converter conversion gain can exceed the down-conversion loss and the circuit can amplify the signal.

2.5 The Double-Sideband Reactive Mixer (Phase-Shift Amplifier)

The properties of the double-sideband circuit consist of combinations of the single-sideband circuits. For example, the utilization of the lower sideband increases the conversion gain between frequencies \(\omega_1\) and \(\omega_u\) since it reflects negative resistance to the impedance at \(\omega_1\) which amplifies this signal before it is converted to \(\omega_u\). Further, if the power which flows at the lower sideband is sufficiently large compared to the power at the upper sideband then the circuit oscillates at the signal frequency for sufficiently large pump power.

It has been tacitly assumed in the preceding paragraph that the power in the sidebands can be independently controlled. If the frequency of the signal \(\omega_1\) is low, then the upper and lower sidebands fall in the passband of the filter used to separate the local oscillator \(\omega_2\) from \(\omega_1\). In this situation the sidebands cannot be controlled independently. In this case, where both sidebands are terminated in the same conductance (i.e., that of the local oscillator) it has been shown (Ref. 1) that the conductance reflected into the signal circuit is

\[
\frac{C_2}{g_2} \omega_1 \frac{\omega - \omega_k}{\omega - \omega_k} \hspace{1cm} (2.12)
\]

This expression is always positive, since \(\omega_u > \omega_k\), so that the circuit is stable for all values of pump power. However, this circuit cannot amplify the signal at \(\omega_k\) directly because it does not reflect a component of negative resistance. Amplification of the signal occurs with sufficient conversion gain between the signal and the two sidebands in a reactive mixer, accompanied by down-conversion to the signal frequency in a separate device. The loss which is fundamental to down-conversion must be less than the up-conversion gain for amplification. In this paper it is assumed that down-conversion is accomplished with a re-
sistive mixer (e.g., diode rectifier).

Adams has shown that the distinction between double-sideband amplification and lower-sideband amplification (i.e., parametric amplification) is somewhat subtle, since both can be accomplished with the same element (Ref. 4). Power gain in both results from conversion of the signal to a higher frequency by means of a reactive mixer. However, the term amplification implies power gain at the signal frequency, so conversion to a higher frequency must be accompanied by some form of down-conversion. Both conversions are accomplished in a single element in parametric amplification, whereas for double-sideband amplification, down-conversion must be accomplished with a second element. In addition, parametric amplification is basically a bandpass technique, whereas double-sideband amplification can be either bandpass or lowpass in character. Adams has shown that these types of amplification differ also in their gain-bandwidth product. Specifically, when the center frequency of the signal band is low, the double-sideband circuit offers greater gain for a given bandwidth, while at higher values of signal band center frequency parametric amplification is superior in this respect.

Adams has shown that in an optimum configuration, the sidebands constitute phase modulation of the carrier (Ref. 4). For this reason he has termed double-sideband amplification "phase-shift amplification." Thus the phase-shift amplifier is a double sideband reactive mixer. However, in practice, the term phase-shift amplifier is applied to any amplifier which produces gain by first converting to a higher frequency by means of a reactive mixer and then down-converting in a separate element. The down-conversion is normally accomplished by first converting the phase modulation to amplitude modulation and then detecting with an A-M detector. Any practical configuration of a phase-shift amplifier will be inherently a small-signal device. For this reason, phase modulation can be converted to amplitude modulation by inserting a carrier component phased in quadrature with the unmodulated carrier. The sidebands can then be coherently detected with a resistive diode. It will be assumed in this paper that the detection bandwidth is sufficiently large that it imposes no restrictions on the amplifier.

It is instructive to review briefly some of the properties of the phase-shift amplifier and to illustrate those circuit parameters which are influenced by the physical parameters of the ferrite, when this magnetic material is used as the reactive element. The
significant dependent variables appropriate to amplifier circuits are gain and bandwidth. For the purpose of investigating these quantities it is convenient to refer to Fig. 2-1 which is a prototype equivalent circuit for a phase-shift amplifier. Although this circuit is not necessarily the optimum phase-shift amplifier, it is a convenient prototype model for studying the applicability of ferrites to phase-shift amplifiers. It will be shown later how this circuit can be optimized.

The ferrite reactive mixer in the circuit of Fig. 1 incorporates an inductor, the inductance $L$ of which is proportional to some signal variable $s$ (e.g., signal current). The tuned circuit is adjusted so that at zero signal the pump frequency and filter resonant frequency coincide. Under these conditions, the application of a signal $s$ causes the resonant frequency of the tuned circuit to vary at the signal frequency. When the resonant frequency variation is small compared to the bandwidth of the tuned circuit, the effect is approximately that of phase modulation of the pump power transmitted to the detector.

The gain of the phase-shift amplifier depends upon the magnitude of the phase shift for a given signal amplitude. The magnitude of the incremental phase shift $\delta \phi$ produced by an incremental change in $S$ can be determined from the voltage transmission coefficient $\tau$:

$$\tau = \frac{2 Y_0}{2 Y_0 + G + jB}$$

(2.13)

where $Y_0$ is the characteristic admittance of the line, $G$ the equivalent shunt conductance of the filter, and $B$ the filter shunt susceptance. If the quiescent signal magnitude is such that
the resonant frequency is equal to the pump frequency, an increment $\delta s$ produces a change
$\Delta \omega_o$ in resonant frequency, and $\tau$ can be written:

$$
\tau \approx \frac{2Y_o}{2Y_o + G + \frac{1}{2} \Delta \omega_o C}
$$

(2.14)

Expressing $\tau$ in the form

$$
\tau = |\tau| e^{i\phi}
$$

(2.15)

then the incremental phase shift $\delta \phi$ is given by:

$$
\delta \phi \approx -\frac{2C \Delta \omega_o}{2Y_o + G}
$$

(2.16)

The instantaneous bandwidth of the transmission coefficient $|\tau|$ is given by:

$$
\beta_p = \frac{2Y_o + G}{C}
$$

(2.17)

where $\beta_p$ is twice the frequency difference $\Delta \omega_o$ for which $|\tau|^2$ is half its maximum value.

The instantaneous bandwidth of the pump filter will be denoted by $\beta_p$ throughout this paper and called pump bandwidth for convenience. This quantity can be substituted into Eq. 2.16.

$$
\delta \phi \approx -\frac{2 \Delta \omega_o}{\beta_p}
$$

(2.18)

and

$$
\delta \phi = -\frac{2 Q_k \Delta \omega_o}{\omega_o}
$$

(2.19)

where $Q_k = \omega_o/\beta_p$.

2.6 Transducer Gain and Tunability

The midband gain of the circuit can be found from $\delta \phi$, but before proceeding with this computation it is convenient to discuss the gain definition which is most significant for phase-shift amplifiers. This gain, called transducer gain, is defined as the ratio of signal
frequency power delivered to a matched load to the power available from the source. It is
calculated for a down-conversion stage referred to as a "matched phase detector" (defined
below), which introduces an efficiency factor $\zeta$. This quantity is defined as the ratio of the
signal power flowing in the load to the total sideband power which enters the matched phase
detector and can reach a maximum of 50 percent. When this definition is used, the trans-
ducer gain is given by:

$$G_t = \frac{\zeta P_{sb}}{P_a} \quad (2.20)$$

where $P_{sb}$ is the total sideband power and $P_a$ is the available signal frequency power of the
source.

The transducer gain can be related to the equivalent circuit parameters in the
following way. The pump voltage which is transmitted to the phase detector can be written
in the form:

$$V_2(t) = V_p \cos \left[ \omega_2 t + \phi_2 + \delta \phi \cos (\omega_1 t + \phi_1) \right] \quad (2.21)$$

where $V_p$ is the amplitude of the pump voltage, $\phi_2$ is its phase, $\delta \phi$ is the amplitude of the
phase shift produced by the signal, and $\phi$ is its phase. It is well known that in the small sig-
nal approximation the power in both the upper and lower sidebands is given by:

$$P_{u,l} = \frac{1}{4} P_p (\delta \phi)^2 \quad (2.22)$$

where $P_p$ is the pump power which is delivered to the phase detector at zero signal and for a
matched phase detector is given by

$$P_p = \frac{V_p^2}{2 Y_0} \quad (2.23)$$

The total sideband power is the sum of the upper and lower sideband power and
is given by

$$P_{sb} = \frac{1}{2} P_p (\delta \phi)^2 \quad (2.24)$$
But it has been shown (Eq. 2. 19) that

\[ \delta \phi = - \frac{Q_\xi \Delta \omega}{\omega_0} \]  

(2.25)

Thus the transducer gain is given by:

\[ G_t = \frac{2 \xi P_p}{p_a} \left( 2 Q_\xi \frac{\Delta \omega}{\omega_0} \right)^2 \]

\[ = \frac{2 \xi P_p}{p_a} \left( 2 Q_\xi \frac{1}{\omega_0} \frac{d \omega}{d s} \Delta s \right)^2 \]  

(2.26)

where \( \Delta s \) is the amplitude of the signal variable. It is shown in Chapter 5 that for the ferrite phase-shift amplifier, \( s \) is most conveniently chosen as the signal frequency current \( \Delta i_s \).

If the signal source is represented by its Norton equivalent then

\[ p_a = \frac{1}{2} R_s |\Delta i_s|^2 \]

where \( R_s \) is the signal source resistance.

It is convenient to define a quantity which we call tunability \( T_i \):

\[ T_i = \frac{1}{\omega_0} \frac{d \omega}{d i_s} \]  

(2.27)

When this quantity is substituted into the expression for transducer gain, the result is

\[ G_t = \frac{2 \xi P_p}{R_s} (Q_\xi T_i)^2 \]

which is the most convenient form in the study of the ferrite phase-shift amplifier.

Tunability is an important parameter in this study because of its easily discernible relation to both amplifier gain and bandwidth and to the physical properties of the ferrite. Much of Chapter 5 is devoted to an investigation of the physics of ferrites with respect to tunability.
2.7 Bandwidth Considerations for a Phase-Shift Amplifier

Bandwidth is another important dependent variable in any amplifier circuit. The bandwidth of a phase-shift amplifier is limited by two basic effects: (1) the finite bandwidth of the parallel resonant circuit (see Fig. 2-1), and (2) the bandwidth of the signal transmission path. The latter is often limited by a large static reactance presented at the signal port of typical reactive mixers.

The pump filter bandwidth influences the transmission of sideband power to the matched phase detector, efficient sideband transmission being in fact the governing design consideration. The actual sideband power reaching the load is given by:

\[
P_{\text{sb load}} = P_{\text{sb},u} |\tau_u|^2 + P_{\text{sb},l} |\tau_l|^2
\]

(2.28)

where \( \tau_u, \tau_l \) are the transmission coefficients at upper and lower sidebands and \( P_{\text{sb},u} \), for example, is the upper sideband power generated in the reactance. Thus

\[
P_{\text{sb}} = \frac{P(\Delta\phi)^2}{4} (|\tau_u|^2 + |\tau_l|^2)
\]

(2.29)

The expression for \( |\tau| \) was given previously, from which it is possible to compute:

\[
|\tau|^2 = \frac{4 Y_o^2}{\left(2 Y_o + G + j \omega_o C \left( \frac{\omega}{\omega_o} - \frac{\omega_o}{\omega} \right) \right)^2}
\]

(2.30)

\[
|\tau|^2 \approx \frac{4 \left( \frac{Y_o}{C} \right)^2}{\beta_p^2 + \left( \frac{\omega}{\omega_o} \right)^2}
\]

\[
= \frac{4 \frac{\omega^2 Y_o^2}{C^2}}{\omega^2 \beta_p^2 + (\omega^2 - \omega_o^2)^2}
\]

(2.31)

where \( \beta_p \) is the pump bandwidth. But for the upper sideband \( \omega_u = \omega_o + \omega_1 \) and:

...
\[ \omega^2 - \omega_0^2 = (\omega - \omega_0)(\omega + \omega_0) \]
\[ = \omega_1(2\omega_0 + \omega_1) \]  
\hspace{1cm} (2.32)

Thus the transmission coefficient for the upper sideband is given by:
\[ ||\tau_u||^2 = \frac{4\left(\frac{\omega Y_0}{C}\right)^2}{\omega_u^2 \beta_p^2 + \omega_1^2(2\omega_0 + \omega_1)^2} \]  
\hspace{1cm} (2.33)

But if \( \omega_0 \gg \omega_1 \), then this is given approximately by:
\[ ||\tau_u||^2 = \frac{4\left(\frac{\omega_0 Y_0}{C}\right)^2}{\omega_0^2 \beta_p^2 + 4\omega_1^2 \omega_0^2} \]
\[ = \frac{4\left(\frac{Y_0}{\beta_p C}\right)^2}{1 + \left(\frac{\omega_1}{\beta_p \omega_0}\right)^2} \]  
\hspace{1cm} (2.34)

where \( \beta_p = \frac{1}{2} \beta \). A similar computation for \( \tau_\ell \) reveals:
\[ ||\tau_\ell||^2 = \frac{4\left(\frac{Y_0}{\beta_p C}\right)^2}{1 + \left(\frac{\omega_1}{\beta_p\omega_0}\right)^2} \]  
\hspace{1cm} (2.35)

Assuming that the signal transmission has a lowpass character, the transducer gain is given by:
\[ G_t(\omega_1) = \frac{G_t_0}{\left(1 + \frac{\omega_1^2}{\beta_1^2}\right)\left(1 + \frac{\omega_1}{\beta_p \omega_0}\right)} \]  
\hspace{1cm} (2.36)
where $\beta_1$ is the input bandwidth. Here $G_{t_0} = G_t(0)$ and is identical with the previously computed function $G_t$. The half-power bandwidth $\omega_1$ is given by the solution to:

$$
(\omega_1^2 + \beta_1^2) \left(\omega_1^2 + \frac{\beta_p}{2}\right)^2 = 2 \beta_1^2 \left(\frac{\beta}{2}\right)^2
$$

(2.37)

The actual solution to this equation is not as important as some of its properties. Observe that if $\beta_p/2 >> \beta_1$ the solution is $\omega_1 \approx \beta_1$. The circuit bandwidth is then limited by the bandwidth of the signal circuit or it can be said that the amplifier is input bandwidth limited. On the other hand if $\beta_1 >> \beta_p/2$ then the solution is $\omega_1 \approx \beta_p/2$ and the amplifier is pump bandwidth limited. In the case that $\beta_{1} = \beta_p/2$ then $\omega_{1} \approx \beta_1$ is the 6 db circuit bandwidth and the over-all circuit bandwidth is $\omega_1 = .64 \beta_1$.

Another amplifier bandwidth limitation, which has not been previously discussed, might result from the detector circuit properties. However, the bandwidths of several currently available broadband detectors far exceed the over-all bandwidth of most phase-shift amplifiers. Thus, only for ultra-wideband circuits does the detector bandwidth tend to limit over-all amplifier bandwidth. This situation is not considered further in this thesis.

There are other important dependent variables of an amplifier circuit such as noise figure. These variables will also be related to the fundamental material properties so that the optimum configuration can be determined.
CHAPTER 3
BASIC PHYSICAL PROPERTIES OF FERRITE MATERIALS

3.1 Introduction

The objective of this chapter is to illustrate the properties of ferrites which make them useful as reactive mixers and which suggest their use in phase-shift amplifiers. Ferrites are a class of magnetic materials which are good electrical insulators. Thus the chapter begins with a survey of the magnetic properties of magnetic materials. The survey includes the steady-state energy relations, a derivation of the dynamic equation of ferromagnetic materials and a discussion of ferromagnetic resonance. Many of the properties of ferromagnetic resonance are referred to in Chapter 6, including the peculiar multiple resonances which occur at frequencies near the main (expected) ferromagnetic resonance. An explanation of the latter phenomenon is facilitated by solution of a boundary value problem in Section 3.7 which is an original contribution.

3.2 A Survey of the Properties of Magnetic Materials

A magnetic material can be defined as any material in which \( \frac{B}{\mu_0} - \mathbf{H} \) is nonzero, where \( \mathbf{B} \) is the magnetic flux density and \( \mathbf{H} \) is the magnetic field intensity. The difference between these quantities is the magnetic moment density of the material and is called the magnetization \( \mathbf{M} \) of the material. This definition enables a separation of that part of the magnetic field which results from true and displacement currents, from that which results from the atomic currents of the material. The latter is the source of \( \mathbf{M} \). For this definition of \( \mathbf{M} \), Maxwell's equation for the circulation density of the magnetic field intensity is solenoidal regardless of the medium:

\[
\nabla \times \mathbf{H} = \mathbf{J} + \frac{\partial \mathbf{D}}{\partial t}
\]

where \( \mathbf{J} \) is the true current density and \( \frac{\partial \mathbf{D}}{\partial t} \) is the displacement current. In addition, the condition

\[
\nabla \cdot \mathbf{B} = 0
\]
determines the relation:

$$\nabla \cdot \mathbf{H} = -\nabla \cdot \mathbf{M}$$

Thus even in the absence of true and displacement currents, a nonzero magnetic field exists provided that:

$$\nabla \cdot \mathbf{M} \neq 0$$

The relation of $\mathbf{M}$ to $\mathbf{H}$ is particularly significant in studying the application of ferrites as reactive mixers.

3.3 Ferromagnetic Materials

Magnetic materials can be divided somewhat arbitrarily into three general classes depending upon the relative dependence of $\mathbf{M}$ upon $\mathbf{H}$. Of these three only the class known as ferromagnetics, for which $\mathbf{M}$ depends most strongly upon $\mathbf{H}$, will be considered in this paper. A nonzero magnetization exists in a ferromagnetic material even in the absence of applied magnetic field. This gives rise to a rather large magnetostatic energy which would appear not to satisfy thermodynamic equilibrium. Quantum theory offers an explanation to this apparent paradox in its characterization of the magnetization on an atomic scale. In quantum theory the ultimate source of magnetization is attributed to a quantity possessed by electrons called spin (Ref. 5). Although spin has no analog in macroscopic dynamics, many of its properties can be explained using a semiclassical model. The electron may be pictured as a body having small but nonzero charge spinning on an axis of symmetry and thus producing a magnetic field. Regardless of the validity of this model, it is an experimental fact that electrons do possess an intrinsic magnetic moment. In nonferromagnetic materials these magnetic moments are randomly oriented. However, in ferromagnetics the most favorable energy configuration is with the moments aligned parallel. Quantum theory explains this phenomenon in terms of a so-called exchange energy which is extremely large for two proximate electrons having their spins aligned anti-parallel. Since the exchange energy is part of the total free energy of a material, the latter is minimized for parallel alignment which produces a net magnetization.
No net magnetic field is observed external to large samples of certain materials in which the magnetic moments are aligned only within portions of the sample volume which are referred to as domains. Thus, a magnetic domain is a region in which the magnetization is aligned parallel. The existence of domains can be explained by noting that the exchange energy has a very short range effect (i.e., nearest neighbors) and that the magnetostatic energy increases with the size of a region in which the spins are aligned. The short range effect of exchange tends to keep spins aligned in a region or domain, while, because of the magnetostatic energy, alignment of adjacent domains antiparallel is the most favorable energy condition. Thus, the size of the domains and their relative orientation is determined by the condition that the total free energy is a minimum.

The relationship between the average sample magnetization and a magnetic field can be seen by considering the effect of an external magnetic field on the domain structure. When the magnetic field is applied, the domains tend to rotate into the direction of the field. As the field is increased the size of the domains having a component of magnetization in the direction of the field increase at the expense of those having components oppositely aligned. Finally, when the field reaches a certain size, all of the magnetization is aligned in the direction of the applied field and the domain structure no longer exist. The sample is then said to be saturated. This is the basic process responsible for the shape of the B vs. H curve of a ferromagnetic (Ref. 6). The observed hysteresis may be explained by noting that domains fail to return to their original orientation when the applied field is removed due to losses in the motion of domain boundaries.

Anisotropy energy also plays a significant role in ferromagnetic material. It receives this name because it is a function of the orientation of the magnetization relative to the crystalline axes. For example, Landau and Lifshitz (Ref. 5) have shown that for uniaxial crystals the anisotropy energy is

$$U_{\text{aniso}} = \frac{1}{2} \beta |M|^2 \sin^2 \theta$$  \hspace{0.5cm} (3.1)

where $\theta$ is the angle between the magnetization vector and the axis of symmetry of the crystal and $\beta$ is a dimensionless constant. If $\beta > 0$, then $U_{\text{aniso}}$ is minimized with $\overline{M}$ along the crystal symmetry axis sometimes called the easy axis. If $\beta < 0$, then $U_{\text{aniso}}$ is minimized.
for $\theta = \frac{\pi}{2}$ (i.e., $\mathbf{M}$ in the plane normal to the axis). Higher order corrections are needed to predict the actual direction in this case, but even to first order, the anisotropy energy is useful for explaining the finite size of a domain wall (i.e., the region between adjacent domains).

3.4 A Dynamic Equation for Ferromagnetic Materials

So far, only the steady state relationship between $\mathbf{M}$ and $\mathbf{H}$ has been investigated. It is now of interest to examine the dynamic response of the sample magnetization to the applied field. A magnetic moment $\mathbf{m}$ in the presence of a uniform magnetic field $\mathbf{H}$ experiences a torque $\mathbf{m} \times \mathbf{H}$. In quantum theory, it was shown that $\mathbf{m}$ is related to some angular momentum $\mathbf{s}$ by the relation $\mathbf{m} = -\gamma \mathbf{s}$ where $\gamma$ is the so-called gyromagnetic ratio ($\gamma = 2.8$ Mc/Oe).

The quasiclassical equation of motion is then

$$\frac{d\mathbf{m}}{dt} = -\gamma \mathbf{m} \times \mathbf{H}$$

(3.2)

by analogy to the precessional motion of a gyroscope. If there are $N$ spins/(unit volume) then the magnetization, which is the dipole moment per unit volume, is given by $\mathbf{M} = N \mathbf{m}$.

Thus the dynamical equation for the magnetization is (Ref. 7):

$$\frac{d\mathbf{M}}{dt} = -\gamma \mathbf{M} \times \mathbf{H}$$

(3.3)

where $\mathbf{H}$ is the internal magnetic field. This expression is useful for characterizing the entire sample in the absence of domain boundaries (i.e., where all spins are aligned parallel). This same equation can be derived rigorously using quantum theory and very accurately describes dynamic properties of magnetic material when it has been modified to include the effect of losses. It is the form of this so-called equation of motion which suggests the use of a ferrite material as a reactive mixer and which will engage our attention for the bulk of this paper. However, it will be important first to modify the equation to account for losses.

3.4.1 Ferrites. In metallic ferromagnetics the losses can generally be attributed to eddy currents and the nonzero resistivity of the metal. However these materials will not find application in any of the r-f configurations dealt with in this paper because of
their extremely small skin depth. There are, however, a large number of insulating ferromagnetics in which the eddy currents may be totally neglected and whose skin depths are extremely large compared to sample dimensions of interest here. These materials are called ferrites in reference to their magnetic structure which is described as being ferrimagnetic. The distinction between ferromagnetic and ferrimagnetic structure is unimportant to the present discussion.

The losses in ferrites cannot be explained in terms of eddy currents because the conductivity of these materials is extremely low. The best explanation to date for losses in ferrites assumes the excitation of so-called spin waves. These are microscopic disturbances in the otherwise perfect alignment of spins, which propagate throughout the spin system much like lattice vibrations which propagate through the crystal lattice. In fact, it has been postulated that spin waves couple energy nonreciprocally to the lattice vibrations, thus offering a possible explanation for losses in ferrites.

3.4.2 Representation of Losses in the Equation of Motion. Quite apart from the physical origin of the losses in ferrites, it will be important to represent them in the equation of motion. There is considerable evidence that the magnitude of the magnetization is constant, i.e., $|M|^2 = \text{const.}$ or

$$\hat{M} \cdot \frac{d\hat{M}}{dt} = 0.$$  \hspace{1cm} (3.4)

For this reason it is natural to assume a loss term of the form $\hat{M} \times \hat{\dot{M}}$ (Ref. 8). This is included in the equation of motion as

$$\frac{d\hat{M}}{dt} = -\gamma \hat{M} \times \hat{H} + \frac{\alpha}{|M|} \hat{M} \times \hat{\dot{M}}$$  \hspace{1cm} (3.5)

where $\alpha$ is dimensionless and is assumed constant. The equation in this form successfully describes most dynamic phenomena in ferrites.

3.5 Ferromagnetic Resonance

Perhaps the most striking of all dynamic magnetic phenomena is that of ferromagnetic resonance (Ref. 9). If the material is saturated by a dc magnetic field, r-f power supplied to the sample experiences a resonance absorption. In an infinite medium biased to saturation with a steady magnetic field $H_0$, ferromagnetic resonance can be predicted by the
steady-state solution to the equation of motion which is found by substituting

$$\bar{M}(t) = \bar{M} e^{i\omega t}$$  \hspace{1cm} (3.6)$$

and

$$\bar{H} = \bar{H}_0 + \bar{H} e^{i\omega t}.$$  \hspace{1cm} (3.7)$$

The solution to this differential equation is

$$\bar{M} = \langle \bar{x} \rangle \cdot \bar{H}$$  \hspace{1cm} (3.8)$$

where $\langle \bar{x} \rangle$ is the so-called susceptibility tensor (Ref. 10). It has the following general symmetry:

$$\bar{x} = \begin{vmatrix}
x_{11} & -ix_{12} & 0 \\
ix_{12} & x_{11} & 0 \\
0 & 0 & x_a
\end{vmatrix}$$  \hspace{1cm} (3.9)$$

The z axis direction has been taken in the direction of $H_0$ and $M_0$.

$$x_{11} = \frac{M_0}{H_0} \left( \frac{\omega_{\text{res}}^2 + i\omega_r \omega}{\omega_{\text{res}}^2 - \omega^2 + 2i\omega_r} \right)$$

$$x_{12} = \frac{M_0}{H_0} \frac{\omega H}{\omega_{\text{res}}^2 - \omega^2 + 2i\omega_r}$$  \hspace{1cm} (3.10)$$

$$x_a = \frac{M_0}{H_0} \frac{\omega_r}{i\omega + \omega_r}$$

where

$$\omega_{\text{res}} = \omega_H^2 + \omega_r^2$$

$$\omega_H = \gamma H_0$$

$$\omega_r = \sigma \gamma H_0$$  \hspace{1cm} (3.11)$$

where $H_0$ is the applied biasing field in the sample. Note that there is no coupling between the component of applied field parallel to the biasing field and the transverse components.
Also notice that the component $x_a$ is very small compared to $x_{11}$ and $x_{12}$ if the loss parameter $\alpha$ is small. It will be assumed that this term can be neglected in all ferrites of interest in this paper. Thus, only the components of magnetization normal to the biasing field will be significant. It is well known that the power absorbed by the sample is determined by the imaginary parts of $x_{i1}$ and the real parts of $x_{ij}$ $(i \neq j)$. These are a maximum for $H_0$ such that $\omega_{\text{res}} = \omega$. If power is supplied to the sample, it will experience a resonance absorption as $H$ is varied and will be maximum for $\omega = \omega_{\text{res}}$. This phenomenon is called ferromagnetic resonance. For low-loss ferrites (Ref. 11)

$$\omega_{\text{res}} \equiv \omega_H = \gamma H_0. \quad (3.12)$$

If $H_0$ is the field in the material, this relation is true for finite size samples as well as infinite samples. However, it is normally more convenient to express ferromagnetic resonance frequency in terms of the external applied field. For samples which are ellipsoids of revolution, a uniform magnetic field applied along the axis of symmetry will produce a uniform internal field which is somewhat smaller than the applied field due to the demagnetizing effect of the material. The internal field may be related to the applied field and the magnetization by the demagnetizing factors:

$$\overline{H}_i = \overline{H}_i - \overline{N} \cdot \overline{M}. \quad (3.13)$$

The resonant frequency for this case is (Ref. 12)

$$\omega = \gamma \left\{ H_0 + (N_x - N_y) M_0 \right\} \left\{ H_0 + (N_y - N_z) M_0 \right\}^{\frac{1}{2}}. \quad (3.14)$$

Only for the special case of the sphere where $N_x = N_y = N_z = \frac{1}{3}$ is the resonant frequency the same as for the infinite medium (i.e., $\omega = \gamma H_0$). If the sample is small compared to the electromagnetic wavelength of the r-f components of $H$, the internal r-f components can be found from the externally applied fields using the demagnetizing factors. In this case, the steady-state solution to the equation of motion is given by

$$\overline{M} = (x)^e \cdot \overline{H}_e \quad (3.15)$$
where

\[
(\vec{x})^e = (\vec{x})^{-1} + (\vec{N})^{-1}.
\]  

(3.16)

The symmetry of the susceptibility matrix suggests a simple linear combination which will diagonalize it. Defining the circularly polarized quantities

\[
M^+ = M_x + iM_y
\]

\[
M^- = M_x - iM_y
\]

and

\[
H^+ = H_x + iH_y
\]

\[
H^- = H_x - iH_y
\]

(3.17)

(3.18)

reduces the susceptibility tensor to 3 components

\[
\begin{bmatrix}
M^+ \\
M^- \\
M_z
\end{bmatrix} =
\begin{bmatrix}
x^+ & 0 & 0 \\
0 & x^- & 0 \\
0 & 0 & x_a
\end{bmatrix}
\begin{bmatrix}
H^+ \\
H^- \\
H_z
\end{bmatrix}
\]

(3.19)

where

\[
x^{e'} = \frac{M_D}{H_0} \frac{(\omega^2_{res} - \omega^2)(\omega^2_{res} \pm \omega \omega_r) + 2 \omega^2 \omega_r^2}{(\omega^2_{res} - \omega^2)^2 + 4 \omega^2 \omega_r^2}
\]

\[
x^{e''} = \frac{M_D}{H_0} \frac{\omega \omega_r (\omega^2_{res} \pm \omega^2) + \omega^2_r}{(\omega^2_{res} - \omega^2)^2 + 4 \omega^2 \omega_r^2}
\]

(3.20)

where the single prime refers to the real part and the double prime refers to the imaginary part. Note that \(x^+\) has a resonance shape similar to that for linearly polarized fields but that \(x^-\) experiences no resonance effect. Physically, this means that for only one sense of rotation of the circularly polarized fields, relative to the direction of the biasing field, will
the sample exhibit ferromagnetic resonance. The symmetry of the susceptibility tensor and its functional form are extremely important in many calculations in Chapter 5.

The expressions derived above are strictly valid for cubic crystals. In non-cubic crystals \( \omega_{\text{res}} \) is a function of not only the magnitude of \( H_0 \) but also its orientation relative to the crystalline axes (Ref. 13). This can be explained by representing the anisotropy energy in terms of an equivalent anisotropy field whose magnitude and direction are fixed relative to the crystalline axes. The total magnetic field which determines ferromagnetic resonance must include this field. This representation successfully explains the dependence of \( \omega_{\text{res}} \) upon the orientation of the applied field.

In many experiments the sample is free to rotate under the influence of the applied field. It will do so until the anisotropy field is aligned with the applied field. In this case ferromagnetic resonance at a particular frequency will occur at a smaller value of external field than for a similar sample of cubic material. For a sphere the external field required for ferromagnetic resonance at \( \omega \) is given by (Ref. 14):

\[
H_{\text{res}} = \frac{\omega}{\gamma} - \frac{4}{3} \frac{K_1}{M_0}
\]  

(3.21)

This result is important in the calculations in Section 5.5 and in the experimental investigations discussed in Sections 5.5.3 in which an actual sphere of ferromagnetic material is allowed to rotate until the easy axis is aligned with the biasing field.

3.6 Domain Wall Motion

At this point, it is instructive to consider the dynamic properties of a sample below magnetic saturation. It has been shown that a magnetic field acts on a domain wall in such a way as to cause it to move. There are additional effects which can be modeled as effective mass and damping, so that the wall has a dynamic motion described approximately by \( M_0 \omega x + \beta \dot{x} + \alpha x = M_0 h \), where \( x \) is the location of the domain wall (Ref. 15). Assuming \( h \) is an r-f field then the steady-state solution can be found for \( x \). The magnetization directed out of the wall is related to \( x \) by \( M = \frac{2xM_0}{d} \), where \( d \) is the wall thickness. The r-f magnetization is related to \( h \) by
\[ M = \frac{M_0}{H_0} \frac{\omega_o^2}{\omega_o^2 - \omega^2 + i\omega \omega_r} \]  

(3.22)

where

\[ \omega_{o,\omega} = \frac{\alpha}{M_\omega} \]  

(3.23)

\[ \omega_{r,\omega} = \frac{\beta}{M_\omega} \]

Since energy is dissipated in moving the wall, a resonance phenomena occurs in ferrites even in the absence of an applied biasing field. However, the Q of this resonance is quite low and the resonant frequency is not changed appreciably by application of a biasing field.

3.7 Multiple Modes in Ferromagnetic Resonance

There is another peculiar aspect of ferromagnetic resonance which deserves attention. The usual experiment performed in studying ferromagnetic resonance consists of placing the ferrite in a high Q microwave cavity, exciting the cavity at resonance, and observing the reflected power as the magnetic field which biases the sample is varied. Ferromagnetic resonance is observed as a resonant absorption for a particular field. However, if the sample is located in a part of the cavity where the field is highly nonuniform, there are a number of other resonant absorptions of the same general strength which occur for biasing fields different from that for ferromagnetic resonance (Ref. 16). The locations of these absorption peaks are independent of the size of the sample up to a certain size but are strongly dependent upon sample shape. It has been postulated that these additional resonant peaks were actually higher order modes of oscillation of the sample magnetization than the uniform precession which corresponds to ferromagnetic resonance. The validity of this postulate can be established by the solution to Maxwell's equations for an experimental configuration in which the multiple resonances are observed. The solution to Maxwell's equations is basically the field distributions inside the sample for the experimental configuration. Thus, the field distributions for a ferrite sample at radio frequencies will be obtained. These fields can be found from the solution to a boundary-value problem.
3.7.1 Field Distributions Inside Ferrite Sample. Maxwell's equations for the region inside the ferrite surface are coupled, nonhomogeneous differential equations in the dependent variables, electric field $\mathbf{E}$ and magnetic field $\mathbf{H}$. The equations can be decoupled by a change of variables to a scalar $\phi$ and vector potential $\mathbf{A}$:

$$\mathbf{H} = \nabla \phi - \frac{\partial \mathbf{A}}{\partial t}$$  \hspace{1cm} (3.24)

$$\mathbf{E} = -\frac{1}{\varepsilon} \nabla \times \mathbf{A}$$  \hspace{1cm} (3.25)

If these substitutions are made in Maxwell's equations, and if the Lorentz gauge condition is applied, then the potentials satisfy a pair of inhomogeneous wave equations:

$$\nabla^2 \phi + k^2 \phi = -\nabla \cdot \overline{M}$$  \hspace{1cm} (3.26)

$$\nabla^2 \mathbf{A} + k^2 \mathbf{A} = -\mu_0 \varepsilon \frac{\partial \overline{M}}{\partial t}$$  \hspace{1cm} (3.27)

where

$$k^2 = k^2_1 = \omega^2 \mu_0 \varepsilon \quad \text{inside the sample}$$

$$= k^2_0 = \omega^2 \mu_0 \varepsilon_0 \quad \text{outside the sample}$$

where $\overline{M} = 0$ outside the sample and where $\mu$ and $\varepsilon$ are the permeability and permittivity respectively.

Equations 3-26 and 3-27 with the proper boundary conditions are the boundary-value problems which we wish to solve. However, these equations are still coupled and are difficult to solve exactly. Fortunately an approximate boundary-value problem can be obtained from equations which can be solved exactly and which is valid for the small samples encountered in ferromagnetic resonance experiments. This approximate problem is framed in the following way. For a sample situated in free space, the potentials may be obtained formally in terms of the free-space Green's function, $\frac{e^{ikr}}{4\pi r}$, in the form

$$\phi = \frac{1}{4\pi} \int \nabla \cdot \overline{M} \frac{e^{ikr}}{r} \, dv'$$  \hspace{1cm} (3.28)

$$\mathbf{A} = -\frac{1}{4\pi} \mu_0 \varepsilon \int \frac{\partial \overline{M}}{\partial t} \frac{e^{ikr}}{r} \, dv'$$  \hspace{1cm} (3.29)
where
\[ r = \sum_{i=1}^{3} (x_i - x'_i)^2 \frac{1}{2} \]

The primed variables are the coordinates of the source points and the unprimed variables are the coordinates of the field points. These potentials may be expanded formally in a power series of \((ik)\)

\[
\psi = -\frac{1}{4\pi} \sum_{n=0}^{\infty} \frac{(ik)^n}{n!} \int r^{n-1} (\nabla \cdot \overline{M}) \, dv'
\]

\[
A = -\frac{1}{4\pi} \sum_{n=0}^{\infty} \frac{(ik)^n}{n!} \int r^{n-1} \frac{\partial \overline{M}}{\partial t} \, dv'
\]

Then by substituting Eqs. 3-30 and 3-31 into 3-24 there results:

\[
4\pi H = -\nabla \left[ \int \frac{\nabla \cdot \overline{M}}{r} \, dv' + ik \int \nabla \cdot \overline{M} \, dv' + \ldots \right]
\]

\[
-(ik)^2 \left[ \int \frac{\overline{M}}{r} \, dv' + ik \int \overline{M} \, dv' + \ldots \right]
\]

For all field points inside and on the sample, the magnitude of the \(n^{th}\) term in the first bracket is less than \([(ka)^n/n!] \int (\nabla \cdot \overline{M}/r) \, dv'\) where \(a\) is the largest sample dimension. If the sample is sufficiently small compared to a wavelength (i.e., \(ka \ll 1\)), then the contribution of higher-order terms is negligible. A similar situation exists for the terms of the second bracket. Its leading term is negligible relative to the leading term of the first bracket for sufficiently small \(ka\).

3.7.2 The Walker Approximation. The lowest-order term in Eq. 3-32 is the so-called magnetostatic term. If

\[
\Phi = \int (\nabla \cdot \overline{M}/4\pi r) \, dv'
\]
then $\Phi$ is the magnetostatic potential. In most of the significant experiments on which the multiple resonances were observed, the samples were no bigger than a few mils. For these samples the approximation $ka << 1$ is satisfied so well that the fields can indeed be approximated by the magnetostatic term. The differential equation which the magnetostatic potential satisfied is

$$\nabla^2 \phi = -\nabla \cdot \bar{M} \quad (3.34)$$

But the magnetization is related to the magnetic field by the susceptibility tensor:

$$\bar{M} = \bar{x} \cdot \bar{H}$$

Thus

$$\nabla \cdot \bar{M} = \nabla \cdot \bar{x} \cdot \nabla \phi \quad (3.35)$$

which due to the symmetry of $\bar{x}$ reduces to

$$\nabla \cdot \bar{M} = K \nabla_t^2 \phi \quad (3.36)$$

where

$$\nabla_t^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}$$

and where $K$ is the diagonal component of $\bar{x}$. For the purpose of solving this boundary value problem, it will be assumed that the frequency is far enough from ferromagnetic resonance that $K$ is real. We have shown then that the boundary value problem of the ferrite sample in a microwave cavity can, under the assumptions made, be successfully approximated by the problem $\nabla^2 \phi = -K \nabla_t^2 \phi$. The boundary conditions are continuity of potential and the normal component of flux density. It is assumed that the cavity boundary is far enough from the sample that it may be neglected and that frequencies involved are far enough from $\omega_{\text{res}}$ that $K$ is real. That this is a reasonable assumption can be established from the solution.

This boundary-value problem was solved by Walker (Ref. 18) for an arbitrary ellipsoid of revolution. He found that the potential consists of a set of normal expansion modes whose characteristic equation has nontrivial solutions for only a discrete set of frequencies. The latter are the resonant frequencies of these so-called magnetostatic modes.
It was later shown in Ref. 19 that these modes are independent of the nonreciprocal nature of the ferrite but depend only upon the dispersive nature of ferrite permeability. The solution for a spherical sample is a special case of Walker's general problem, but the characteristic equation has a singularity for the spherical shape which is difficult to treat analytically.

For this and pedagogical reasons, the solution for a spherical sample is obtained in Appendix A.

3.7.3 The Approximate Boundary-Value Problem. It can be seen by examination of Eq. 3-32 that the first-order correction to the magnetostatic approximation vanishes identically. The second-order approximation can be found by collecting the terms of Eq. 3-32 to second-order. If this is done and if $\Phi^{(2)}$ and $H^{(2)}$ represent respectively the scalar potential and magnetic field correct to second-order then:

$$\vec{H}^{(2)} = \nabla \Phi^{(2)} + \frac{k^2}{4\pi} \int \frac{M_0}{r} \, dv'$$  \hspace{1cm} (3.37)

where $M_0$ is the magnetostatic approximation to the magnetization. The solution to the second-order problem requires knowledge of $\Phi^{(2)}$ and $M_0$. It is possible to know $\Phi^{(2)}$ correctly only if $M$ is known to second order. The magnetization is related to $H$ through the susceptibility tensor, and because $\nabla \cdot \vec{B}$ must vanish a pair of self consistent equations (correct to second-order) can be solved simultaneously to determine $\Phi^{(2)}$:

$$\vec{M}^{(2)} = (\vec{\nabla}) \Phi^{(2)} + \frac{k^2}{4\pi} \int \frac{M_0}{r} \, dv'$$  \hspace{1cm} (3.38)

and

$$\nabla^2 \Phi^{(2)} + k^2 \Phi^{(2)} = -\nabla \cdot \vec{M}^{(2)}.$$  \hspace{1cm} (3.39)

Combining these equations produces an expression for $\Phi^{(2)}$:

$$(1 + K) \nabla^2 \Phi^{(2)} + \frac{\partial^2 \Phi^{(2)}}{\partial Z^2} + k_1^2 \Phi^{(2)} = -\frac{k^2}{4\pi} \nabla \cdot (\vec{\nabla}) \int \frac{M_0}{r} \, dv'$$  \hspace{1cm} (3.40)

inside the sample and:

$$\nabla^2 \Phi^{(2)} + k_0^2 \Phi^{(2)} = 0 \hspace{1cm} \text{(outside the sample)}$$  \hspace{1cm} (3.41)
The boundary conditions at the sample are:

\[ \Phi^{(2)}_{\text{inside}} = \Phi^{(2)}_{\text{outside}} \]

\[ \left( \nabla \Phi^{(2)} + \frac{\partial \mathbf{A}^{(2)}}{\partial t} + \mathbf{M}^{(2)} \right)_{\text{inside}} \mathbf{n} = \left( \nabla \Phi^{(2)} + \frac{\partial \mathbf{A}^{(2)}}{\partial t} \right)_{\text{outside}} \mathbf{n} \]

Also \( \Phi^{(2)} \) and \( \mathbf{A}^{(2)} \) must be bounded for all space. This is the boundary value problem which we wish to solve.

The nonhomogeneous equation (Eq. 3–40) can be solved by use of the appropriate Green's function. The source of this equation \( \rho = (-k_{i}^{2}/4\pi) \nabla \cdot [(X) \mathbf{A}_{o}] \) is derived from the magnetostatic approximation which will be presumed known. For the free-space situation \( \mathbf{A}_{o} = \int \mathbf{M}_{o} r^{-1} \, dv' \) so the differential equation for \( \mathbf{A}_{o} \) is:

\[ \nabla^{2} \mathbf{A}_{o} = -\mathbf{M}_{o} \quad (3.42) \]

This equation must be solved using the correct Green's function for the geometry in which \( \mathbf{A}_{o} \) must satisfy the same homogeneous boundary conditions as \( \mathbf{H} \). By Green's identity the solution to Eq. 3–40 will be

\[ \Phi^{(2)}_{i} = \int G \rho_{m} \, dv' - \int \Phi^{(2)} \nabla_{n} G = G \nabla_{n} \Phi^{(2)} \, da' \]

\[ \text{sample} \quad \text{surf. of sample} \]

where \( G \) is the Green's function and where \( \rho_{m} = 4 \rho(1+K)^{-1} \). The potential at the sample surface is known, i.e., \( \Phi^{(2)}_{i} \Big|_{\text{surf.}} = \Phi^{(2)}_{\text{out surf.}} \), but the normal gradient of \( \Phi^{(2)}_{i} \) is not known there, so Green's function will be chosen to vanish on the surface. Thus the Green's function will satisfy:

\[ \nabla_{t}^{2} G + \frac{1}{1+K} \left( \nabla_{z}^{2} G + k_{i}^{2} G \right) = -\delta (\mathbf{r} - \mathbf{r}') \quad (3.43) \]

\[ G = 0 \quad \text{at sample surface} \]. \quad (3.44) \]

One of the boundary conditions has already been satisfied. The remaining condition of continuity of normal flux density is now introduced. Neglecting the permeability of free-space, which is a constant factor, this boundary condition may be written as follows:
\[
\left( \frac{\partial \Phi_{\text{out}}^{(2)}}{\partial n}_{\text{surf.}} + k_o^2 \hat{A}_o \cdot \hat{n} \right) = (1+K) \left( \frac{\partial \Phi_{\text{in}}^{(2)}}{\partial n}_{\text{surf.}} + k_i^2 \hat{A}_i \cdot \hat{n} \right) + i\nu \left( \frac{\partial}{\partial \tau} \Phi_{\text{in}}^{(2)} + k_i^2 \hat{A}_i \cdot \hat{\tau} \right)_{\text{surf.}}
\]

(3.45)

where \( n \) is the coordinate normal to the surface, \( \tau \) is the coordinate tangential to the surface, and \( \hat{n} \) and \( \hat{\tau} \) are unit vectors in the respective coordinate directions. Equation 3.45 contains one undetermined constant. This constant is the ratio of the magnitudes of the scalar potentials outside to inside the sample. If \( \rho_m \) were an independent source (i.e., determined by external devices), then the above constant would be determined by Eq. 3.45. However, \( \rho_m \) depends on the coefficient of \( \Phi^{(2)} \) so it is merely a source in the mathematical sense that is derived from the magnetostatic approximation. Therefore, there is an additional condition to be applied in this problem, namely, that the magnetostatic approximation must still be valid. In the limit of vanishing \( k \) the external potential must be equal to the internal magnetostatic potential at the sample surface. Thus the limit:

\[
\lim_{k \to 0} \frac{\Phi_{\text{out}}^{(2)}}{\text{sample surface}} = \frac{\Phi_{0}^{(1)}}{\text{sample surface}}
\]

(3.46)

determines the constant in Eq. 3.45. When this value is substituted into Eq. 3.45, the latter becomes the characteristic equation of the sample modes. Equation 3.45 then will have roots for only discrete values of the parameters \( K \) and \( \nu^* \) which depend on frequency and are not independent. The parameters \( K \) and \( \nu \) may be expressed in terms of the frequency at which the sample magnetization is oscillating. Therefore roots of Eq. 3.45 will be allowed values of this frequency which may be identified as the resonant frequencies of sample modes.

For any given sample size, as \( k \) approaches zero, Eq. 3.45 approaches the characteristic equation of the magnetostatic modes, but letting \( k \to 0 \) for a fixed sample size is equivalent to letting the wavelength become arbitrarily large compared to the maximum sample dimension. The magnetostatic approximation is valid for this situation. Thus the effect of electromagnetic propagation on the resonant frequencies of the magnetostatic modes

*See Eq. 3.47.
may be demonstrated by independently varying the parameter $k$. In order to illustrate the details of this effect, a specific example will now be presented.

3.7.4 An Example. As an example, we will solve the approximate boundary value problem for the case of the circularly cylindrical ferrite rod between a pair of infinite parallel conducting plates with its axis normal to the plates (see Fig. 3-1). The boundary value problem to be solved is Eqs. 3.40 and 3.41 and the boundary conditions which are: the potential $\Phi^{(2)}$ and the normal component of flux density (Eq. 3.45) are continuous at the sample surface; the potentials must be bounded for all space and the normal component of flux density must vanish on the metal plates. However, it is assumed that the sample is saturated axially so the latter boundary condition reduces to the vanishing of the normal component of magnetic field (i.e., $\nabla^2 \Phi^{(2)} + \frac{\partial A}{\partial t} \cdot \hat{n} = 0$) at the metal plates. The susceptibility $\chi$ for this case is a tensor as shown in equation 3.47 where the conventional notation for the components is used (see Ref. 18). It is assumed that these quantities are independent of position in the sample. In general this assumption could not be made for any sample shape other than an ellipsoid of revolution, but by the method of appendix B it can be made for a cylinder.

![Illustration of geometry of sample boundary value problem.](image)
\[ \overline{\Phi}(X) = \begin{bmatrix} K & i\nu \\ -i\nu & K \end{bmatrix} \] (3.47)

Because of the boundary conditions on the potential, the conditions on the Green's function for the scalar potential will be: \( G = 0 \) on the lateral surface (i.e., \( r = a \)) and \( \nabla_n G = 0 \) at the ends of the sample. In this case the solution to Eq. 3.40 becomes, by Green's identity:

\[ \phi_1^{(2)} = \int_{\text{sample}} G \rho_m \, dv' - \int_{\text{lateral surface}} \phi_1^{(2)} \nabla_n G \, da', \] (3.48)

where \( \rho_m = k_i^2 \nabla \cdot \left[ (X) \cdot \overline{A}_0 \right] (1+K)^{-1} \).

The homogeneous boundary condition on the metal plates requires that the scalar potentials inside and outside the sample must vary as \( \cos \beta_m Z \), where \( \beta_m = \frac{m\pi}{d} \), and where \( d \) = length of the sample and also the spacing between the plates.

The external potential may be written down at once from Eq. 3.41:

\[ \phi_{\text{out}}^{(2)} = B K_n(a_1 r) e^{\pm i n \phi} \cos \beta_m Z \] (3.49)

where \( a_1 = (\beta_m^2 - k_0^2)^{1/2} \), and \( K_n \) is the modified Bessel function of the second kind which must be chosen so \( \phi^{(2)} \to 0 \) as \( r \to \infty \).

The Green's function for this case is:

\[ G = -\frac{J_n(a_2 r') C_n(a_2 r) e^{\pm i n(\phi - \phi')}}{a_2 \pi \, da' \, C_n^'(a_2 a) \, J_n(a_2 a)} \cos \beta_m Z \cos \beta_m Z' \quad r \geq r' \] (3.50)

\[ G = -\frac{J_n(a_2 r') C_n(a_2 r) e^{\pm i n(\phi - \phi')}}{a_2 \pi \, da' \, C_n^'(a_2 a) \, J_n(a_2 a)} \cos \beta_m Z \cos \beta_m Z' \quad r \leq r' \]

where \( C_n(a_2 r) = J_n(a_2 r) + \Gamma_n C_n(a_2 r) \) and where \( C_n(a_2 a) = 0 \) determines \( \Gamma_n \) and where

\[ a_2 = \left( k_i^2 - \beta_m^2 \right)^{1/2} \]
and \( a = \text{sample radius} \). Using this Green's function in the surface integral of Eq. 3.48, the latter becomes

\[
\Phi^{(2)} = \int G_{m} \, dv' + B \frac{K_{n}(\alpha \, a) \, J_{n}(\alpha_2 \, r)}{J_{n}(\alpha_2 \, a)} \, e^{\pm \text{in} \phi} \cos \beta_{m} Z. \tag{3.51}
\]

To determine \( \rho_{m} \), the equation \( \nabla^2 \mathbf{A}_o = -\overline{M}_o \) must be solved. This may be accomplished by means of another Green's function which satisfies

\[
\nabla^2 G_{o} = -\delta(r - r') \, \delta(\phi - \phi') \, \delta(Z - Z').
\]

It should be recalled that \( k^2 \mathbf{A}_o \) is the second-order contribution to the magnetic field due to the vector potential. This quantity will be used not only to obtain \( \rho_{m} \), but to write the boundary condition of the normal flux density. Using Green's identity yields:

\[
\mathbf{A}_{o_1} = \int G_{o} \, M_{o_1} \, dv' + \text{a surface integral} \tag{3.52}
\text{all space}
\]

for each component of \( \mathbf{A}_o \). The surface integral will be taken along the plates and across a lateral surface at infinity. Since \( \overline{M}_o \) contains only transverse components, \( \mathbf{A}_o \) will contain only transverse components. The normal derivative of the transverse components of \( \mathbf{A}_o \) must vanish at the plates, so that if \( \nabla_{n} G_{o} = 0 \) at the plate, then the surface integral is identically zero. This Green's function \( G_{o} \) then becomes:

\[
G_{o} = \frac{K_{n}(\beta_2 \, r) \, I_{n}(\beta_2 \, r') \, e^{\pm \text{in}(\phi - \phi')}}{\beta_{2} \, \pi \, \text{da} \left[ I_{n}(\beta_2 \, a) \, K_{n}(\beta_2 \, a) - I_{n}(\beta_2 \, a) \, K_{n}(\beta_2 \, a) \right]} \cos \beta_{m} Z \cos \beta_2 \, Z' \quad r \leq r'. \tag{3.53}
\]

\[
G_{o} = \frac{K_{n}(\beta_2 \, r) \, I_{n}(\beta_2 \, r') \, e^{\pm \text{in}(\phi - \phi')}}{\beta_{2} \, \pi \, \text{da} \left[ I_{n}(\beta_2 \, a) \, K_{n}(\beta_2 \, a) - I_{n}(\beta_2 \, a) \, K_{n}(\beta_2 \, a) \right]} \cos \beta_{m} Z \cos \beta_2 \, Z' \quad r \geq r'.
\]

\( \Phi_{o} \) is the magnetostatic potential which was determined in a previous paper (Ref. 19):

\[
\Phi_{o} = I_{n}\left( \frac{\beta_2 \, r}{\sqrt{1+k}} \right) \, e^{\pm \text{in} \phi} \cos \beta_{m} Z. \tag{3.54}
\]
Here a unity coefficient has been arbitrarily selected, without loss of generality. Using the expression found for the magnetostatic approximation to the potential and the susceptibility tensor, the magnetostatic approximation to the magnetization can be found:

$$\overline{M}_0 = \left( K \frac{\partial \phi}{\partial x} - i\nu \frac{\partial \phi}{\partial y} \right) \hat{x} + \left( i\nu \frac{\partial \phi}{\partial x} + K \frac{\partial \phi}{\partial y} \right) \hat{y}. \quad (3.55)$$

However, the potential is known as a function of $r, \theta,$ and $z$ rather than $x,$ $y,$ and $z.$ Thus it is convenient to express the components of $\overline{M}$ in terms of these coordinates:

$$M_{ox} = K \left( \frac{\partial r}{\partial x} \frac{\partial \phi}{\partial r} + \frac{\partial \theta}{\partial x} \frac{\partial \phi}{\partial \theta} \right) - i\nu \left( \frac{\partial r}{\partial y} \frac{\partial \phi}{\partial r} + \frac{\partial \theta}{\partial y} \frac{\partial \phi}{\partial \theta} \right) \quad (3.56)$$

$$M_{oy} = i\nu \left( \frac{\partial r}{\partial x} \frac{\partial \phi}{\partial r} + \frac{\partial \theta}{\partial x} \frac{\partial \phi}{\partial \theta} \right) + K \left( \frac{\partial r}{\partial y} \frac{\partial \phi}{\partial r} + \frac{\partial \theta}{\partial y} \frac{\partial \phi}{\partial \theta} \right)$$

It may be shown that:

$$\frac{\partial r}{\partial x} = \cos \theta$$

$$\frac{\partial r}{\partial y} = \sin \theta$$

$$\frac{\partial \theta}{\partial x} = -\frac{\sin \theta}{r}$$

$$\frac{\partial \theta}{\partial y} = \frac{\cos \theta}{r} \quad (3.57)$$

Then:

$$M_{ox} = K \left( \cos \theta \frac{\partial \phi}{\partial r} - \sin \frac{\theta}{r} \frac{\partial \phi}{\partial \theta} \right) - i\nu \left( \sin \theta \frac{\partial \phi}{\partial r} + \frac{\cos \theta}{r} \frac{\partial \phi}{\partial \theta} \right) \quad (3.58)$$

$$M_{oy} = i\nu \left( \cos \theta \frac{\partial \phi}{\partial r} - \sin \frac{\theta}{r} \frac{\partial \phi}{\partial \theta} \right) + K \left( \sin \theta \frac{\partial \phi}{\partial r} + \frac{\cos \theta}{r} \frac{\partial \phi}{\partial \theta} \right)$$

It is shown in Appendix C that if these quantities are substituted into the equation for the vector potential, then for the mode characterized by $n_o$ and $m_o$ (Ref. 19) of the magnetostatic potential the vector potential is:

$$A_{ox} = \frac{\pi \cos \beta}{f(m_o \pi a)} Z \left[ (K-\nu) A_o^{(r)} n_{o+1} e^{i(n_o+1)\theta} + (K-\nu) B_o^{(r)} n_{o-1} e^{i(n_o-1)\theta} \right] \quad (3.59)$$
\[
A_{o y} = \frac{i \pi \cos \beta \sqrt{m_o} z}{f(m_o \pi a)} \left[ (\nu - K) A_{n_o+1}^{(r)} e^{i(n_o+1) \theta} + (K - \nu) B_{n_o-1}^{(r)} e^{i(n_o-1) \theta} \right] \quad (3.60)
\]

where \(A_{n_o+1}\) and \(B_{n_o-1}\) are defined in Appendix C.

The source for the integral equation for \(\Phi^{(2)}\) can be computed in the following way:

\[
x \cdot \mathbf{A}_o = (K A_{ox} - i \nu A_{oy}) \hat{x} + (i \nu A_{ox} + K A_{oy}) \hat{y}
\]

\[
\nabla \cdot x \cdot \mathbf{A}_o = \frac{\partial}{\partial x} (K A_{ox} - i \nu A_{oy}) + \frac{\partial}{\partial y} (i \nu A_{ox} + K A_{oy})
\]

\[
= \cos \theta \frac{\partial}{\partial r} (K A_{ox} - i \nu A_{oy}) - \sin \theta \frac{\partial}{\partial \theta} (K A_{ox} - i \nu A_{oy})
\]

\[
+ \sin \theta \frac{\partial}{\partial r} (i \nu A_{ox} + K A_{oy}) + \cos \theta \frac{\partial}{\partial \theta} (i \nu A_{ox} + K A_{oy}) \quad (3.61)
\]

But this may be shown to be:

\[
\nabla \cdot x \cdot \mathbf{A}_o = \frac{\pi \cos \beta \sqrt{m_o} z}{f(n_o \pi a)} e^{i n_o \theta} \left[ (K - \nu) A_{n_o+1}^{(r)} + \frac{A_{n_o+1}^{(r)} (n_o+1)}{r} \right]
\]

\[
+ (K + \nu)^2 \left[ B_{n_o-1}^{(r)} - \frac{(n_o - 1) B_{n_o-1}^{(r)}}{r} \right] \quad (3.62)
\]

Using this quantity the first term in Eq. 3.51 can be evaluated:

\[
\int G \rho \, dv' = \frac{k_i^2}{1 + K} \int G \nabla \cdot x \cdot \mathbf{A}_o \, dv'
\]

\[
= \frac{k_i^2 \cos \beta \sqrt{m_o} z}{1 + K} e^{i n_o \theta} \left[ \frac{C_{n_o}^{(r)} (\alpha_2 r)}{C_{n_o}^{(r)} (\alpha_2 a)} \frac{C_{n_0}^{(r)} (\alpha_2 a)}{C_{n_0}^{(r)} (\alpha_2 r)} \int_0^r J_n (\alpha_2 r') \left[ (K - \nu) A_{n_o+1}^{(r)} \right]
\]

\[
+ \left( \frac{n_o - 1}{r} \right) A_{n_o+1}^{(r)} \right) + (K + \nu)^2 \left[ B_{n_o-1}^{(r)} - \frac{n_o - 1}{r} B_{n_o-1}^{(r)} \right] \right] r' \, dr' \quad (3.63)
\]

\[
+ \int_a^a C_{n_o}^{(r)} (\alpha_2 r') \left[ (K - \nu) A_{n_o+1}^{(r)} \right]
\]

\[
+ (K + \nu)^2 \left[ B_{n_o-1}^{(r)} - \frac{n_o - 1}{r} B_{n_o-1}^{(r)} \right] \right] r' \, dr' \]
If the above expression is defined as \( \varphi^{(2)} \) then it may be substituted in Eq. 3.45, and applying the condition (Eq. 3.41) the characteristic equation results. This was done in Appendix C, yielding the characteristic equation:

\[
\frac{\alpha_1 K_n'(a_1 \alpha_1)}{K_n'(a_1 \alpha_1)} - (1 + K) \alpha_2 \frac{J_n'(a_2 \alpha_2)}{J_n'(a_2 \alpha_2)} + \frac{n\nu}{a} = \frac{k_1^2}{I_n \left( \frac{\beta_m a}{\sqrt{1 + K}} \right)} H(K, \nu)
\]

(3.64)

where \( H \) and the derivation of this equation appear in Appendix C.

The roots of the characteristic equation (Eq. 3.64) may be obtained graphically by defining \( y = a(k_1^2 - \beta_m a)^{\frac{1}{2}} (1 + K)^{-\frac{1}{2}} \) as the independent variable and plotting both sides of Eq. 3.64 as a function of \( y \) for each \( n \) and \( m \). The two resulting graphs for each \( n \) and \( m \) will intersect in an infinite number of points \( (y_{nmf}) \) which are the roots of Eq. 3.64. A similar technique was used (Ref. 19) to obtain the roots for the magnetostatic approximation by defining \( X = \beta_m a (1 + K)^{-\frac{1}{2}} \) and obtaining \( X_{nmf} \). From the form of Eq. 3.64, it can be seen that it reduces to the characteristic equation of magnetostatic modes (Ref. 19) for \( k_\parallel = 0 \). The fact that \( y = iX \) for \( k_\parallel = 0 \) is a consequence of the particular form in which the internal expansion modes were written.

From the sets of roots \( y_{nmf} \) and \( X_{nmf} \) the normal expansion modes and hence internal fields are specified for either the magnetostatic case or the second-order approximation. Thus a careful investigation of these roots will constitute a specification of the salient features of the effect of propagation on the magnetostatic approximation. There are five such features: (1) the roots specify a set of corresponding resonant frequencies \( \omega_{nmf} \); (2) the effect of imaginary parameters on \( \omega_{nmf} \) can be demonstrated; (3) the values of \( y_{nmf} \) are shifted from \( iX_{nmf} \) for \( k_\parallel > 0 \) by an amount which depends on the sample shape; (4) values for \( \omega_{nmf} \) correct to second order are size dependent whereas the magnetostatic values are size independent; (5) sample modes are possible in a frequency region not predicted by the magnetostatic approximation.

3.7.5 Resonant Frequencies. Each root of Eq. 3.64 (\( y_{nmf} \)) corresponds to a particular frequency \( (\omega_{nmf}) \) because each value \( y_{nmf} \) corresponds to the values \( k_{nmf} \) and \( K_{nmf} \) and because both \( k \) and \( K \) are functions of frequency. Physically the value of \( K \) is determined from the frequency of oscillation of the assembly of magnetic moments which pro-
duce the magnetization of the sample. Therefore the normal expansion modes each corre-
spond to an oscillation of the sample magnetization. Energy can be coupled into the sample
from external microwave circuitry at each of these frequencies so that they may be consid-
ered sample resonances. In actual samples there will be losses so that a finite, measurable
$Q$ will exist at each sample resonance. These resonances have been observed experimentally
and their characteristics noted (Ref. 16).

3.7.6 The Effect of Imaginary Parameters. The resonant frequencies will be
real for all frequencies such that $\alpha_1$ is real. However, when $\alpha_1$ is imaginary the character-
istic equation contains a ratio of Hankel functions which is in general complex. The roots
in this case are complex and cannot correspond to resonant sample frequencies. For all
$\omega < \omega_c = \beta_m (\mu_0 \varepsilon_0)^{-1/2}$ the parameter $\alpha_1$ is real and resonant sample modes can exist. It
is interesting to note that for $\alpha_1$ imaginary the external potential is proportional to $H^{(1)}(\alpha_1 r)$
which in the present convention represents an outgoing wave. Thus the sample modes exist
in a frequency region in which the external fields are evanescent.

It is also possible for $\alpha_2$ to have imaginary values but the effect of this on the
roots of Eq. 3.64 is much less severe. The internal potential is proportional to $J_n(\alpha_2 r)$ and
this function enters the characteristic equation as $\alpha_2 J_n^*(\alpha_2 a)/J_n(\alpha_2 a)$ which is a real ratio
whether $\alpha_2$ is real or imaginary. Therefore Eq. 3.64 has real roots independently of
whether $\alpha_2$ is real or imaginary.

3.7.7 Effect of Sample Shape on Roots. It has been shown that $y=lx$ for $k=0$
and that the resonant frequencies derived from $y$ reduce to those of the magnetostatic modes
for $k = 0$. Physically this corresponds to an infinite wavelength which is physically incorrect
for a time dependent field. However, it has been demonstrated that, for samples sufficiently
small compared to a wavelength, $k$ may be neglected relative to terms of the order of $1/a$ for
a first-order approximation. Letting $k = 0$ in the second-order approximation is a somewhat
artificial means of representing this situation. If $k$ is replaced by $\eta k$ in Eq. 3.64 and $\eta$
varied from zero to unity the effect of propagation on the roots of the characteristic equation
can be demonstrated. It is found that for the roots corresponding to real $\alpha_2$ the roots shift
by a larger amount for large $\alpha$ than for small $\alpha$, where $\alpha$ is the aspect ratio of the sample
($\alpha_2/\alpha$). This means that the magnetostatic approximation is better for a long thin cylinder than
for a flat thin disk provided the maximum size in either case is small compared to a wavelength.

The latter phenomenon may be explained by comparing the nature of the magnetostatic solution with the second-order solution. The axial components of the scalar potential of both consist of standing waves which is also the correct form for the exact solution. The approximation exists in the radial component and is better for small radii (thin cylinders) than large radii (flat disks) since ka is smaller for the former than for the latter. Thus the magnetostatic approximation is more correct for a thin cylinder than a flat disk. This situation, in which the validity of the magnetostatic approximation depends on sample shape, reflects the artificiality of the homogeneous boundary condition at the plates for the magnetostatic approximation (Ref. 19).

3.7.8 Size Dependence of Sample Modes. It was demonstrated in Ref. 19 that the resonant frequencies of the magnetostatic modes are independent of sample size but depend strongly on sample shape. This result occurs because the sample dimensions enter the characteristic equation for the magnetostatic modes only in the sample aspect ratio. However, it is not possible to specify Eq. 3.64 entirely in terms of this ratio. Rather it is necessary to know the actual radius and length of the sample to compute \( y_{nmf} \). Therefore the resonant frequencies which are specified by \( y_{nmf} \) depend on the actual sample size, a fact which is consistent with experiment (Ref. 16).

3.7.9 Resonance outside the Frequency Region of the Magnetostatic Modes. From the literature (Ref. 20) it has been shown that magnetostatic modes can be classified as volume modes or surface modes depending upon whether \( 1 + K \) is positive or negative, respectively. It has also been shown (Ref. 18) that magnetostatic modes cannot exist in the frequency region \( \omega < \gamma H_1 \), where \( H_1 \) is the internal bias magnetic field and \( \gamma \) is the gyromagnetic ratio. However, the approximate solution, correct to second order, shows that modes can exist in this region provided the sample size exceeds a certain minimum. This can be shown with reference to the definition of \( y \) and with the observation that \( K > 0 \) when \( \omega < \gamma H_1 \). Specifically,

\[
y = a \left( \frac{k^2 - \beta^2}{\frac{m}{1 + K}} \right)^{1/2}
\]
\[(1+K)^{\frac{1}{2}} = \frac{a \left( k_1^2 - \beta_m^2 \right)^{\frac{1}{2}}}{y} > 1 \quad \text{for} \quad \omega < \gamma H_1 \quad (3.65)\]

Then
\[a > \frac{y_{nm\ell}}{\left( k_1^2 - \beta_m^2 \right)^{\frac{1}{2}}} \quad \text{for} \quad \omega_{nm\ell} < \gamma H_1 \quad (3.66)\]

However for samples of this size a \(k_1 > y_{nm\ell} \frac{(1-\beta_m^2/k_1^2)^{-1/2}}{a}\), which is not necessarily small compared to unity, and so the predictions based on the second-order solution are not valid. Nevertheless the exact solution involves the same Green's function for the scalar potential. Even though the latter is not sufficient by itself for writing the boundary conditions, it forms a part of the final characteristic equation and therefore determines, at least in part, the resonant frequencies of sample modes. The functional form of the exact potential is proportional to

\[J_n \left[ a(k_1^2 - \beta_m^2)^{\frac{1}{2}} (1+K)^{-\frac{3}{2}} \right]\]

as it appears in the characteristic equation, and so the definition of \(y\) can be used for a graphical solution for the roots. Thus there is a set of values

\[y_{nm\ell} = a \left( k_1^2 - \beta_m^2 \right)^{\frac{1}{2}} (1+K)^{-\frac{3}{2}}\]

which determines the sample resonant frequencies. For a sample resonance less than \(\gamma H_1\), it is necessary that \((1+K_{nm\ell}) > 1\), which once again implies a minimum sample size. This result is not surprising since for sufficiently large samples the sample resonances depend less critically upon the dispersive properties of the material. That is, for sufficiently large samples, resonant modes are observed even for non-dispersive scalar media.

If \(a_1\) is defined as the critical sample size where

\[a_1 = y_{nm\ell} \left( k_1^2 - \beta_m^2 \right)^{\frac{3}{2}}\]
then resonance below the region of magnetostatic modes is possible for all samples exceeding this size. This critical sample has a minimum for each root of the characteristic equation as a function of frequency. The location of the minimum is determined by the ratio of the saturation magnetization to the internal biasing field. If \( \lambda \) is that ratio then the frequency for the minimum sample size is

\[
\omega_{\text{min}} = \gamma H_1 \left[ (1 + \lambda) - (\lambda + \lambda^2)^{\frac{1}{2}} \right].
\]

Computation of the actual critical size requires determination of the roots of the exact characteristic equation. Nevertheless, it has been demonstrated heuristically that sample resonance below \( \gamma H_1 \) occurs for sufficiently large samples. This result has great significance for the noise properties of ferrite parametric amplifiers and is discussed further in Section 4.5.6.

### 3.7.10 Conclusions

It has been shown that the effect of electromagnetic propagation on the magnetostatic modes is the following:

1. The resonant frequencies shift with the inclusion of propagation by an amount which depends on the sample shape.
2. The resonant frequencies are size dependent.
3. They can exist outside the frequency region of the magnetostatic modes.

These results are fundamental to the second-order approximation. However, for the particular example considered it was found that no sample resonances are possible above a cutoff frequency which depends on the spacing of the plates. The present investigation has extended Walker's lowest order approximation to include the second-order effect of propagation and has explained certain features of the multiple ferromagnetic resonances which are not explained by the magnetostatic approximation.

### 3.8 Summary

In this chapter the physical properties of ferromagnetic materials were discussed. It was shown that the magnetic properties are determined by the magnetization (\( \bar{M} \)) and its relation to the magnetic field.
It was shown that ferrites are a special class of ferromagnetic materials. A survey of the pertinent energy relations in ferromagnetic media was presented, and the dynamic differential equation which relates $\mathbf{M}$ and $\mathbf{H}$ was derived. The steady-state solution to this equation was obtained under the condition that the sample was biased to saturation. This solution successfully explains the important phenomenon of ferromagnetic resonance which was described in some detail in the chapter. The approximate boundary value problem for small ferrite samples in r-f magnetic fields was solved for the purpose of explaining the multiple modes in ferromagnetic resonance. Certain properties of these modes and of ferromagnetic resonance are of extreme importance in deriving fundamental properties of ferrite phase-shift amplifiers and will be referred to extensively in subsequent chapters.
CHAPTER 4

REACTIVE MIXING PROPERTIES OF FERRITE

4.1 Introduction

In the previous chapter, the steady-state solution of the equation of motion (i.e., excitation by a single sinusoidal source) was developed. In this chapter the mixing properties of ferrites, which are predicted by the equation of motion, are studied under the small signal approximation. It is assumed that filters restrict the power flow to only four frequencies. For this purpose the steady-state solutions of the equation of motion under the excitation of two sinusoidal sources at frequencies $\omega_1$ and $\omega_2$ are obtained. These solutions are written in a matrix equation which defines the so-called pumped susceptibility tensor. It is then shown that the power crossing the sample surface at each of the frequency components produced by mixing in the sample, as well as at the excitation frequencies, is determined by the components of this susceptibility tensor and the field distributions of the various components. These power relations and the susceptibility tensor components are then used in Sections 4.5 and 4.6 to investigate the properties of the lower- and upper-sideband up-converters, respectively, and to lay the groundwork for the double-sideband reactive mixer or phase-shift amplifier analysis.

4.2 Steady-State Solution of the Equation of Motion for Double Excitation

In order to study the reactive mixing properties of ferrites, it is convenient to consider the excitation of the sample by two sources at different frequencies (i.e., $\omega_1$ and $\omega_2$, assume $\omega_2 > \omega_1$). Mixing occurs as predicted by the equation of motion. It is assumed that filters restrict the power flow to just the four frequencies $\omega_1$, $\omega_2$, $\omega_1 \pm \omega_2$, and lower sidebands produced. In the steady state the magnetic field and the magnetization have the general form:
\[
\begin{align*}
\bar{M} &= M_o z + \bar{M}_1 e^{i \omega t} + \bar{M}_2 e^{i \omega t} + \bar{M}_3 e^{i \omega t} + \bar{M}_u e^{i \omega t} + \text{c. c.} \\
\bar{H} &= H_o z + \bar{H}_1 e^{i \omega t} + \bar{H}_2 e^{i \omega t} + \bar{H}_3 e^{i \omega t} + \bar{H}_u e^{i \omega t} + \text{c. c.}
\end{align*}
\]

(4.1)

where c. c. denotes the complex conjugate, and the z-axis has been chosen in the direction of the biasing magnetic field.

If these expansions are substituted in the equation of motion and terms of equal frequency collected, the following set of equations are then obtained:

\[
i \omega_u M_{xu} = -\gamma \left[ M_{yu} H_o + M_{y1} H_{z2} - M_o H_{yu} - M_{zp} H_{y1} - M_{y2} H_{z1} \right. \\
&\quad - M_{z1} H_{y2} \left. \right] + \frac{\alpha}{M_o} (-i \omega u M_{yu} - i \omega_1 M_{z2} M_{y1} - i \omega_2 M_{z1} M_{y2})
\]

\[
i \omega_u M_{yu} = -\gamma \left[ M_o H_{xu} + M_{z2} H_{xu} + M_{z1} H_{x2} - M_{xu} H_o - M_{x2} H_{z1} \right. \\
&\quad - M_{x1} H_{z2} \left. \right] + \frac{\alpha}{M_o} \left( i \omega u M_{ox} + i \omega_1 M_{z2} M_{x1} + i \omega_2 M_{z1} M_{x2} \right)
\]

\[
i \omega_x M_{x1} = -\gamma \left[ M_{y1} H_o + M_{y2} H_{z1} - M_o H_{y1} - M_{z2} H_{y1} \right. \\
&\quad - M_{z1} H_{y2} \left. \right] + \frac{\alpha}{M_o} (-i \omega_x M_{ox} - i \omega_1 M_{z2} M_{x1} - i \omega_2 M_{z1} M_{yz})
\]

\[
i \omega_x M_{y1} = -\gamma \left[ M_o H_{x1} + M_{z2} H_{x1} + M_{x1} H_{x2} - M_{x1} H_o - M_{x2} H_{z1} - M_{x1} H_{z2} \right] \\
&\quad + \frac{\alpha}{M_o} \left( i \omega_x M_{ox} + i \omega_2 M_{z1} M_{x2} + i \omega_1 M_{z2} M_{x1} \right)
\]

\[
i \omega_1 M_{x1} = -\gamma \left[ M_{y1} H_o + M_{yu} H_{z2} + M_{y2} H_{zu} + M_{y1} H_{z2} + M_{y2} H_{z1} \right. \\
&\quad - M_o H_{y1} - M_{zu} H_{y2} - M_{z2} H_{yu} - M_{z2} H_{y1} - M_{z1} H_{y2} \left. \right]\]

\[
\left. \quad - \frac{\alpha}{M_o} \left( i \omega_1 M_{ox} + i \omega_2 M_{y2} + i \omega_x M_{z2} M_{y1} + i \omega_2 M_{z1} M_{y2} + i \omega_y M_{z2} M_{yu} \right) \right)
\]
\[\omega_1^2 M_{y1} = -\gamma \left( M_o H_{x1} + M_{zu} H_{x2} + M_{z2}^* H_{xu} + M_{z2} H_{x2} - M_{z2} H_{x1} \right) + \frac{\alpha}{M_o} (\omega_1 M_o M_{x1} + \omega_2^{*} M_{z2} M_{zu} + \omega_1 M_{z2} M_{x2} + \omega_1 M_{z2} M_{xu})\]

\[\omega_2^2 M_{x2} = -\gamma \left( M_y H_{y2} + M_{yu} H_{y1} + M_y M_{y1} - M_{y2} H_{y2} + M_{y2} H_{y1} \right) + \frac{\alpha}{M_o} (\omega_2 M_o M_{y2} + \omega_1 M_{z1} M_{y2} + \omega_2 M_{z1} M_{y1} + \omega_1 M_{z1} M_{y1}^* + \omega_1 M_{z1} M_{y1}^* + \omega_2 M_{z1} M_{y1} + \omega_1 M_{z1} M_{y1})\]

\[\omega_2^2 M_{y2} = -\gamma \left( M_o H_{x2} + M_{zu} H_{x1} + M_{z1}^* H_{xu} + M_{z1} H_{x1} + M_{z1} H_{x1} \right) + \frac{\alpha}{M_o} (\omega_2 M_o M_{x2} + \omega_1 M_{z1} M_{x2} + \omega_1 M_{z1} M_{x1} + \omega_1 M_{z1} M_{x1}^* + \omega_2 M_{z1} M_{x1} + \omega_2 M_{z1} M_{x1})\]

(4.2)

It has been assumed in these equations that \(|M| \equiv M_o\) and that \(\frac{\partial M_z}{\partial t} \approx 0\). It is useful at this point to justify these assumptions on the basis of the small signal assumption. The material is saturated magnetically, so that in the absence of r-f excitation the magnetization is aligned along \(H_0\) and \(|\vec{M}| = M_o\) exactly. The application of r-f fields causes the magnetization to precess around the direction of \(H_0\) forming an angle \(\phi\) with that direction. The transverse component \(M_t\) is related to \(\vec{M}\) by the relation

\[|M_t| = |\vec{M}| \sin \phi = M_o \sin \phi\]  

(4.3)

since \(|\vec{M}|\) is assumed constant. In the small signal assumption \(\phi\) is very small and in fact to a very good approximation

\[|M_t| = M_o \phi\]  

(4.4)
But the longitudinal component

\[ M_z \approx M_0 \left( 1 - \frac{g^2}{2} \right) \]  \hspace{1cm} (4.5)

which to first order in \( \phi \) is \( M_z = M_0 \) (i.e., it is constant). Therefore, the \( z \)-directed components of magnetization at the four frequencies can be approximated by zero in the small signal analysis. A considerable simplification results if this approximation is substituted in the above equations.

4.3 The Pumped Susceptibility Tensor

The equations may be written in a matrix equation of the form

\[ \bar{H} = \bar{m}^T \cdot \bar{M} \]  \hspace{1cm} (4.6)

which when inverted is the steady state solution to the equation of motion:

\[ \bar{M} = (\bar{\kappa}) \cdot \bar{H} \]  \hspace{1cm} (4.7)

It is most convenient to regard the transverse components of magnetization and magnetic field at the signal and sideband frequencies as variables, and the pump frequency components as the parameters which couple them. This is done, not of necessity, but simply to minimize the number of elements in \( \bar{\kappa} \) for each of computation. Any component can be interpreted as the source, which permits a convenient designation for any particular configuration.

4.4 The Power-Flow Relations

The definitions for voltage and current have somewhat less significance in microwave circuits than in low-frequency circuits. However, the concepts of power and power flow have the same physical significance as in low frequency circuits. For example, the Manley-Rowe (Ref. 2) equations, which have great utility at microwave frequencies, relate real power flow and exchange. Our objective here is to relate power flow to the magnetization and magnetic field in the sample of ferrite. It is then possible to use the results in studying the particular way in which the ferrite acts as a reactive mixer.

Consider a sample of ferrite biased to saturation along an axis which is being excited by two r-f sources and which is producing the upper and lower sidebands internally
as a result of mixing. Since we are interested in power, and all power measurements take place outside the sample, it is natural to begin with the quadratic relation which measures the power flow across a closed surface external to the sample. That quadratic relation is the following:

$$ P_{S\omega} = \frac{1}{2} \text{Re} \int_{\text{surf}} (\overline{E} \times \overline{H}^*) \cdot d\overline{s} = \frac{1}{2} \text{Re} \int_{\text{volume}} \nabla \cdot (\overline{E} \times \overline{H}^*) \, dv $$  \hspace{1cm} (4.8)$$

where $P_{S\omega}$ is the net power flow out of the surface at frequency $\omega$ when $\overline{E}$ and $\overline{H}$ are the total fields on that surface at frequency $\omega$. For a closed-surface integration over the sample surface, then the volume integration extends over the entire volume of the sample. The integrand on the right-hand side of the equation can be expanded using Maxwell's equations:

$$ \nabla \cdot \overline{E} \times \overline{H}^* = \overline{H} \cdot \nabla \times \overline{E} + \overline{E} \cdot \nabla \times \overline{H}^* $$

$$ = \overline{H}^* \cdot (-j\omega \overline{\mu}) \cdot \overline{H} + \overline{E}^* \cdot (-j\omega \overline{\varepsilon}) \cdot \overline{E} $$ \hspace{1cm} (4.9)$$

For most ferrite materials at x-band $\overline{\varepsilon}$ is approximately a real scalar for all frequencies of interest in this report. Substituting the above in the expression for $P_{S\omega}$ produces:

$$ P_{S\omega} = \frac{1}{2} \text{Re} \int_{V_S} \overline{H}_{\omega}^* \cdot (\overline{\mu} \cdot \overline{H})_{\omega} \, dv $$ \hspace{1cm} (4.10)$$

where the subscript $\omega$ refers to those components which vary at frequency $\omega$. But

$$ \overline{\mu} = \mu_0 (\overline{\varepsilon} + \overline{\mu}) $$ \hspace{1cm} (4.11)$$

and since $\overline{H}_{\omega} \cdot \overline{H}_{\omega}^*$ is entirely real, the expression for $P_{S\omega}$ reduces to:

$$ P_{S\omega} = \frac{\mu_0 \omega}{2} \text{Im} \int_{V_S} \overline{H}_{\omega}^* \cdot (\overline{\varepsilon} \cdot \overline{H})_{\omega} \, dv $$ \hspace{1cm} (4.12)$$

Thus, it is clear that once the pumped susceptibility and field distributions are known, the net power leaving the sample at any frequency can be found.

In the absence of pumping (i.e., excitation at a single frequency only) Eq. 4.12 reduces to that for the power absorbed in a sample. As an example of this, consider excitation of the sample at frequency $\omega_1$, assuming that the field components are transverse to
the direction of the biasing field. Due to the symmetry of the susceptibility tensor, \( P_{\omega} \) reduces to a simple expression:

\[
P_{\omega} = \frac{\mu_0 \omega}{2} \text{Im} \int_{\mathcal{V}} X_{11} |H|^2 \, dv + i \int_{\mathcal{V}} X_{12} \overline{H}_1 \times H_1 \cdot z \, dv
\]

(4.13)

Assuming the fields are linearly polarized then \( H^* \times H = 0 \) and, assuming that the sample is a sphere of low loss material, then \( \omega_{\text{res}} \approx \omega_H = \gamma H_0 \). Then

\[
P_{\omega} = -\frac{\mu_0 \omega}{2} \frac{\alpha \omega_m \omega^2}{(\omega_H^2 - \omega^2)^3 + 4\alpha^2 \omega_H^2 \omega^2} \int_{\mathcal{V}} |H|^2 \, dv
\]

(4.14)

If this function is plotted vs. \( \omega_H \) for a fixed excitation frequency, then the shape of the curve shows some similarity to that observed in ferromagnetic resonance experiments for spheres (Ref. 21). Actually, \( H \) in the material is not independent of the orientation of the biasing field relative to the crystalline axes due to anisotropy, so the dependence of \( P_{\omega} \) on \( \omega_H \) is somewhat more complicated than indicated above.

4.5 The Lower-Sideband Ferrite Reactive Mixer

The use of ferrites in a lower-sideband reactive mixer, which is commonly called a parametric amplifier, was first proposed by Suhl (Ref. 22). His proposal was prompted by the discovery of the so-called magnetostatic modes and the observation that the equation of motion for ferrite predicts the proper coupling between fields at different frequencies. The high-Q magnetostatic modes suggested a ready means of filtering the lower sideband and suppressing the upper sideband. If the sample is placed in a microwave cavity then in addition to the resonant magnetostatic modes there is a set of cavity modes whose resonant frequencies are perturbed somewhat from the empty cavity values. Suhl proposed three basic types of possible amplifier operation, distinguished according to the type of resonance which was used to filter the lower sideband and signal. The so-called magnetostatic type of operation uses two magnetostatic modes; the electromagnetic operation uses two cavity modes which the sample tends to couple; and the semistatic operation uses one magnetostatic mode and one cavity mode. The distinction between these basic types of operation is artificial since neither the so-called electromagnetic modes nor the magnetostatic modes
are really independent energy storage resonances. The distinction between the two mode types is really based upon the crudeness of the approximate analysis of the fields inside the cavity.

For each of these semi-distinct types of operation Suhl computed the threshold pump field intensity, which is defined as that field for which the characteristic roots of the equation motion cross into the right half plane. It is interesting that the Suhl threshold is also that pump power for which the gain of the circuit is unity. In principle, this computation is useful but, in practice, it has the drawback that detailed calculations of the actual threshold are impossible to make due to lack of exact knowledge of the field distributions. In addition, he overlooked the effect of pumping on the susceptibility tensor, which tends to make his threshold calculations in error on the low side. The purpose of this section is to consider the parametric amplifier in the more modern theory in which it is known to be a special case of reactive mixer.

The pumped susceptibility tensor is found for the lower-sideband configuration and using it the threshold is computed without making any assumptions about the field distributions. It is assumed, in the following analysis, that resonant modes are available for separating the lower sideband but no assumption will be made concerning their field distributions in developing the general threshold relation. The sample is assumed to be located in a microwave cavity which is resonant at the pump frequency to facilitate pumping.

4.5.1 The Lower-Sideband Pumped Susceptibility Tensor. For the lower sideband circuit the set of equations of motion is reduced to the following four:

\[
\begin{align*}
\omega \, M_{x1} &= -\gamma \left( M_{y1} \, H_0 + M_{y1}^* \, H_{z2} + M_{y2} \, H_{z1}^* - M_o \, H_{y1} \right) - i\omega \, M_{y1} \\
\omega \, M_{y1} &= -\gamma \left( M_o \, H_{x1} - M_{x1} \, H_{y1} - M_{x2} \, H_{z1} - M_{x2} \, H_{z1}^* \right) + i\omega \, M_{x1} \\
\omega \, M_{x1}^* &= -\gamma \left( M_{y1}^* \, H_0 + M_{y1} \, H_{z2}^* + M_{y2} \, H_{z1}^* - M_o \, H_{y1}^* \right) + i\omega \, M_{y1}^* \\
\omega \, M_{y1}^* &= -\gamma \left( M_{y1}^* \, H_0 - M_{x1}^* \, H_{y1}^* - M_{x2} \, H_{z1}^* - M_{x1} \, H_{z1} \right) - i\omega \, M_{x1}^* \\
\end{align*}
\]

(4.15)

It is instructive to speculate about the relative orientation of the two source field distributions for maximum coupling before solving this set of equations for \( M(H) \). Observe that if
no power is supplied at the lower sideband, then, in the small-signal approximation, \( H_{z\ell} = 0 \). Thus, the only component of coupling in the first equation is \( M_{y\ell}^* H_{z\ell} \), that is, the coupling comes entirely from the longitudinal component of the pump. For maximum pumping efficiency the pump field intensity should be \( z \)-directed (i.e., parallel to the biasing field). The most successful ferrite parametric amplifier built to date uses this parallel pumping scheme (Ref. 23). If \( H_{2\ell} = 0 \), then \( M_{12} = 0 \), and by a similar argument it may be shown that the most efficient use of signal power occurs if the signal field is transverse to the pump field.

Using these orientations for the field distribution, the equations of motion may be written in matrix form:

\[
\begin{bmatrix}
H_{x1} \\
H_{y1} \\
H_{x2}^* \\
H_{y2}^*
\end{bmatrix}
= \begin{bmatrix}
\omega + i\alpha \omega_1 & -i\omega_1 & \gamma H_{z2} & 0 \\
i\omega_1 & \omega_0 + i\alpha \omega_1 & 0 & \gamma H_{z2} \\
\gamma H_{z2}^* & 0 & \omega_0 - i\alpha \omega_1 & i\omega_1 \\
0 & \gamma H_{z2}^* & -i\omega_1 & \omega_0 - i\alpha \omega_1
\end{bmatrix}
\begin{bmatrix}
M_{x1} \\
M_{y1} \\
M_{x2}^* \\
M_{y2}^*
\end{bmatrix}
\tag{4.16}
\]

The steady-state solution to the equations of motion is found by inverting this matrix. The inverted matrix, which we call the pumped susceptibility tensor, was found to first order in \( H_{z2} \) and appears in Appendix D. It has the general symmetry

\[
\begin{align*}
x_{11} &= x_{22} & x_{33} &= x_{44} \\
x_{12} &= -x_{21} & x_{34} &= -x_{43} \\
x_{13} &= x_{24} & x_{31} &= x_{42} \\
x_{14} &= -x_{23} & x_{32} &= -x_{41}
\end{align*}
\tag{4.17}
\]

Notice that the terms \( x_{13}, x_{14}, x_{31}, x_{41} \), etc., are proportional to the pump field intensity. These terms represent the coupling between the signal and lower sideband fields.

4.5.2 Power Flow at the Signal Frequency. The net power leaving the sample at the signal frequency can be found:
\begin{align*}
P_{\omega 1} &= \frac{\omega_1 \mu_0}{2} \operatorname{Im} \int_{V_S} H_1^* \cdot (\bar{X} \cdot \bar{H})_1 \, dv \\
&= \omega_1 \mu_0 \operatorname{Im} \left[ \int (H_{1x}^* X_{11} H_{1x} + H_{1x}^* X_{12} H_{1y} + H_{1x}^* H_{1x} + X_{13}^* X_{1x} H_{1y} \\
&+ H_{1y}^* X_{21} H_{1x} + H_{1y}^* X_{22} H_{1y} + H_{1y}^* X_{23} H_{1x} + H_{1y}^* X_{24} H_{1y}) \, dv \right] \quad (4.19)
\end{align*}

but using the symmetry relations this becomes:

\begin{align*}
P_{\omega 1} &= \frac{\omega_1 \mu_0}{2} \operatorname{Im} \left[ \int X_{11} |H|^2 \, dv + \int X_{12} \bar{H}_1^* x \bar{H}_u \cdot z \, dv \\
&+ \int X_{13} \bar{H}_1^* \cdot \bar{H}_l^* \, dv + \int X_{14} \bar{H}_1^* x \bar{H}_l^* \cdot z \, dv \right] \quad (4.20)
\end{align*}

The field distributions were assumed to be linearly polarized so \( \bar{H}_1^* x \bar{H}_1 = 0 \). If the sample is an ellipsoid of revolution, then the biasing field will be uniform inside the material and the tensor elements will be independent of position in the sample. Using this fact and the form of \( \operatorname{Im} x_{11} \) found in Appendix D, and assuming \( \omega_1 \) far from ferromagnetic resonance, the expression for the power may be written:

\begin{align*}
P_{\omega 1} &= \frac{\omega_1 \mu_0}{2} \left[ - \frac{a(\omega_0^2 + \omega_1^2)}{(\omega_0^2 - \omega_1^2)} \int_{V_S} |H_1|^2 \, dv + \operatorname{Im} X_{13} \int_{V_S} \bar{H}_1^* \cdot \bar{H}_l^* \, dv \\
&+ \operatorname{Im} X_{14} \int_{V_S} \bar{H}_1^* x \bar{H}_l^* \cdot z \, dv \right] \quad (4.21)
\end{align*}

The first term in this expression is negative and represents the signal power dissipated in the sample. In terms of the equivalent circuit (see Fig. 4-1) it represents the power dissipated in the input circuit conductance. In this equivalent circuit the resonant magnetostatic modes are represented by parallel resonant circuits and the coupling between them by a sinusoidally varying capacitor at the pump frequency \( \omega_2 \). The other terms in Eq. 4.21 represent the power reflected into the input from the lower sideband. It is well known that this is a positive power; however it is instructive to examine the exact form in which this occurs in ferrites, and to compute the unity gain threshold power for which \( P_{\omega 1} = 0 \).
4.5.3 Power Flow at the Lower Sideband. Adams has shown that the impedance reflected into the signal circuit contains a negative real part only if real power is dissipated at the lower sideband circuit (Ref. 24). For this reason it is necessary to examine the power flow at the lower sideband. The amount leaving the sample is given by:

\[
P_{\omega L} = \frac{\mu_0 \omega L}{2} \left[ \text{Im} \int \bar{H}_x^* \cdot \bar{M}_x \, du \right] = -\frac{\mu_0 \omega L}{2} \left[ \text{Im} \int \bar{H}_x \cdot \bar{M}_x^* \, du \right] \tag{4.22}
\]

The latter form is most useful because of the particular nature of the pumped susceptibility tensor for the lower sideband (i.e., \( M_1 \) couples to \( M^* \)). Using the symmetry relations among the tensor components, and the assumption that the fields are linearly polarized, the expression for the lower sideband power may be written:

\[
P_{\omega L} = -\frac{\mu_0 \omega L}{2} \left[ \frac{a \omega_L^4}{(\omega_0^2 - \omega_L^2)^2} \int |H_x|^2 \, du \right.
+ \left. \text{Im} \int X_{31} H_x H_1 \, du + \text{Im} X_{32} \int H_x x H_1 \cdot z \, du \right] \tag{4.23}
\]

If no power is supplied at the lower sideband then \( P_{\omega L} \geq 0 \) because the only source of power at \( \omega_L \) is the mixing in the sample. The first term is negative and represents the sideband power dissipated in the sample. The sum of the other two terms must be positive from the condition \( P_{\omega L} \geq 0 \). If the lower sideband frequency is far from ferromagnetic resonance
\[ X_{31} \equiv \frac{\omega_p (\omega_o^2 - \omega_1 \omega_k)}{(\omega_o^2 - \omega_1 \omega_k)(\omega_o^2 - \omega_k^2)} \quad \text{and} \quad X_{32} \equiv \frac{\omega_o \omega_1 (\omega_k - \omega_1)}{(\omega_o^2 - \omega_1 \omega_k)(\omega_o^2 - \omega_k^2)} \tag{4.24} \]

where \( \omega_p = \gamma H_{z2} = \gamma h_p \). Continuing under this assumption:

\[
\frac{\omega_p (\omega_o^2 - \omega_1 \omega_k)}{(\omega_o^2 - \omega_1 \omega_k)(\omega_o^2 - \omega_k^2)} \cdot \text{Im} \int_{v_S} \overline{H}_k \cdot \overline{H}_1 \, dv - \left( \frac{\omega_p \omega_o (\omega_k - \omega_1)}{(\omega_o^2 - \omega_1 \omega_k)(\omega_o^2 - \omega_k^2)} \right) \cdot x
\]

\[
\left( \text{Re} \int_{v_S} \overline{H}_k \times \overline{H}_1 \cdot z \, dv \right) + \frac{\omega_k (\omega_o^2 + \omega_k^2)}{(\omega_o^2 - \omega_k^2)} \int |H_k|^2 \, dv > 0 \tag{4.25}
\]

This inequality can be used to show that the power reflected into the signal circuit is positive.

In Appendix D it was shown that \( x_{13} = x_{31} \) and \( x_{32} = x_{14} \). Using these relations in Eq. 4.21, the power reflected into the signal circuit may be written:

\[
\text{Im} X_{13} \int \overline{H}_1^* \cdot \overline{H}_k^* \, dv + \text{Im} X_{14} \int \overline{H}_1^* \times \overline{H}_k^* \cdot z \, dv =
\]

\[
-\frac{\omega_p (\omega_o^2 - \omega_1 \omega_k)}{(\omega_o^2 - \omega_1 \omega_k)(\omega_o^2 - \omega_k^2)} \cdot \text{Im} \int \overline{H}_1^* \cdot \overline{H}_k^* \, dv
\]

\[
-\frac{\omega_p \omega_o (\omega_k - \omega_1)}{(\omega_o^2 - \omega_1 \omega_k)(\omega_o^2 - \omega_k^2)} \cdot \text{Re} \int \overline{H}_1^* \times \overline{H}_k^* \cdot z \, dv
\]

\[
= \frac{\omega_p (\omega_o^2 - \omega_1 \omega_k)}{(\omega_o^2 - \omega_1 \omega_k)(\omega_o^2 - \omega_k^2)} \cdot \text{Im} \int \overline{H}_1 \cdot \overline{H}_k \, dv
\]

\[
+ \frac{\omega_p \omega_1 (\omega_k - \omega_1)}{(\omega_o^2 - \omega_1 \omega_k)(\omega_o^2 - \omega_k^2)} \cdot \text{Re} \int \overline{H}_1 \times \overline{H}_k \cdot z \, dv
\]

But this quantity is larger than or equal to:

\[
\frac{\alpha \omega_k (\omega_o^2 + \omega_k^2)}{(\omega_o^2 - \omega_k^2)^2} \int |H_k|^2 \, dv > 0 \tag{4.27}
\]
as proved in Eq. 4.27 independent of \( \omega_1, \omega_2, \omega_0 \). Therefore, for sufficiently large \( \omega_p \) \( (= \gamma_p \omega_p) \), \( P_{\omega_1} > 0 \), corresponding to the condition that more signal power leaves than enters the sample. This is equivalent to a power gain at the signal frequency.

4.5.4 The Threshold Pump Power for Parametric Amplification. The threshold pump power can be found by eliminating the amplitudes of the signal and lower-sideband field distributions from the two expressions

\[
P_{\omega_1} = 0
\]

\[
P_{\omega_1} > 0 .
\]

This process yields the threshold completely independent of any assumptions about the field distributions, though the actual pump power does depend upon the field distributions. Before making such a calculation, it will be necessary to discuss what is meant by the amplitude and phase of a pair of complex field distributions. The field distribution can be written as a complex function of the coordinates in the form of \( |H(\mathbf{r})| e^{i\phi(\mathbf{r})} \). The phase \( \phi(\mathbf{r}) \) will always contain a component which is independent of position in the sample (i.e., \( \phi(\mathbf{r}) = \phi_0 + f(\mathbf{r}) \)). This component represents the time phase of the field distribution in the same sense as the time phase for the lumped parameter equivalent circuit. For example, the fields in an ellipsoid of revolution are of the form \( F(\xi, \eta) e^{i\theta} \) where \( \theta \) is the angle measured about the axis of symmetry and \( F \) is real (Chapter 3). The phase of this function depends upon the choice of the coordinate axes. Thus the quantity which will be called the time phase of the field distribution will be that part which is independent of the choice of spatial coordinate axes. The amplitude of the fields can be defined rather arbitrarily but a reasonably good choice is as follows.

\[
a^2 = \int_{\Omega} |H_1|^2 \, dv
\]

where \( a \) is to be considered the amplitude of the fields. Then the field distribution can be written

\[
H_1(\mathbf{r}) = a \ e^{i\phi_1} h_1(\mathbf{r}) \quad \text{and} \quad H_x(\mathbf{r}) = b \ e^{i\phi_x} h_x(\mathbf{r})
\]
There is another property of the phase which is fundamental to parametric amplifiers, i.e., the signal power reflected to the input circuit is proportional to (Ref. 25)

\[
\text{Im} \left( e^{j(\phi_2 - \phi_1 - \phi_k)} \right) .
\]  

(4.31)

The midband gain of the circuit corresponds to the maximum of this function which occurs at

\[
\phi_2 - \phi_1 - \phi_k = (\frac{\pi}{2} + 2n\pi) .
\]  

(4.32)

It has been assumed in Eq. 4.26 that \( \phi_2 = 2n\pi \) thus

\[
-(\phi_1 + \phi_k) = \frac{\pi}{2} + 2(n-k)\pi
\]  

(4.33)

at midband. Using this relationship in Eq. 4.26, it may be written

\[
\frac{\omega_p}{(\omega_o^2 - \omega_1^2)(\omega_o^2 - \omega_k^2)} \left[ (\omega_o^2 - \omega_1\omega_k) \text{Im} \int ab e^{j\frac{\pi}{2} \overline{h}_1^* h_k} du + \omega_o(\omega_2 - \omega_1) \text{Re} \int ab e^{j\frac{\pi}{2} \overline{h}_1^* x \overline{h}_k^* \cdot z} du \right] = \frac{ab \omega_p H}{(\omega_o^2 - \omega_1^2)(\omega_o^2 - \omega_k^2)}
\]

\[
H = (\omega_o^2 - \omega_1\omega_2) \text{Re} \int_{\nu_S} \overline{h}_1^* \cdot \overline{h}_k^* du + \omega_o(\omega_2 - \omega_1) \text{Im} \int_{\nu_S} \overline{h}_1^* x \overline{h}_k^* \cdot z du
\]  

(4.34)

but for the threshold condition this quantity must equal

\[
\frac{a^2 \omega_1(\omega_o^2 + \omega_1^2)}{(\omega_o^2 - \omega_1^2)^2} \int_{\nu_S} (\overline{h}_1 \cdot \overline{h}_1^*) du
\]  

(4.35)

It is convenient for the computation of the threshold to assume \( P_{\omega_k} = 0 \), which is equivalent to the assumption that all of the lower sideband power is dissipated in the sample, or that the sample itself provides the lower-sideband termination. Using this equality Eq. 4.26 becomes:
\[
\frac{ab \omega_p}{(\omega_o^2 - \omega_1^2)(\omega_o^2 - \omega_k^2)} \left[ (\omega_o^2 - \omega_1^2) \operatorname{Re} \int_{V_s} \overline{h}_1 \cdot \overline{h}_k \, du + \omega_o(\omega_2 - \omega_1) \operatorname{Im} \int_{V_s} \overline{h}_1 x \overline{h}_k \cdot z \, du \right] \\
= \frac{\alpha b^2 \omega_k (\omega_o^2 + \omega_k^2)}{(\omega_o^2 - \omega_k^2)^2} \int_{V_s} \overline{h}_k \cdot \overline{h}_k^* \, du \\
(4.36)
\]

If \( a \) and \( b \) are eliminated between Eqs. 4.34 and 4.36 then the threshold pump field intensity can be found:

\[
(\gamma h_p)^2 = \frac{a^2 \omega_1 \omega_2 (\omega_o^2 + \omega_k^2) (\omega_o^2 + \omega_1^2) \int_{V_s} \overline{h}_1 \cdot \overline{h}_1^* \, du \int_{V_s} \overline{h}_k \cdot \overline{h}_k^* \, du}{F_1 F_2} \\
(4.37)
\]

\[
F_1 = (\omega_o^2 - \omega_1 \omega_2) \operatorname{Re} \int_{V_s} \overline{h}_1 \cdot \overline{h}_k \, du + \omega_o(\omega_2 - \omega_1) \operatorname{Im} \int_{V_s} \overline{h}_1 x \overline{h}_k \cdot z \, du \\
F_2 = (\omega_o^2 - \omega_1 \omega_2) \operatorname{Re} \int_{V_s} \overline{h}_k^* \cdot \overline{h}_k^* + \omega_o(\omega_2 - \omega_1) \operatorname{Im} \int_{V_s} \overline{h}_1^* x \overline{h}_k^* \cdot z \, du
\]

Observe that the threshold is infinite if the field distributions at \( \omega_1 \) and \( \omega_k \) are orthogonal over the sample, or equivalently the coupling between these fields is zero. In samples which are ellipsoids of revolution, the field distribution is always of the form

\[
\overline{h}(r) = \overline{h}(\eta \xi) \, e^{i\eta \theta} \\
(4.38)
\]

where \( \theta \) is the azimuthal coordinate and \( f(\eta \xi) \) are real functions of the other coordinates.

For such samples the only nonzero values for the integrals in \( F_1 \) and \( F_2 \) will occur for \( n_1 = -n_k \). For any other combination \( n_1 \) and \( n_k \) \( h_p \rightarrow \infty \). For this case both integrals will be entirely real and only the first term in \( F_1 \) and \( F_2 \) will be nonzero. The threshold in this case can be written:

\[
(\gamma h_p)^2 = \frac{a^2 \omega_1 \omega_2 (\omega_o^2 + \omega_k^2) (\omega_o^2 + \omega_1^2) \int_{V_s} f_1^2(\eta \xi) \, du \int_{V_s} f_k^2(\eta \xi) \, du}{(\omega_o^2 - \omega_1 \omega_2)^2 \int_{V_s} f_1(\eta \xi) f_k(\eta \xi) \, du} \\
(4.39)
\]

where for finite \( h_p \) \( n_1 = -n_k \).
4.5.5 The Field Distributions for Minimum Threshold. It is characteristic of existing ferrite parametric amplifiers that their thresholds are very large. For this reason it would be of considerable interest to find the pair of field distributions which minimize $h_p^2$. The approach to be followed in computing this minimum is to assume a field distribution $f_1$ for the $\omega_1$ field, find the distribution $f_\xi$ which minimizes $h_p$, and then find the combination which minimizes that form. For this purpose the quantity $F$ is defined:

$$F = \frac{\int_{S} f_1^2(\eta, \xi) \, d\nu \int_{S} f_\xi^2(\eta, \xi) \, d\nu}{\int_{S} f_1(\eta, \xi) f_\xi(\eta, \xi) \, d\nu}$$  

(4.40)

Minimizing $F$ minimizes $h_p$. Thus the procedure is to find $f_\xi$ for which $F$ is stationary and then to show that this is a minimum for $F$.

The $f_\xi$ for stationary $F$ is found by substituting $f_\xi = f_\xi + b \delta f$, thereby defining $F(b)$. The $f_\xi$ for which $F(b)$ is stationary is $f_\xi$, and the condition for stationarity is $F'(0) = 0$ (Ref. 26). Differentiating

$$F(b) = \frac{\int_{S} f_1^2 \, d\nu \int_{S} (f_\xi + b \delta f)^2}{\left( \int_{S} f_1 f_\xi + b \delta f \right)^2}$$  

(4.41)

with respect to $b$, evaluating at $b = 0$, and setting $F'(0) = 0$ yields

$$F(0) \left[ \int f_1 \delta f \, d\nu \int f_1 f_\xi \, d\nu + \int f_1 f_\xi \, d\nu \int f_1 \delta f \, d\nu \right]$$

$$= 2 \int f_1^2 \, d\nu \int f_\xi \delta f \, d\nu$$  

(4.42)

Then, using $F(0)$, this equality can be written

$$\int \delta f \left[ \frac{f_1}{\int f_1 f_\xi \, d\nu} - \frac{f_\xi}{\int f_\xi^2 \, d\nu} \right] \, d\nu = 0$$  

(4.43)

The solution to this equation is $f_1 = f_\xi$. One then finds that $F(0) = 1$, independent of $f_1$. It
remains to be shown that this stationary value is a minimum. For this purpose it is convenient to form the expression \( F - F(0) = F' \) and show that \( F' \geq 0 \), which establishes that \( F(0) \) is a minimum.

\[
F' = \frac{\int f_1^2 \, du \int f_k^2 \, du - \left( \int f_1 f_k \, du \right)^2}{\int f_1 f_k \, du^2} \tag{4.44}
\]

To show that this quantity is never negative, consider the expression:

\[
\frac{1}{2} \int \int \left[ f_1(r_1) f_k(r_2) - f_k(r_1) f_1(r_2) \right]^2 \, du_1 \, du_2 \geq 0
\]

\[
= \frac{1}{2} \int \int \left[ f_1^2(r_1) f_k^2(r_2) + f_k^2(r_1) f_1^2(r_2) - f_1(r_1) f_k(r_2) f_1(r_2) f_k(r_1) \right] \, du_1 \, du_2
\]

\[
= \int f_1^2(r_1) \, du_1 \int f_k^2(r_2) \, du_2 - \int f_1(r_1) f_k(r_2) \, du_1 \int f_1(r_2) f_k(r_1) \, du_2 \tag{4.45}
\]

but one cannot distinguish \( r_1 \) from \( r_2 \) in definite integrals so:

\[
= \int f_1^2(r) \, du \int f_k^2(r) \, du - \left( \int f_1 f_k \, du \right)^2 \geq 0 \tag{4.46}
\]

This is the so-called Cauchy inequality. Thus \( F' \geq 0 \), so \( F(0) \) is indeed a minimum which means that \( h_p \) is a minimum for \( f_1 = f_k \).

It has already been shown that \( n_1 = -n_k \), thus \( h_1 = h_{k0}^* \). The minimum threshold occurs when the signal and lower-sideband field distributions are complex conjugates. It might appear at first thought that field distributions which are complex conjugates have the same frequency. However, the physical significance of conjugate field distributions is that they are identical spatial distributions which precess in opposite directions around the biasing field. It is a peculiar property of ferrites that identical field distributions which precess oppositely have different resonant frequencies. This was demonstrated by Walker for the magnetostatic approximation (Ref. 18) and further in Chapter 3 for the second-order approximation. Thus, the so-called degenerate operation (i.e., \( \omega_1 = \omega_k \)) does not correspond to minimum threshold. On the other hand the frequencies of such modes will be close to one another. Denton (Ref. 23) observed that the pump threshold was smallest for mode pairs whose frequencies were closest. Although there is some doubt concerning which magneto-
static modes he actually used, it is advanced here that the mode pairs for which he observed smallest threshold were in reality modes whose field distributions were complex conjugates.

4.5.6 Estimate of Minimum Threshold. It is possible to estimate the minimum pump threshold power from $\gamma_h \min$

$$\gamma_h \min = a \sqrt{\frac{\omega_1 \omega_2 (\omega_o^2 + \omega_1^2)(\omega_o^2 + \omega_x^2)}{(\omega_o^2 - \omega_1 \omega_x)^2}} \ll a \sqrt{\omega_1 \omega_2}$$  \hspace{1cm} (4.47)

$$h_p \sim \Delta H \sqrt{\frac{\omega_1 \omega_2}{\omega_o}}$$

But $\omega_1$ and $\omega_2$ will be of the order of $\omega_o$. Thus, $h_p \min \cong \Delta H$ where $\Delta H$ is the linewidth of ferromagnetic resonance which is typically of the order of one oersted. For a low-loss cavity the loaded $Q$ at resonance might be of the order of 1000 at $f_o = 10^4$ Mc. From the formula for $Q$ one can relate the pump power to the stored energy.

$$QP_S = \omega_o U_{\text{res}} \cong \omega_o \mu_o h_p^2 v_c$$  \hspace{1cm} (4.48)

At this resonant frequency the cavity will be of the order of $10^{-5}$ m$^3$. Using these values, one obtains $P_S = 3 \omega_o$ as a fairly crude estimate of the pump power necessary for unity gain.

The particular ferromagnetic parametric amplifier that has proved to be most efficient is the one developed by Denton. The important aspect of this amplifier is that it operates on a continuous basis with a much lower pump power than achieved by previously developed amplifiers. A small sphere (0.045-inch diameter) of single crystal Yttrium Iron Garnet is mounted in a half-wave X-band cavity which is resonant at 9196 Mc. The ferrite is mounted in a region of maximum pump magnetic field and is biased with a dc field parallel to the pump field. When the pump power was set at 500 mw, a gain of 20 db with a bandwidth of 100 kc at 4560 Mc was observed. Unfortunately, the amplifier noise figure is about 14 db and is nearly independent of the sample temperature (Ref. 53). Denton has shown that this noise is produced by spin waves which are pumped into oscillation by the large pump power. It appears to be fundamental to this type of amplifier. However, it has been shown by Suhl (Ref. 47) that spin waves tend to be excited only at frequencies above $\gamma H_1$.
where $H_i$ is the internal biasing magnetic field. It was shown in Section 3.7.9 that sample resonance below $\gamma H_i$ is possible for sufficiently large samples. It is possible that a low-noise ferrite parametric amplifier could be built using these low-frequency sample resonances.

It will be shown later in this paper that many of the difficulties of this amplifier are fundamental to ferrites and cannot be significantly improved. On the other hand, there are many distinct contrasts between this amplifier and the ferrite phase-shift amplifier which tend to imply the superiority of the latter.

4.6 The Upper-Sideband Up-Converter

It was shown earlier that the upper-sideband converter does not reflect power into the signal circuit. Contrasting its equivalent circuit with that of the lower-sideband device shows that no negative resistance effect is possible with an upper-sideband converter. However, the Manley-Rowe relations predict that the power in the upper sideband comes primarily from the pump (Ref. 29). Therefore, a rather small amount of power at the signal frequency can control an arbitrarily large upper-sideband power provided the upper-sideband frequency is sufficiently large compared to the signal frequency. The circuit can be used as an amplifier if the signal power can be recovered from the upper sideband.

In this chapter, the use of ferrites in upper-sideband reactive mixers is studied merely to illustrate the particular way in which this circuit differs from the lower-sideband mixer and to contrast it with the double-sideband mixer. The pumped susceptibility tensor for the upper-sideband mixer will be found. Then it will be shown that dissipation of power in the upper sideband does not cause signal frequency power to be reflected into the input, as is the case for lower-sideband dissipation. The particular way in which this relates to the tensor symmetry and field symmetry is of interest in this comparison. Then the effect of losses on the conversion gain will be computed to show the way in which intrinsic ferrite losses reduce the conversion gain from the ideal as predicted by the Manley-Rowe relations.

4.6.1 The Upper-Sideband Pumped Susceptibility Tensor. There are four important steady state equations of motion for the upper sideband mixer. The optimum pump-field orientation is longitudinal (i.e., along the biasing field) for the upper-sideband converter just the same as for the lower-sideband mixer. The following relations are valid for
longitudinal pumping: $\overline{H}_2 = \overline{H}_{z2} \vec{2}$ and $\overline{M}_p = 0$. In this case the equations of motion reduce to:

$$\begin{align*}
\omega_u M_{xu} &= -\gamma \left[ M_{yu} H_o + M_{y1} H_{z2} - M_o H_{yu} \right] - i\omega_u M_{yu} \\
\omega_u M_{yu} &= -\gamma \left[ M_o H_{xu} - M_{xu} H_o - M_{x1} H_{z2} \right] - i\omega_u M_{xu} \\
\omega_1 M_{x1} &= -\gamma \left[ M_{y1} H_o + M_{yu} H_{xp} - M_o H_{y1} \right] - i\omega_1 M_{y1} \\
\omega_1 M_{y1} &= -\gamma \left[ M_o H_{x1} - M_{x1} H_o - M_{xu} H_{zp} \right] - i\omega_1 M_{x1}
\end{align*}$$

(4.49)

These can be written in tensor form:

$$\begin{bmatrix}
H_{x1} \\
H_{y1} \\
H_{xu} \\
H_{yu}
\end{bmatrix} = \begin{bmatrix}
\gamma H_o + i\omega_1 & -\omega_1 & \gamma H_{z2} & 0 \\
\omega_1 & (\gamma H_o + i\omega_1) & 0 & \gamma H_{z2} \\
\gamma H_{z2} & 0 & (\gamma H_o + i\omega_1) & -\omega_u \\
0 & \gamma H_{z2} & \omega_u & \gamma H_o + i\omega_u
\end{bmatrix} \begin{bmatrix}
M_{x1} \\
M_{y1} \\
M_{xu} \\
M_{yu}
\end{bmatrix}$$

(4.50)

Note in particular that the fields $H_{x}$ couple to $M_{u}$ rather than $M_{u}^*$ as in the case of the lower-sideband mixer. This fact will be important later in illustrating the difference in the roles of the two sidebands.

Once again the pumped susceptibility can be found by inverting this matrix. This is done in Appendix E where the following symmetry is noted:

$$\begin{align*}
x_{11} &= x_{22} & x_{33} &= x_{44} \\
x_{12} &= -x_{21} & x_{34} &= -x_{43} \\
x_{13} &= x_{24} & x_{31} &= x_{42} \\
x_{14} &= -x_{23} & x_{32} &= -x_{41}
\end{align*}$$

(4.51)

**4.6.2 The Power at the Upper Sideband.** Using this symmetry, and assuming linearly polarized field distributions, one can determine the power leaving the sample at the upper sideband:
\[ P_{\omega_u} = \frac{\omega U_o^2}{2} \left[ \text{Im} \int_{v_s} X_{33} \bar{H}_u \cdot \bar{H}_u^* \, dv + \text{Im} \int_{v_s} X_{31} \bar{H}_u^* \cdot \bar{H}_1 \, dv \right. \\
+ \left. \text{Im} \int_{v_s} X_{32} \bar{H}_u^* \times \bar{H}_1 \cdot z \, dv \right] \] (4.52)

### 4.6.3 The Power at the Signal Frequency

Similarly, the power leaving the sample at the signal frequency is given by:

\[ P_{\omega_1} = \frac{\omega_1 U_o^2}{2} \text{Im} \left[ \int X_{11} \bar{H}_1 \cdot \bar{H}_1^* \, dv + \int X_{15} \bar{H}_1^* \cdot \bar{H}_u \, dv \right. \\
+ \left. \int X_{14} \bar{H}_1^* \times \bar{H}_u \cdot z \, dv \right] \] (4.53)

It is convenient to assume a sample shape such that \( x_{ij} \) are independent of position in the sample. It is shown in Appendix E that

\[ \text{Im} X_{33} < 0 \] (4.54)

\[ \text{Im} X_{33} = X''_{33} = -\frac{a \omega \left( \omega_o^2 + \omega_u^2 \right)}{(\omega_o^2 - \omega_u^2)^2} \] (4.55)

However, if no power is supplied to the sample at the upper sideband then

\[ P_{\omega_u} \geq 0 \] (4.56)

for which

\[ -\frac{a \omega \left( \omega_o^2 + \omega_u^2 \right)}{(\omega_o^2 - \omega_u^2)^2} \int \bar{H}_u \cdot \bar{H}_u^* \, dv + \text{Im} X_{31} \int \bar{H}_u^* \cdot \bar{H}_1 \, dv \]

\[ + \int \text{Im} X_{32} \int \bar{H}_u^* \times \bar{H}_1 \cdot z \, dv \geq 0 \] (4.57)
Thus,

\[
\text{Im } X_{31} \int \overline{H_u}^* \cdot \overline{H_1} \, du + \text{Im } X_{32} \int \overline{H_u}^* \times \overline{H_1} \cdot z \, du \geq
\]

\[\frac{a \omega_u (\omega_o^2 + \omega_u^2)}{(\omega_o^2 - \omega_u^2)} \int \overline{H_u} \cdot \overline{H_u}^* \, du > 0 \quad (4.58)\]

If it is assumed that the pump field is real then \(\omega_p^* = \omega_p\) and \(x_{31} = x_{13}^*\), \(x_{14} = x_{32}^*\). Note that this imposes no fundamental restriction on any of the following calculations since the pump signal and upper sideband have a unique phase relationship at any operating point.

Using this assumption, and the values found for the tensor elements in expression 4.58 yields expression 4.59.

\[
\text{Im } \left[ - \frac{\omega p (\omega_o^2 + \omega_u^2)}{\omega_o^2 - \omega_u^2} \frac{\omega_u (\omega_u + \omega_1)}{(\omega_o^2 - \omega_u^2)} \int \overline{H_u}^* \cdot \overline{H_1} \, du \right.
\]

\[+ \frac{2\alpha \omega o (\omega_u + \omega_1)}{(\omega_o^2 - \omega_u^2)} \left( \overline{H_u}^* \times \overline{H_1} \cdot z \, du \right] > 0 \quad (4.59)\]

But for low-loss ferrites \(\alpha \ll 1\), so expression 4.59 can be approximated by:

\[- \frac{\omega p}{(\omega_o^2 - \omega_u^2)} \left[ (\omega_o^2 + \omega_u^2) \text{Im } \int \overline{H_u}^* \cdot \overline{H_1} \, du \right.
\]

\[+ \omega_o (\omega_u + \omega_1) \text{Re } \int \overline{H_u}^* \times \overline{H_1} \cdot z \, du \right] > 0 \quad (4.60)\]

But

\[\text{Im } \int \overline{H_u}^* \cdot \overline{H_1} \, du = -\text{Im } \int \overline{H_1}^* \cdot \overline{H_u} \, du \quad (4.61)\]

and

\[\text{Re } \int \overline{H_u}^* \times \overline{H_1} \cdot z \, du = -\text{Re } \int \overline{H_1}^* \times \overline{H_u} \cdot z \, du \quad (4.62)\]
Then:

\[- \frac{\omega_p}{(\omega_o^2 - \omega_u^2) (\omega_o^2 - \omega_1^2)} \left[ (\omega_o^2 + \omega_u \omega_1) \text{Im} \int \overline{H_1}^* \cdot \overline{H_u} \, dw \right.
\]
\[\left. + \omega_o (\omega_u + \omega_1) \text{Re} \int \overline{H_1}^* \times \overline{H_u} \cdot z \, dw \right] < 0 \quad (4.63)\]

Using this same set of approximations for the expression for signal power yields

\[P_{\omega_1} = \frac{\omega_1^2}{2} \left\{ - \frac{\alpha_1 (\omega_o^2 + \omega_1^2)}{\omega_o^2 - \omega_1^2} \int \overline{H_1}^* \cdot \overline{H_1} \, dw \right. \]
\[\left. - \frac{\omega_p}{(\omega_o^2 - \omega_u^2) (\omega_o^2 - \omega_1^2)} \left[ (\omega_o^2 + \omega_u \omega_1) \text{Im} \int \overline{H_1}^* \cdot \overline{H_u} \, dw \right.ight.
\]
\[\left. + \omega_o (\omega_u + \omega_1) \text{Re} \int \overline{H_1}^* \times \overline{H_u} \cdot z \, dw \right\} \quad (4.64)\]

The first term in Eq. 4.64 is obviously negative; the second and third terms are shown to be negative by Eq. 4.63. Thus,

\[P_{\omega_1} < 0 \quad (4.65)\]

for all values of $H_p$. This statement is equivalent to the observation from the equivalent circuit that a positive resistance is reflected into the signal circuit by the upper-sideband mixer. Notice that the sense of the inequality (4.63) was the result of the fact that the signal component $H_1$ coupled to $M_u$, rather than to $M_u^*$. 

4.6.4 The Up-Conversion Gain. The upper-sideband mixer does not reflect negative resistance at the signal frequency as does the lower-sideband mixer. However, the Manley-Rowe relations predict a conversion gain from the signal to the upper sideband for a lossless mixer. For this reason it will be of interest to compute the signal and upper-sideband power in the absence of loss, and then consider the effect of losses on conversion gain.

For a lossless ferrite the parameter $\alpha = 0$ and $\text{Im} x_{33} = \text{Im} x_{11} = 0$. From Eqs. 4.52 and 4.53, we find:
\[
\frac{P_{\omega_u}}{P_{\omega_1}} = \frac{\omega_u}{\omega_1} \frac{X'_{31} \text{Im} \int \overline{H}_u^* \cdot \overline{H}_1 \, dv + X''_{14} \text{Re} \int \overline{H}_u^* \times \overline{H}_1 \cdot z \, dv}{X'_{31} \text{Im} \int \overline{H}_1^* \cdot \overline{H}_u \, dv + X''_{32} \text{Re} \int \overline{H}_1^* \times \overline{H}_u \cdot z \, dv}
\]

(4.66)

where it has been assumed that \(H_p\) is real. But \(X'_{31} = X'_{13}\) and for the lossless case \(X''_{14} = X''_{32} = 0\). Thus, for a lossless ferrite reactive mixer we have:

\[
\frac{P_{\omega_u}}{P_{\omega_1}} = - \frac{\omega_u}{\omega_1}
\]

(4.67)

which is the appropriate statement of the Manley-Rowe relations for upper-sideband reactive mixers (Ref. 28).

4.6.5 The Effect of Sample Losses on Conversion Gain. For lossy ferrites the conversion gain is given by:

\[
\frac{P_{\omega_u}}{P_{\omega_1}} = \frac{\omega_u}{\omega_1} \frac{X'_{31} \text{Im} \int \overline{H}_u^* \cdot \overline{H}_1 \, dv + X''_{14} \text{Re} \int \overline{H}_u^* \times \overline{H}_1 \cdot z \, dv + X''_{33} \int |H_u|^2 \, dv}{X'_{31} \text{Im} \int \overline{H}_1^* \cdot \overline{H}_u \, dv + X''_{32} \text{Re} \int \overline{H}_1^* \times \overline{H}_u \cdot z \, dv - X''_{11} \int |H_1|^2 \, dv}
\]

(4.68)

It has already been shown that:

\[
X'_{31} \text{Im} \int \overline{H}_u^* \cdot \overline{H}_1 \, dv + X''_{14} \text{Re} \int \overline{H}_u^* \times \overline{H}_1 \cdot z \, dv > -X''_{33} \int |H_u|^2 \, dv
\]

(4.69)

and since \(X''_{11}\) and \(X''_{33}\) are both negative the numerator is smaller than for lossless ferrites and the denominator is larger. Thus

\[
\frac{P_{\omega_u}}{P_{\omega_1}} \leq - \frac{\omega_u}{\omega_1}
\]

(4.70)

which fact is already known about upper-sideband reactive mixers (Ref. 28). That is, the effect of losses is to lower the conversion gain of upper-sideband reactive mixers from that predicted by the Manley-Rowe relation.

The upper-sideband up-converter can be used as an amplifier at the signal frequency provided the power in the upper sideband can be down-converted. However, down-
conversion cannot be accomplished with a reactive mixer because the down-conversion loss is the same as the up-conversion gain and no net gain would result at the signal frequency. On the other hand, if the local oscillator power is added to the upper sideband, then an ordinary resistive diode can accomplish the down-conversion. The down-conversion loss for this case will be greater than 6 db, so up-conversion gain must be relatively large for net signal frequency gain.

Certain observations can be made about the coupling in ferrites which is responsible for up-conversion gain. For certain field distributions the integrals

\[ \int \overline{H}_u \times \overline{H}_1 \, dv \]

and

\[ \int \overline{H}_u^* \cdot \overline{H}_1 \, dv \]

can be zero, and there is then no coupling and of course no up-conversion gain. However, for the case in which the field distributions are nonorthogonal, the conversion gain is less than that predicted by the Manley-Rowe relations primarily due to losses rather than coupling.

4.7 Summary

In this chapter the reactive mixing properties of a sample excited by two r-f sources were investigated. The steady-state solution to the equation of motion for this excitation was determined and represented in a matrix equation which defines the pumped susceptibility tensor. It was shown that power flow and power conversion are determined by the components of this tensor and by the field distribution in the sample at the frequencies where real power flows. This general theory was applied to two specific cases in which the power flow was restricted by filters to only three frequencies. In the first case the three frequencies included the two r-f sources and the lower sideband, while in the second they included the sources and the upper sideband. The lower-sideband reactive mixer is the familiar parametric amplifier configuration for which the unity gain threshold pump power was derived. The field distributions for minimum threshold were obtained by a variational technique and an estimate of this minimum threshold power was found. The conversion gain,
and the effect of losses upon this gain, were found for the upper sideband circuit. The significance of the study of these two reactive mixers is the groundwork which it lays for the double-sideband reactive mixer, i.e., the phase-shift amplifier.
CHAPTER 5

THE FERRITE PHASE-SHIFT AMPLIFIER

5.1 Introduction

It has been demonstrated that a signal can be amplified with an upper-sideband up-converter whose upper-sideband power is converted back to signal frequency power. To obtain gain, it is necessary only that the up-conversion gain be greater than down-conversion loss. A natural extension of this idea is the use of the double-sideband up-converter as an amplifier. In this case, the power in both sidebands is converted to signal frequency power. This technique of up-converting to both sidebands and then down-converting was discussed in Chapter 2 and given the name phase-shift amplification. The purpose of the remainder of this paper is to consider the application of ferrites to this type of amplification. In this chapter, the limitations imposed upon the circuit by the ferrite properties will be investigated.

It was shown in Section 2.5 that phase-shift amplifiers can be divided into two distinct classes depending upon the passband of the signal. If the center frequency of the signal band is high, the sidebands can be separated from the pump by means of filters and the circuit properties can be predicted from the properties of the single-sideband circuits. However, when the center frequency of the signal band is low, the sidebands are too close to the pump to be separated effectively from it, so that both sidebands tend to be loaded by the conductance of the pump filter. Adams has used the term dependent loading to describe this circumstance. The discussion of the remainder of the paper will be restricted to such amplifiers.

In this chapter, the limitations imposed upon phase-shift amplification by the physical properties of ferrites are discussed. In Section 5.2, the pumped susceptibility tensor is derived in a way which determines the orientation of the field quantities for maximum gain. It is then shown that the optimum field orientation implies a simplified analysis of the
amplifier in which the ferrite properties are represented by the quantity which is called tunability. The tunability for three distinct configurations are considered: 1) magnetically saturated bulk ferrite; 2) magnetically unsaturated ferrite material; 3) thin-film ferromagnetic samples. Fundamental limits on tunability for these three configurations are determined, and the maximum expected tunabilities are determined for each and compared.

5.2 The Double-Sideband Pumped Susceptibility Tensor

Although the ferrite phase-shift amplifier is properly represented by a pumped susceptibility tensor together with the components of magnetization and magnetic field at the four frequencies, analysis of the amplifier tends to involve unwieldy calculations due to the large number of components. However, coupling between a pair of fields in ferrites depends upon their relative orientation, so that there is some orientation for which that coupling is a maximum. For these specific orientations, the fields can be expressed in terms of their magnitudes and orientations relative to some reference, such as the direction of the biasing magnetic field. A considerable reduction results in the complexity of the analysis. In particular, if it is assumed that the fields are oriented for maximum coupling, then the amplifier can be represented by the field amplitudes and distributions only, which significantly simplifies the amplifier analysis. The field orientation for maximum coupling can be found from the pumped susceptibility tensor. Thus, the determination of this tensor is the first step in the analysis of the ferrite phase-shift amplifier.

The pumped susceptibility tensor is found by inverting the matrix of the equation (5.1):

\[ \begin{align*}
\omega x &= -\gamma \left[ M_y y_0 + M_y y_1 z_2 - M_y y_0 + M_y y_2 z_1 \right] - i \omega \omega y \\
\omega y &= -\gamma \left[ M_o x_2 H_0 - M_o x_1 H_1 - M_x x_1 H_2 \right] + i \omega \omega y \\
\omega x &= -\gamma \left[ M_y y_0 + M_y y_1 z_2 + M_y y_2 z_1 - M_o y_1 \right] - i \omega \omega y \\
\omega y &= -\gamma \left[ M_o x_2 H_0 - M_o x_1 H_1 - M_x x_1 H_2 \right] + i \omega \omega y
\end{align*} \]
\[ \begin{align*}
\omega_2 M_{x_2} &= -\gamma \left[ M_{y_2} H_o + M_{z_1} H_{x_1} - M_{z_1} H_{y_2} \right] - i\omega_2 M_{y_2} \\
\omega_2 M_{y_2} &= -\gamma \left[ M_{x_2} H_o - M_{x_1} H_{x_1} - M_{x_1} H_{y_2} \right] - i\omega_2 M_{x_2} \\
\omega_1 M_{x_1} &= -\gamma \left[ M_{x_1} H_o + M_{x_2} H_{z_2} + M_{x_2} H_{z_2} \right] - i\omega_1 M_{x_1} \\
\omega_1 M_{y_1} &= -\gamma \left[ M_{y_1} H_o - M_{y_1} H_{z_1} - M_{y_1} H_{z_2} \right] - i\omega_1 M_{x_1} 
\end{align*} \] (5.1)

5.2.1 The Pumped Tensor for Circularly Polarized Fields. The magnetization components at the upper- and lower-sideband frequencies are a measure of the conversion gain. An examination of these components reveals that coupling takes place between longitudinal components of magnetic field and transverse components of magnetization. It is useful to consider the set of components which tend to maximize the magnetization at the upper and lower sidebands. It is then possible to determine the relative orientations of the signal and pump fields which produce the maximum sideband power. Though this can be accomplished by inverting the matrix of the set of equations (5.1), the work involved is rather formidable. Fortunately, no essential information is lost if it is assumed that the transverse field components are circularly polarized. In fact, circularly polarized fields were used in many of the experiments which were performed in this study on the double-sideband reactive mixer. For such fields, the equations of motion are reduced to four in number:

\[ \begin{align*}
\omega_u M_{u}^\pm &= -\gamma H_o M_{u}^\pm + \gamma M_{o} H_{u}^\pm + \gamma H_{z_1} M_{z_2}^\pm + \gamma H_{z_1} M_{z_2}^\pm + i\omega_u M_{u}^\pm \\
\omega_h M_{h}^\pm &= -\gamma H_o M_{h}^\pm + \gamma M_{o} H_{h}^\pm + \gamma H_{z_2}^*(M_{h}^\mp) + \gamma H_{z_1}^*(M_{h}^\mp) + i\omega_h M_{h}^\pm \\
\omega_2 M_{2}^\pm &= -\gamma H_o M_{2}^\pm + \gamma M_{o} H_{2}^\pm + \gamma H_{z_1}^* M_{2}^\pm + \gamma H_{z_1}^* M_{2}^\pm + i\omega_2 M_{2}^\pm \\
\omega_1 M_{1}^\pm &= -\gamma H_o M_{1}^\pm + \gamma M_{o} H_{1}^\pm + \gamma H_{z_2}^*(M_{h}^\mp) + \gamma H_{z_2}^*(M_{h}^\mp) + i\omega_1 M_{1}^\pm 
\end{align*} \] (5.2)

In principle, the inverse of the matrix of these equations could be found. It could properly be called the circularly polarized, pumped susceptibility tensor. However, the above matrix
is not square and no mathematical technique is known for inverting a nonsquare matrix. On
the other hand, because coupling tends to take place between axial field components and
transverse magnetization components there are two extreme cases which can be considered
for which the matrix of the above equations is square. The matrix will be inverted for these
two special cases and from these it can be determined which field orientations tend to give
rise to maximum power conversion. The two special cases are:

(1) the signal field $H_1$ axial and the pump field $H_2$ totally transverse and circularly polarized;

(2) the pump field axial and the signal field totally transverse and circularly polarized. (It will be shown later that, be-
cause of its nonresonant characteristic, the left hand polariza-
zation $H^-$ is not of interest.)

5.2.2 The Pumped Tensor for Case (1). The pumped susceptibility $\tilde{\chi}^+$ can be
found for Case 1 above by inverting the matrix of the following set of equations:

\[
(\omega_u - \gamma H_o - i \alpha \omega_u) M_u^+ = -\gamma M_0 H_u^+ + \gamma H^+ Z_1 M_2^+ \\
(\omega_2 - \gamma H_o - i \alpha \omega_2) M_2^+ = -\gamma M_0 H_f^+ + \gamma H^*_Z Z_1 M_2^+ \\
(\omega_2 - \gamma H_o - i \alpha \omega_2) M_2^+ = -\gamma M_0 H_2^+ + \gamma H Z_1 M_2^+ + \gamma H^*_Z Z_1 M_u^+ 
\]

or in matrix form

\[
\begin{bmatrix}
H_f^+ \\
H_2^+ \\
H_u^+
\end{bmatrix}
= 
\begin{bmatrix}
\omega_f (1 - i\alpha) - \gamma H_o & \gamma H^*_Z Z_1 & 0 \\
\gamma H Z_1 & \omega_2 (1 - i\alpha) - \gamma H_o & \gamma H^*_Z Z_1 \\
0 & 0 & \omega_u (1 - i\alpha) - \gamma H_o
\end{bmatrix}
\begin{bmatrix}
M_f^+ \\
M_2^+ \\
M_u^+
\end{bmatrix}
\]

For a small-signal analysis, the tensor need only be evaluated to first order in $\gamma H_1$. Thus,
the determinant $D$ is given by:

\[
D = \left[ \omega_f (1 - i\alpha) - \gamma H_o \right] \left[ \omega_2 (1 - i\alpha) - \gamma H_o \right] \left[ \omega_u (1 - i\alpha) - \gamma H_o \right]
\]

(5.5)
Using Eq. 5. 5, we can find the susceptibility components:

\[
x_{11} = \frac{\gamma M_0}{\gamma H_0 - \omega_1 (1 - i\alpha)}
\]

\[
x_{12} = \frac{\gamma^2 M_0 H_1^*}{\left[ \gamma H_0 - \omega_1 (1 - i\alpha) \right] \left[ \gamma H_0 - \omega_2 (1 - i\alpha) \right]}
\]

\[
x_{13} = 0
\]

\[
x_{21} = \frac{\gamma^2 M_0 H_1^*}{\left[ \gamma H_0 - \omega_1 (1 - i\alpha) \right] \left[ \gamma H_0 - \omega_2 (1 - i\alpha) \right]}
\]

\[
x_{22} = \frac{\gamma M_0}{\gamma H_0 - \omega_2 (1 - i\alpha)}
\]

\[
x_{23} = \frac{\gamma^2 M_0 H_1^*}{\left[ \gamma H_0 - \omega_2 (1 - i\alpha) \right] \left[ \gamma H_0 - \omega_u (1 - i\alpha) \right]}
\]

\[
x_{31} = 0
x_{32} = \frac{\gamma^2 M_0 H_1^*}{\left[ \gamma H_0 - \omega_2 (1 - i\alpha) \right] \left[ \gamma H_0 - \omega_u (1 - i\alpha) \right]}
\]

\[
x_{33} = \frac{\gamma M_0}{\gamma H_0 - \omega_u (1 - i\alpha)}
\]

(5.6)

The magnetization at the upper sideband frequency can be found from these tensor elements:

\[
M_u^+ = -\frac{\gamma M_0 H_u^+}{\gamma H_0 - \omega_u (1 - i\alpha)} - \frac{\gamma^2 M_0 H_1^* H_2^*}{\left[ \gamma H_0 - \omega_2 (1 - i\alpha) \right] \left[ \gamma H_0 - \omega_u (1 - i\alpha) \right]}
\]

(5.7)

The upper-sideband power will tend to be largest when the second term is largest and for this reason we will compare it with the corresponding term for Case 2.

5.2.3 The Pumped Tensor for Case (2). For Case 2, the set of equations to be inverted is given by (5.8):

\[
(\omega_u - \gamma H_0 - i\alpha \omega_u) M_u^+ = -\gamma M_0 H_u^+ + \gamma H_{21} M_1^+
\]

\[
(\omega_1 - \gamma H_0 - i\alpha \omega_1) M_1^+ = -\gamma M_0 H_1^+ + \gamma H_{21}^* (M_1^+)^* + \gamma H_{22} (M_u^+* + \gamma H_{22}^* (M_u^+)
\]

(5.8)
Note that $H_1^+$ tends to couple to $(M_f^+)^*$ (which, incidentally, is not necessarily equal to $M_f^-$ unless $M_x = M_x^*$ etc.). For this reason, it will be convenient to replace the second of equations 5.8 with its complex conjugate. The resulting matrix to be inverted is:

$$
\begin{pmatrix}
(H_f^+)^* \\
-M_0 \\
H_1^+ \\
H_u^+
\end{pmatrix} =
\begin{pmatrix}
\omega_f - \gamma H_o + i\omega_f & \gamma H_{z_2}^* & 0 \\
0 & \omega_{1-\omega} & \gamma H_{z_2}^* \\
0 & \gamma H_{z_2}^* & 0 \\
0 & \omega_{1-\omega} & 0 \\
\end{pmatrix} \begin{pmatrix}
(M_f^+)^* \\
M_1^+ \\
M_2^+ \\
M_u^+
\end{pmatrix}
$$

(5.9)

The determinant $D$ is:

$$
D = \left[ \omega_f (1+i\omega) - \gamma H_o \right] \left[ \omega_{1-\omega} - \gamma H_o \right] \left[ \omega_{1-\omega} - \gamma H_o \right]
$$

(5.10)

The components of the pumped susceptibility tensor are:

$$
\begin{align*}
X_{11} &= \frac{\gamma M_o}{\gamma H_o - \omega_f (1+i\omega)} \\
X_{12} &= \frac{\gamma^2 M_o H_{z_2}}{\gamma H_o - \omega_f (1+i\omega) \gamma H_o - \omega_{1-\omega}} \\
X_{13} &= 0 \\
X_{21} &= \frac{\gamma^2 M_o H_{z_2}}{\gamma H_o - \omega_f (1+i\omega) \gamma H_o - \omega_{1-\omega}} \\
X_{22} &= \frac{\gamma M_o}{\gamma H_o - \omega_{1-\omega}} \\
X_{23} &= \frac{\gamma^2 M_o H_{z_2}}{\gamma H_o - \omega_{1-\omega} \gamma H_o - \omega_{1-\omega}} \\
X_{31} &= 0 \\
X_{32} &= \frac{\gamma^2 M_o H_{z_2}}{\gamma H_o - \omega_{1-\omega} \gamma H_o - \omega_{1-\omega}} \\
X_{33} &= \frac{\gamma M_o}{\gamma H_o - \omega_{1-\omega}}
\end{align*}
$$

(5.11)
The magnetization component at the upper sideband is given by:

\[ M_u^+ = -\frac{\gamma M_0 H_{u}^+}{\gamma H_0 - \omega_u (1 - i\alpha)} - \frac{\gamma^2 M_0 H_{z2}^+ H_{1}^+}{\gamma H_0 - \omega_1 (1 - i\alpha) \gamma H_0 - \omega_u (1 - i\alpha)} \]  

(5.12)

5.2.4 The Optimum Field Orientation. The most meaningful comparison between the two cases is the comparison of the second term on the right of Eqs. 5.7 and 5.12 under the condition that the field intensities \(|H_1^1|\) and \(|H_2^2|\) are the same. It would appear by comparison of the two terms under this condition that by properly selecting \(H_0\) (i.e., ferromagnetic resonance) either term could be made the larger. However, there is a physical restriction to the lower limit at which ferromagnetic resonance occurs. It is not ordinarily observed much below 1 Gc (Ref. 29). For this reason it is not possible to make \(\gamma H_0 - \omega_1\) arbitrarily small in all cases. In particular, if the signal pass band has a low pass characteristic (e.g., dc up to 100 Mc), then the frequency difference \(\gamma H_0 - \omega_1\) may be quite large. On the other hand, the pump frequency is ordinarily selected in the microwave spectrum where ferromagnetic resonance is a pronounced phenomenon and where \(\gamma H_0 - \omega_2\) can be made quite small. From this it can be concluded that for those circuits in which the signal spectrum is lowpass, Case 1 is optimum when ferromagnetic resonance is near to the pump frequency.

In summary, then, it has been shown that the optimum sideband conversion takes place between \(H_{z2}\) and \(M_{p2}\). Any transverse component of signal and longitudinal component of pump will contribute negligibly to sideband power, yet will increase the stored energy and dissipated power at their frequencies and must be considered undesirable. Thus, the optimum field orientation consists of axial signal field components and transverse pump components. It should be recalled that the physical significance of this orientation is that it maximizes coupling between the fields at the two frequencies.

In addition, this orientation is significant because it suggests a means of synthesizing the prototype model for the phase-shift amplifier which was presented in Chapter 2 (see Fig. 2-1). That prototype is repeated for convenience in Fig. 5-1. Because it is parallel to the biasing field the signal field can be regarded as a time-varying component of that field. But the instantaneous biasing field determines the permeability at the pump frequency, so the effect of the signal field is to cause the permeability to vary at the signal
frequency. If the sample is part of an energy storage element, and if the latter is part of a tuned circuit as shown in the figure, then the resonant frequency of that circuit varies at the signal frequency. Synthesis of the prototype model of the phase-shift amplifier is accomplished by placing this time-varying resonant circuit between the pump source and a phase detector.

![Prototype ferrite phase-shift amplifier](image)

**Fig. 5-1.** Prototype ferrite phase-shift amplifier.

Adams has shown that the gain bandwidth product for a phase-shift amplifier tends to be an increasing function of pump frequency (Ref. 30). For this reason, and because ferrites tend to be nonlinear at microwave frequencies, it will be assumed that the pump frequency is in the microwave spectrum. A microwave cavity provides a convenient resonant circuit. Thus the prototype model for a ferrite phase-shift amplifier consists of a microwave cavity which contains the ferrite sample and which is placed between a source and a matched phase detector. The sample is biased normal to the direction of the pump magnetic field and the signal field is applied parallel to the biasing field.

### 5.3 Amplifier Analysis Based Upon Tunability

It was shown in Chapter 2 that the transducer gain for the prototype circuit of Fig. 5-1 is given by:

$$G_t = \frac{2\zeta P}{R_s} \left(2Q_t T_t\right)^2$$  \hspace{1cm} (5.13)

where the tunability $T_t$ was defined
\[ T_1 = \frac{1}{\omega} \frac{d\omega}{di_s} \]

As stated in the introduction, this quantity depends markedly upon the material parameters. The purpose of this chapter is to illustrate this dependence. However, for this purpose it is convenient to define a slightly different tunability:

\[ T = \frac{1}{\omega} \frac{d\omega}{dh} \]

where \( h \) is the magnetic field\(^*\) in the sample at some specified point (e.g., sample center).

If this field is produced by the signal frequency current, then \( T \) is related simply to \( T_1 \):

\[ T_1 = \frac{dh}{di_s} T \]

This definition has the advantage that it tends to separate that part of the tunability \( T_1 \) which is determined by the material parameters (i.e., \( T \)) from that which is determined by the signal frequency circuit (i.e., \( \frac{dh}{di_s} \)). However, it should be emphasized that, although it is convenient to study these quantities separately, optimization of \( G_t \) requires optimization of \( T_1 \).

*Since the signal frequency circuit is linear, we can write

\[ \frac{dh}{di_s} = \frac{h}{i_s} \]

and this quantity can be determined with respect to the signal frequency field distribution.

For this purpose, we define the signal magnetic field \( \overline{H}(\vec{r}) \) by the relation:

\[ \overline{H}(\vec{r}) = h \overline{f}(\vec{r}) \]

where \( \overline{f}(\vec{r}) = 1 \) at the specified point where the tunability is measured. But if the signal-frequency current produces \( \overline{H} \) it must flow through an inductance \( L \) (see Fig. 5-2) and from the magnetic energy relation we know:

\[^*\text{Magnetic field at the signal frequency.}\]
\[ \frac{1}{2} L \dot{i}_s^2 = \frac{h^2}{2} \int_{\text{space}} \mu |f(R)|^2 \, dv \]

Fig. 5-2. Equivalent signal frequency circuit illustrating coupling between the signal field and the sample. \( R_{\text{eq}} \) is the equivalent shunt conductance of the signal coil.

from which it can be deduced that:

\[ \frac{h}{i_s} = \frac{L}{\int \mu |f|^2 \, dv} \]  \hspace{1cm} (5.14)

Using the definition of \( T \) and the above relation the transducer gain can be written in the form:

\[ G_t = \frac{2 \xi P_p L}{R_s \int \mu |f|^2 \, dv} (Q_x \xi T)^2 \]

Thus, the observation that the optimum field orientation enables a convenient synthesis of the prototype ferrite phase-shift amplifier has reduced the analysis of the amplifier from a complicated set of calculations involving the pumped susceptibility tensor for the double-sideband reactive mixer to the above expression for transducer gain.

Although \( G_t \) is a simple function of \( T \), it is a complicated function of the material type and configuration. Of all the parameters in \( G_t \), only \( \xi \) and \( P_p \) are independent of the material. On the other hand, if the material losses are small relative to the cavity losses, then \( Q_x \) tends to be independent of material. The parameter which depends most strongly on material is \( T' \) where
\[ T' = \frac{T}{\left( \int \mu |f|^2 \, dv \right)^{\frac{1}{2}}} \]

Optimization of \( G_t \) necessarily involves optimization of \( T' \) with respect to sample shape, size, orientation and material type. The optimization of a variety of amplifier configurations is considered in the next chapter. However, before this can be accomplished the dependence of \( T \) upon the sample parameters must be known. The remainder of this chapter is devoted to a study of this dependence.

5.4 Dependence of Tunability upon Sample Parameters

The tunability \( T \) for the prototype ferrite phase-shift amplifier has been defined:

\[ T = \frac{1}{\omega_0} \frac{d\omega_0}{dh} = \frac{1}{\omega_0} \frac{d\omega_0}{dH_0} \]

where \( \omega_0 \) is the cavity resonant frequency and \( H_0 \) is the biasing field.* Aside from its simplicity this definition is advantageous because it is independent of whether or not the sample is magnetically saturated. This means that the phase-shift amplifier, unlike the single-sideband mixer circuits, can be mathematically studied for unsaturated samples. To be practically useful for studying phase-shift amplifiers, the tunability must be related to material parameters. The following section, in which this relationship is derived, is an extension of the ordinary cavity perturbation technique. The extension is convenient since the perturbation technique can be used to compute the frequency perturbation of the cavity resonant frequency from its empty-cavity value (Ref. 31). This is more information than is needed, since only the variation in loaded-cavity resonant frequency due to variation in the biasing field need be known to compute tunability. The precision to which the field distributions must be known for a good approximation to \( \frac{d\omega_0}{dH} \) is not nearly as severe in the latter case. Perhaps more importantly, the validity of the approximation proves to be independent of the sample size in the latter case.

The tunability is computed in the following way. The steady biasing field \( H_{01} \) is applied to the sample for which the sample permeability is \( \mu_1 \) and the cavity is resonant at

---

*Note signal field parallel to biasing field.
\( \omega_1 \). The fields in the cavity at this resonant frequency are \( \overline{E}_1 \) and \( \overline{H}_1 \). If the biasing field is changed to \( H_{02} \) then the permeability is changed to \( \overline{\mu}_2 \), the fields change to \( \overline{E}_2 \) and \( \overline{H}_2 \) and the resonant frequency to \( \omega_2 \). At all times these fields must satisfy Maxwell's equations:

\[
\begin{align*}
\nabla \times \overline{E}_1 &= -i \omega_1 \overline{\mu}_1 \cdot \overline{H}_1 \\
\nabla \times \overline{H}_1 &= i \omega_1 \overline{\varepsilon}_1 \cdot \overline{E}_1 \\
\nabla \times \overline{E}_2 &= -i \omega_2 \overline{\mu}_2 \cdot \overline{H}_2 \\
\nabla \times \overline{H}_2 &= i \omega_1 \overline{\varepsilon}_2 \cdot \overline{E}_1
\end{align*}
\]  

(5.16)

For most ferrites the conductivity is extremely small and the permittivity may be regarded as a scalar \( \varepsilon \) which is independent of \( H_0 \). Consider the quadratic relation:

\[
\nabla \cdot (\overline{E}_1^* \times \overline{H}_2 + \overline{E}_2 \times \overline{H}_1^* ) = \overline{H}_2 \cdot \nabla \times \overline{E}_1^* + \overline{E}_1^* \cdot \nabla \times \overline{H}_2 + \overline{H}_1^* \cdot \nabla \times \overline{E}_2 + \overline{E}_2 \cdot \nabla \times \overline{H}_1
\]

(5.17)

But from Maxwell's equations this can be written

\[
\nabla \cdot (\overline{E}_1^* \times \overline{H}_2 + \overline{E}_2 \times \overline{H}_1^* ) = i \omega_1 \overline{H}_2 \cdot (\overline{\mu}_1 \cdot \overline{H}_1^*) - i \omega_2 \overline{H}_1^* \cdot (\overline{\mu}_2 \cdot \overline{H}_2) \\
- i (\omega_1 - \omega_2) \varepsilon \overline{E}_1^* \cdot \overline{E}_2
\]

(5.18)

Then both sides of the equation can be integrated over the cavity volume and Gauss' law applied:

\[
\int_V \nabla \cdot (\overline{E}_1^* \times \overline{H}_2 + \overline{E}_2 \times \overline{H}_1^* ) \, dv = \int_S (\overline{E}_1^* \times \overline{H}_2 + \overline{E}_2 \times \overline{H}_1^* ) \cdot n \, ds
\]

\[
= i \int_{V_c} \left[ \omega_1 \overline{H}_2 \cdot (\overline{\mu}_1 \cdot \overline{H}_1^*) - \omega_2 \overline{H}_1^* \cdot (\overline{\mu}_2 \cdot \overline{H}_2) - (\omega_1 - \omega_2) \varepsilon \overline{E}_1^* \cdot \overline{E}_2 \right] \, dv
\]

(5.19)

But the boundary conditions at the cavity wall are

\( \overline{E} \times n = 0 \) so \( \overline{E}_1 \times \overline{H}_2 \cdot n = 0 \)
where \( n \) is a unit normal vector at the cavity wall. Thus we obtain:

\[
\omega_1 \oint_{V_c} \mathbf{\bar{H}}_2 \cdot (\mathbf{\bar{\mu}}_1 \cdot \mathbf{\bar{H}}_1) \, dv - \omega_2 \oint_{V_c} \mathbf{\bar{H}}_1 \cdot (\mathbf{\bar{\mu}}_2 \cdot \mathbf{\bar{H}}_2) \, dv - (\omega_1 - \omega_2) \epsilon \oint_{V_c} \mathbf{\bar{E}}_1 \cdot \mathbf{\bar{E}}_2 \, dv = 0 \tag{5.20}
\]

Since we are only interested in \( \frac{\partial \omega_o}{\partial \mathbf{H}} \), it will be convenient to let

\[
\mathbf{\bar{H}}_{o2} = \mathbf{\bar{H}}_{o1} + \delta \mathbf{H}_o
\]

then

\[
\mathbf{\bar{\mu}}_2 = \mathbf{\bar{\mu}}_1 + \delta \mathbf{\bar{\mu}}
\]

\[
\omega_2 = \omega_1 + \delta \omega
\]

\[
\mathbf{\bar{E}}_2 = \mathbf{\bar{E}}_1 + \delta \mathbf{\bar{E}}
\]

\[
\mathbf{\bar{H}}_2 = \mathbf{\bar{H}}_1 + \delta \mathbf{\bar{H}}
\]

If these quantities are substituted in (5.20) there results:

\[
\oint_{V_c} \omega_1 (\mathbf{\bar{H}}_1 + \delta \mathbf{\bar{H}}) \cdot (\mathbf{\bar{\mu}}_1 \cdot \mathbf{\bar{H}}_1)^* - (\omega_1 + \delta \omega) \mathbf{\bar{H}}_1 \cdot (\mathbf{\bar{\mu}}_1 + \delta \mathbf{\bar{\mu}}) \cdot (\mathbf{\bar{H}}_1 + \delta \mathbf{\bar{H}})
\]

\[
+ \delta \omega \epsilon \mathbf{\bar{E}}_1 \cdot (\mathbf{\bar{E}}_1 + \delta \mathbf{\bar{E}}) = 0 \tag{5.21}
\]

This can be rewritten, correct to first order, as:

\[
-\delta \omega \oint_{V_c} \epsilon \mathbf{\bar{E}}_1^* \cdot \mathbf{\bar{E}}_1 + \mathbf{\bar{H}}_1^* \cdot \mathbf{\bar{\mu}}_1 \cdot \mathbf{\bar{H}}_1 \, dv = \omega_1 \oint_{V_c} \mathbf{\bar{H}}_1 \cdot (\mathbf{\bar{\mu}}_1 \cdot \mathbf{\bar{H}}_1)^* - \mathbf{\bar{H}}_1 \cdot (\mathbf{\bar{\mu}}_1 \cdot \mathbf{\bar{H}}_1) \, dv
\]

\[
+ \omega_1 \oint_{V_c} \mathbf{\bar{H}}_1 \cdot (\mathbf{\bar{\mu}}_1 \cdot \mathbf{\bar{H}}_1)^* - \mathbf{\bar{H}}_1 \cdot (\mathbf{\bar{\mu}}_1 \cdot \mathbf{\bar{H}}_1) \, dv \tag{5.22}
\]

Upon close examination of (5.22), it is clear that this can be reduced. Notice that:

\[
\mathbf{\bar{H}}_1 \cdot (\mathbf{\bar{\mu}}_1 \cdot \mathbf{\bar{H}}_1)^* = \mathbf{\bar{H}}_1^* \cdot (\mathbf{\bar{\mu}}_1 \cdot \mathbf{\bar{H}}_1)^*
\]

so

\[
\mathbf{\bar{H}}_1 \cdot (\mathbf{\bar{\mu}}_1 \cdot \mathbf{\bar{H}}_1)^* - \mathbf{\bar{H}}_1^* \cdot (\mathbf{\bar{\mu}}_1 \cdot \mathbf{\bar{H}}_1) = 2 i \Im \mathbf{\bar{H}}_1 \cdot (\mathbf{\bar{\mu}}_1 \cdot \mathbf{\bar{H}}_1)^* \tag{5.23}
\]
This can be reduced even further using the symmetry of tensor permeability. For any non-zero biasing field the tensor permeability will have the general form:

\[
\begin{bmatrix}
\mu_{11} & -i \mu_{12} & 0 \\
i \mu_{12} & \mu_{11} & 0 \\
0 & 0 & \mu_z
\end{bmatrix}
\]

LeCraw and Spencer have shown that a ferrite must have this symmetry regardless of whether or not it is magnetically saturated (Ref. 32). Then using tensor notation, \(\overline{H}_1 \cdot (\overline{\mu} \cdot \overline{H}_1)^*\) can be evaluated:

\[
\begin{align*}
\begin{bmatrix}
H_{lx} \\
H_{ly} \\
H_{lz}
\end{bmatrix} & \cdot \begin{bmatrix}
\mu_{11}^* & i \mu_{12}^* & 0 \\
-i \mu_{12}^* & \mu_{11}^* & 0 \\
0 & 0 & \mu_z^*
\end{bmatrix} \begin{bmatrix}
H_{lx}^* \\
H_{ly}^* \\
H_{lz}^*
\end{bmatrix} \\
& = \begin{bmatrix}
\mu_{11}^* H_{lx}^* + i \mu_{12}^* H_{ly}^* \\
-i \mu_{12}^* H_{lx}^* + \mu_{11}^* H_{ly}^* \\
\mu_z^* H_{lz}^*
\end{bmatrix}
\end{align*}
\]

\[(5.24)\]

\[
\begin{align*}
& = \mu_{11}^* \overline{H}_{lt} \cdot \overline{H}_1^* + i \mu_{12}^* \overline{H}_{lx} \overline{H}_1^* - i \mu_{12}^* \overline{H}_{ly} \overline{H}_1^* + \mu_{11}^* \overline{H}_{ly} \overline{H}_1^* + \mu_z^* \overline{H}_{lz} \overline{H}_1^* \\
& = \mu_{11}^* \overline{H}_{lt} \cdot \overline{H}_1^* + \mu_{12}^* \overline{H}_1 \overline{H}_1^* + \mu_z^* \overline{H}_{lz} \overline{H}_1^* \\
& = \mu_{11}^* \overline{H}_{lt} \cdot \overline{H}_1^* + \mu_{12}^* \overline{H}_1 \overline{H}_1^* + \mu_z^* \overline{H}_{lz} \overline{H}_1^*
\end{align*}
\]

Two special cases of polarization will occur in most normal applications, these being linear polarization for which \(\overline{H}_1 \times \overline{H}_1^* = 0\), and circular polarization for which \(\mu_{12} = 0\). Thus (5.24) reduces even further to

\[
\mu_{11}^* \overline{H}_{lt} \cdot \overline{H}_1^* + \mu_z^* \overline{H}_{lz} \overline{H}_1^* = \mu_{11} '' |H_{lt}|^2
\]

(5.25)
We next examine more closely the last term in Eq. 5.22, i.e., \( \delta H \cdot (\overline{\mu}_1 \cdot \overline{H}_1)^* - H_1^* \cdot (\overline{\mu}_1 \cdot \delta H) \)

\[
\delta H \cdot (\overline{\mu}_1 \cdot \overline{H}_1)^* = \begin{bmatrix} \delta H_X \\ \delta H_Y \\ \delta H_Z \end{bmatrix} \cdot \begin{bmatrix} \mu_{11}^* & \mu_{12}^* & 0 \\ -i \mu_{12}^* & \mu_{11}^* & 0 \\ 0 & 0 & \mu_z^* \end{bmatrix} \cdot \begin{bmatrix} H_{1x}^* \\ H_{1y}^* \\ H_{1z}^* \end{bmatrix}
\]

\[
= \begin{bmatrix} \delta H_X \\ \delta H_Y \\ \delta H_Z \end{bmatrix} \cdot \begin{bmatrix} \mu_{11}^* H_{1x}^* + i \mu_{12}^* H_{1y}^* \\ -i \mu_{12}^* H_{1x}^* + \mu_{11}^* H_{1y}^* \\ \mu_z^* H_{1z}^* \end{bmatrix}
\]

\[
= \mu_{11}^* \delta H_t \cdot \overline{H}_t^* + i \mu_{12}^* \delta H \times \overline{H}_1^* \cdot \mathbf{\hat{z}} + \mu_z^* \delta H_z H_{1z}^* \quad (5.26)
\]

\[
H_1^* \cdot (\overline{\mu}_1 \cdot \delta H) = \begin{bmatrix} H_{1x}^* \\ H_{1y}^* \\ H_{1z}^* \end{bmatrix} \cdot \begin{bmatrix} \mu_{11} & -i \mu_{12} & 0 \\ i \mu_{12} & \mu_{11} & 0 \\ 0 & 0 & \mu_z \end{bmatrix} \cdot \begin{bmatrix} \delta H_X \\ \delta H_Y \\ \delta H_Z \end{bmatrix}
\]

\[
= \begin{bmatrix} H_{1x}^* \\ H_{1y}^* \\ H_{1z}^* \end{bmatrix} \cdot \begin{bmatrix} \mu_{11} \delta H_X - i \mu_{12} \delta H_Y \\ i \mu_{12} \delta H_X + \mu_{11} \delta H_Y \\ \mu_z \delta H_z \end{bmatrix}
\]

\[
= \mu_{11} \overline{H}_1^* \delta \overline{H} + i \mu_{12} \delta \overline{H} \times \overline{H}_1^* \cdot \mathbf{\hat{z}} + \mu_z \delta H_z H_{1z}^* \quad (5.27)
\]

Thus

\[
\delta H \cdot (\overline{\mu}_1 \cdot \overline{H}_1)^* - H_1^* \cdot (\overline{\mu}_1 \cdot \delta H) = 2 i \mu_{11}^* \delta H_t \cdot H_t^*
\]

\[
+ 2 i \mu_{12}^* \delta H \times \overline{H}_1^* \cdot \mathbf{\hat{z}} \quad (5.29)
\]
For all frequencies differing from ferromagnetic resonance by more than \( \gamma \Delta H \) in low loss ferrites, \( \mu_{11''} \) and \( \mu_{12''} \) are small quantities. Thus to a good approximation, except very near ferromagnetic resonance, the above term can be neglected. These reductions can be substituted in Eq. 5.22:

\[
-\delta \omega \left[ \int_{\nu_c} \varepsilon \overline{E}_1 \cdot \overline{E}_1^* + \mu_{11}' \overline{H}_{1t} \cdot \overline{H}_{1t}^* + \mu_z \overline{H}_{1z} \overline{H}_{1z}^* \, dv \right]
= \omega_1 \int_{\nu_c} \overline{H}_1^* \cdot (\delta \mu_1' \cdot \overline{H}_1) \, dv
\]  

(5.30)

But for the tunability we are only interested in the change in resonant frequency, i.e., in the real part of \( \omega_1 \) (since \( \omega_1 = \omega_0 + i \frac{\delta}{2} \)). Taking the real part of Eq. 5.30

\[
\delta \omega_0 \left[ \int_{\nu_c} \varepsilon \overline{E}_1 \cdot \overline{E}_1^* + \mu_{11}' \overline{H}_{1t} \cdot \overline{H}_{1t}^* + \mu_z \overline{H}_{1z} \overline{H}_{1z}^* \, dv \right]
- \frac{\delta \beta}{2} \int_{\nu_c} \mu_{11}' \overline{H}_{1t} \cdot \overline{H}_{1t}^* \, dv = \text{Re} \omega_1 \int_{\nu_c} \overline{H}_1^* \cdot (\delta \mu_1' \cdot \overline{H}_1) \, dv
\]  

(5.31)

The second term on the left side of Eq. 5.31 is small compared to the first term for low-loss ferrites, and may be completely ignored. It is consistent with our small-signal assumption (i.e., \( M_z \approx 0 \)) that only transverse components of \( \delta \mu \) are non-zero. Thus the right side of Eq. 5.31 may be written:

\[
\text{Re} \left[ \omega_1 \int_{\nu_c} (\delta \mu_{11}' \overline{H}_{1t} \cdot \overline{H}_{1t}^* + i \frac{\delta \mu_{12}'}{2} \overline{H}_{1t} \times \overline{H}_{1t}^* \cdot z) \, dv \right]
\]  

(5.32)

and once again, for either linear or circular polarization,

\[
\delta \mu_{12}(\overline{H}_{1t}^* \times \overline{H}_{1t}) = 0.
\]

Then Eq. 5.32 can be written:

\[
\omega_o \int_{\nu_s} \delta \mu_{11}' (\overline{H}_{1t} \cdot \overline{H}_{1t}^*) \, dv + \frac{\delta}{2} \int_{\nu_s} \delta \mu_{11''} (\overline{H}_{1t} \cdot \overline{H}_{1t}^*) \, dv
\]

\[
\approx \omega_o \int_{\nu_s} \delta \mu_{11}' \overline{H}_{1t} \cdot \overline{H}_{1t}^* \, dv
\]  

(5.33)
where the integration is taken only over the sample since \( \delta \mu = 0 \) outside the sample. Then solving for \( \delta \omega_o \)

\[
\delta \omega_o = - \frac{\omega_o \int_{V_S} \delta \mu_{11} (\overline{H}_{1t} \cdot \overline{H}_{1t}^*) \, dv}{\int_{V_c} \varepsilon \overline{E}_1 \cdot \overline{E}_1^* + \mu_{11}' \overline{H}_{1t} \cdot \overline{H}_{1t}^* + \mu_z H_{1z} H_{1z}^* \, dv}
\]  

(5.34)

The initial assumption for this problem was that \( \omega_1 \) is a complex frequency of cavity resonance. Thus fields \( \overline{E}_1 \) and \( \overline{H}_1 \) are the fields at resonance which implies that the electric energy stored is the same as the magnetic energy stored. That is:

\[
\int_{V_c} \varepsilon \overline{E}_1 \cdot \overline{E}_1^* \, dv = \int_{V_c} \mu_{11}' \overline{H}_{1t} \cdot \overline{H}_{1t}^* + \mu_z H_{1z} H_{1z}^* \, dv
\]

Then Eq. 5.34 can be written in terms of the permeability and magnetic fields only.

\[
\frac{\delta \omega_o}{\omega_o} = - \frac{1}{2} \frac{\int_{V_S} \delta \mu_{11}' \overline{H}_{1t} \cdot \overline{H}_{1t}^* \, dv}{\int_{V_c} \mu_{11}' \overline{H}_{1t} \cdot \overline{H}_{1t}^* + \mu_z H_{1z} H_{1z}^* \, dv}
\]  

(5.35)

It was originally postulated for this problem that \( \delta \mu \) is produced by \( \delta H_o \)

\[
\delta \mu = \frac{\partial \mu}{\partial H_o} \delta H_o = \mu_o \frac{\partial \mu}{\partial H_o} \delta H_o
\]

Using this relation, the tunability can be found from Eq. 5.35.

\[
T = \frac{1}{\omega_o} \frac{\partial \omega_o}{\partial H_o} = - \frac{1}{2} \frac{\int_{V_S} \frac{\partial \mu_{11}'}{\partial H_o} (\overline{H}_{1t} \cdot \overline{H}_{1t}^*) \, dv}{\int_{V_c} \mu_{11}' \overline{H}_{1t} \cdot \overline{H}_{1t}^* + \mu_z H_{1z} H_{1z}^* \, dv}
\]  

(5.36)

Notice that the tunability will be largest for those field distributions with no axial (i.e., along \( H_o \)) component. For such field distributions Eq. 5.36 becomes:
\[ T = -\frac{1}{2} \left( \int_{V_s} \frac{\partial x_{11}'}{\partial H_0} |H_{lt}|^2 \, dv + \int_{V_c} |H_{lt}|^2 \, dv + \int_{V_s} x_{11}' |H_{lt}|^2 \, dv \right) \]  

It should be noted that the derivation of (5.31) is independent of the type of polarization assumed. If circular polarization is assumed then \( x_{11}' = (x^\pm)' \) in (5.31) where the \( \pm \) refers to the forward and backward precessing fields in the sample with respect to \( H_0 \). In this case \( |H_{lt}|^2 \) is the absolute value of the total transverse field; i.e.,

\[ |H_{lt}|^2 = |H_x|^2 + |H_y|^2 \]

The expression (5.37) can be used to find the tunability for an arbitrary sample in a cavity, as long as losses can safely be ignored. This latter condition is approximately satisfied for low-loss ferrites at frequencies away from ferromagnetic resonance. For ferrites below saturation, it would be necessary to measure \( \frac{\partial x_{11}'}{\partial H_0} \) to compute tunability. However, for ferrites above saturation the Polder susceptibility describes the magnetic state of the sample quite closely (Ref. 33). Even for this case, it is difficult to compute \( T \) unless \( x_{11}' \) and \( \frac{\partial x_{11}'}{\partial H_0} \) are uniform throughout the sample. Such is the case for ellipsoids of revolution which are biased along the axis of symmetry. Because it is relatively easy to obtain low-loss samples in ellipsoidal shapes, and because spheres were used in experiments, specialized expressions for tunability applicable to these geometries will prove useful.

5.5 The Tunability for Magnetically Saturated Samples

The tunability will be studied for a small sphere of low-loss ferrite at frequencies far enough from ferromagnetic resonance that \( x'' \ll x' \). The restriction to a small sphere is not necessary for the validity of Eq. 5.37. Rather, it affords a simplification in the expression which renders \( T \) more easily calculable. It will be shown later that the insight gained from the study of Eq. 5.37 will enable us to predict a maximum tunability for any configuration. For a spherical sample biased to saturation, \( \frac{\partial x_{11}'}{\partial H_0} \) and \( x_{11}' \) are independent of position and can be factored out of the integrals in Eq. 5.37. For the small sample approximation then:
Thus, Eq. 5.31 can be written

\[ T = -\frac{1}{2} \frac{\delta x_{11}}{\partial H_0} \frac{\int_{V_s} |H_{11}|^2 \, dv}{\int_{V_c} |H_{11}|^2 \, dv} \]  \hspace{1cm} (5.38)

It has already been remarked that Eq. 5.37 (and, of course, Eq. 5.38) is independent of the polarization of the fields. Because circularly polarized fields were used in experimental determinations of \( T \), such polarization will be assumed in the following computations for which \( x_{11} \) must be replaced by \((x^\pm)^{1}\). The right-hand polarized component will be assumed since it leads to the largest \( T \). Away from ferromagnetic resonance,

\[ x^+ = \frac{\gamma M_0 \left( \gamma H_0 - f \right)}{(\gamma H_0 - f)^2 + \alpha^2 f^2} \]

(Ref. 33). Substituting this in Eq. 5.39, thus:

\[
\frac{1}{f_0} \left. \frac{d f_0}{d H_0} \right|_{f=f_0} = \frac{\gamma^2 M_0 \left[ (\gamma H_0 - f_0)^2 - \alpha^2 f_0^2 \right]}{\left[ (\gamma H_0 - f_0)^2 + \alpha^2 f_0^2 \right]} \frac{\int_{V_s} |H|^2 \, dv}{\int_{V_c} |H|^2 \, dv} \]

\[ = \frac{2 \left[ (\gamma H_0 - f_0)^2 - \alpha^2 f_0^2 \right]}{\left[ (\gamma H_0 - f_0)^2 + \alpha^2 f_0^2 \right]^2} \]  \hspace{1cm} (5.40)

It was shown that Eq. 5.40 is independent of first order variations in the r-f magnetic field distribution. Thus for small changes in \( H_0 \), "a" will be approximately independent of \( H_0 \).

It will be convenient in subsequent calculations to disregard any variations in "a", but it should be remembered that the validity of any expression is restricted by this assumption.

It will be important at a later point to notice that, for small enough samples, "a" is roughly proportional to the ratio of sample to cavity volumes.
5.5.1 Properties of the Tuning Curve. Equation 5.40 can be solved by rearranging and integrating. However, the integration is rather complicated and the solution is the inverse of the desired function in transcendental form. Fortunately, it is possible to sketch the solution to this equation for various values of the parameter \( a \). For very small values of \( H_0 \) the cavity frequency is near its unperturbed value and the slope \( df/dH_0 \) is nearly zero. As the magnetic field is increased, the frequency difference between ferromagnetic resonance and cavity resonance is decreased, and the slope \( df_0/dH_0 \) is increased. Two fairly distinct tuning profiles [i.e., \( f_0(H_0) \)] can result depending upon the relative size of \( a \). For very small "\( a \)" the cavity resonant frequency is perturbed up to some maximum frequency, and \( df_0/dH_0 \) reaches a maximum when ferromagnetic resonance and cavity resonance are very close together. This situation is depicted in Fig. 5-3 by the dashed curve and is the normal circumstance in ferromagnetic resonance experiments. However, if "\( a \)" is relatively large, then as ferromagnetic resonance is brought near cavity resonance the slope \( df_0/dH_0 \) increases to a maximum of \( \gamma \). For this case it is impossible for ferromagnetic resonance and cavity resonance to coincide. This latter situation is depicted in the solid curve of Fig. 5-3, and will be discussed both analytically and experimentally in the next few paragraphs because it is this circumstance which is most useful for building phase-shift amplifiers.

Fig. 5-3. Cavity resonant frequency vs. applied magnetic field for two different sample sizes. The parameter \( a_2 \) is related to the larger sample while \( a_1 \) is related to the smaller, so that \( a_2 >> a_1 \).
Several interesting properties of the curve labeled $a_1$ can be observed. The curve has a horizontal tangent where

$$f_0(1 + a) = \gamma H_0$$

and as $H_0 \to \infty$. When cavity and ferromagnetic resonances are equal, the slope is negative. In addition, if $f_0$ is a microwave signal then the slope $df_0/dH_0$ is very small near $H_0 = 0$. Thus for very small $H_0$ the cavity resonance is only slightly perturbed, but as $H_0$ is increased $f_0 - \gamma H_0$ decreases and the slope increases, reaching a maximum value. A further increase in $H_0$ causes the slope to decrease to a minimum value and then back to zero as $H_0 \to \infty$. The general shape of $f_0(H_0)$ is shown in the figure.

### 5.5.2 Solution of the Tuning Curve Equation

Of even greater interest is the curve labelled $a_2$, for which it has been assumed that "a" is sufficiently large that $|H_0 - f_0/\gamma|$ is several times larger than the ferromagnetic linewidth. In this case, Eq. 5.40 reduces to:

$$\frac{df_0}{dH_0} \approx \frac{a}{(\gamma H_0 - f_0)^2} \quad (5.41)$$

It is convenient to solve this equation for the dependent variable $y$ where $y = \gamma H_0 - f_0$. Equation 5.41, written in terms of the new variable, has the form:

$$y^2 \frac{dy}{dH_0} = -(a - \gamma y^2) \quad (5.42)$$

This equation is difficult to solve directly for $y(H_0)$. However, the inverse function $H_0(y)$ can be found by straightforward integration:

$$-(H_0 - H_{0_1}) = \int_{y_0}^{y} \frac{y^2 \, dy}{a - \gamma y^2} \quad (5.43)$$

where for convenience $H_{0_1}$, the initial value for $H_0$, is chosen as zero. The solution can be written at once using integration tables:

$$-H_0 = \frac{y - y_0}{-\gamma} + \frac{a}{2\gamma \sqrt{a\gamma}} \log \left[ \frac{a + y\sqrt{a\gamma}}{a - y\sqrt{a\gamma}} \left( \frac{a - y_0\sqrt{a\gamma}}{a + y_0\sqrt{a\gamma}} \right) \right] \quad (5.44)$$
Several interesting properties of the solution are evident upon close inspection. The unperturbed resonant frequency of the cavity is quite large, so \( y_o \ll -\sqrt{(a/\gamma)} \) and:

\[
-H_o = \frac{y - y_o}{-\gamma} + \frac{a}{2\gamma \sqrt{a\gamma}} \log \left( \frac{y_o + \sqrt{a/\gamma}}{y_o - \sqrt{a/\gamma}} \right)
\]  

(5.45)

For a real solution, \( y \geq -\sqrt{(a/\gamma)} \), or \( y \leq -\sqrt{(a/\gamma)} \). A graph of the solution to this differential equation is given in Fig. 5-4, assuming \( y_o \ll -\sqrt{(a/\gamma)} \). Observe that this solution approaches \( \sqrt{(a/\gamma)} \) exponentially for large \( H_o \). Thus, the curve \( f_o(H_o) \) approaches the curve \( \gamma H_o \) exponentially for large \( H_o \), and that the frequency difference between cavity resonance and ferromagnetic resonance approaches a constant value which depends upon \( a/\gamma \) and therefore upon

![Graph of the solution \( y(H_o) \).](image)

the ratio of sample size to cavity size. It is worthwhile to check the validity of the assumption which was made in deriving the simplified form of Eq. 5.40. That assumption was that \( \gamma H_o - f_o \gg \alpha f_o = \gamma \Delta H \) where \( \Delta H \) is the ferromagnetic linewidth. But it has just been shown that \( y \leq -\sqrt{(a/\gamma)} \) which means \( \gamma f_o - H_o > \sqrt{(a/\gamma)} \). But:

\[
a = \gamma^2 M_o \frac{v_s}{v_c}
\]

(5.46)

Thus, if \( \frac{\gamma M_o v_s f_o}{v_c} \ll 10 \gamma \Delta H \), the assumption is valid. This dictates that
\[
\frac{v_S}{v_c} \approx \frac{100(\gamma \Delta H)^2}{M_o f_o} \tag{5.47}
\]

which for YIG is approximately

\[
\frac{v_S}{v_c} \approx 10^{-5} \tag{5.48}
\]

That is, this approximate theory is valid if \(v_S \ll 10^{-5} v_c\).

Another, and even more important, fact is that \(\frac{df_o}{dH_o}\) has a maximum value. This can be shown by finding the maximum value from Eq. 5.41 which leads to

5.41 which leads to

\[
\frac{d^2 f_o}{dH_o^2} = 0 = -\frac{2a(\gamma - \frac{df_o}{dH_o})}{(\gamma H_o - f)^3} \tag{5.49}
\]

Clearly, \(\frac{df_o}{dH_o}\bigg|_{max} = \gamma\), independent of the size of \(a\). This result is extremely significant for phase-shift amplifiers, since it predicts that the tunability for any cavity which is tuned by a sample near ferromagnetic resonance has the maximum value:

\[
T_{max} = \frac{\gamma}{f_o} \tag{5.50}
\]

It is important to note that this result is not fundamental to ferrite-tuned cavities but results only when the ferrite is operating near ferromagnetic resonance. This result may be attributed to the fact that the nonlinear properties occur in the frequency region in which the ferrite is also most dispersive. In a succeeding section, it will be shown that tunability of unsaturated samples near zero bias can actually be larger than \(\gamma/f_o\). However, it is first of interest to give experimental evidence in support of the prediction \(T_{max} = \gamma/f_o\).

5.5.3 Experimental Verification of Maximum Tunability. An experiment was performed which tends to support the validity of Eq. 5.40 and the approximations which lead to Eq. 5.41. A sphere (diameter \(100\)) of highly polished YIG was mounted in the center of a circularly cylindrical cavity. The cavity was excited in the \(\text{TM}_{110}\) circularly polarized mode,
and the entire structure was placed between the pole faces of a large, regulated electromagnet. A pump field transverse to the biasing field was used. Resonant frequency vs. applied magnetic field was measured (see Fig. 5-5). The resonant frequency was measured with a high-Q reaction-type wavemeter. The magnetic field at the sample location ($H_e$) was determined, based on a measurement of the field at a convenient location outside the cavity. The cavity was then removed and the field at the sample location was then calibrated with respect to these measurements by measurements of fields with the cavity removed. This procedure determines $H_e$ quite precisely because the cavity is nonmagnetic, and the sample is small.

![Diagram](image)

**Fig. 5-5.** Block diagram of circuit used to measure magnetic field relationship at resonant frequency. The external magnetic field at the sample location can be found from its value at the magnet pole faces.

The sample was loosely mounted, so that upon application of the field it could be rotated until the easy axis was aligned with the biasing field. From Section 3.5.1 it is known that ferromagnetic resonance is given, in this case, by:

$$f_{res} = \gamma \left( H_e + \frac{4}{3} \frac{K}{\gamma M_o} \right)$$  \hspace{1cm} (5.51)

$H_e$ is the externally applied field, and for YIG $\frac{4}{3} \frac{K}{\gamma M_o} \approx 57$ Oe. The effect of anisotropy has been accounted for in the computations by placing

$$H_o = (H_e + 57 \text{ Oe})$$  \hspace{1cm} (5.52)

According to the assumptions, expression 5.41 can be written in the form:
\[
\frac{df_o}{dH_o} = \frac{Af_o}{(\gamma H_o - f_o)^2}
\]  

(5.53)

For the sample used in this experiment \(\frac{V_s}{V_c} \approx 2 \times 10^{-3}\), so that the condition (5.48) is satisfied and the above equation is valid. The coefficient \(A\) was empirically evaluated at one point and \(\frac{df_o}{dH_o}\) computed at seven other data points. The accompanying data in Table 5-1 and the graph illustrate the excellent correlation between theoretical and measured \(\frac{df_o}{dH_o}\) (see Fig. 5-6).

\(f_o\) = cavity resonant frequency

\(H_e\) = external magnetic field

\(\delta H_e\) = incremental change in \(H_e\)

Table 5-1. Tuning Rate Data

<table>
<thead>
<tr>
<th>(f_o (G_c))</th>
<th>(H_e) (KOe)</th>
<th>(\delta H_e) (Oe)</th>
<th>(\frac{df_o}{dH_o}) (Mc/Oe)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.225</td>
<td>2.580</td>
<td>0</td>
<td>0.05</td>
</tr>
<tr>
<td>9.230</td>
<td>2.955</td>
<td>105</td>
<td>0.12</td>
</tr>
<tr>
<td>9.241</td>
<td>3.031</td>
<td>181</td>
<td>0.20</td>
</tr>
<tr>
<td>9.260</td>
<td>3.132</td>
<td>282</td>
<td>0.40</td>
</tr>
<tr>
<td>9.285</td>
<td>3.184</td>
<td>334</td>
<td>1.28</td>
</tr>
<tr>
<td>9.308</td>
<td>3.202</td>
<td>352</td>
<td>1.78</td>
</tr>
<tr>
<td>9.340</td>
<td>3.220</td>
<td>370</td>
<td>2.22</td>
</tr>
<tr>
<td>9.380</td>
<td>3.238</td>
<td>388</td>
<td>2.55</td>
</tr>
<tr>
<td>9.426</td>
<td>3.256</td>
<td>406</td>
<td>2.60</td>
</tr>
<tr>
<td>9.470</td>
<td>3.274</td>
<td>424</td>
<td>2.70</td>
</tr>
<tr>
<td>9.519</td>
<td>3.292</td>
<td>442</td>
<td>2.75</td>
</tr>
<tr>
<td>9.570</td>
<td>3.310</td>
<td>460</td>
<td>2.80</td>
</tr>
<tr>
<td>9.622</td>
<td>3.328</td>
<td>478</td>
<td>2.80</td>
</tr>
</tbody>
</table>

A is evaluated at the first point:

\[
\frac{df_o}{dH_o} = \frac{Af_o}{(\gamma H_o - f_o)^2} = 0.05
\]
\[ A = \frac{9.225 \times 10^3}{115 \times 10^4} \]  
\[ = 6.3 \]  

(5.54)

Using this value for \( A \) the theoretical and experimental values for \( \frac{df_o}{dH_o} \) are shown in Fig. 5-6.

The rather good correlation between theoretical and experimental results tends to verify that the maximum tuning rate is that of ferromagnetic resonance (i.e., 2.8 Mc/Oe).

Another rough check on the validity of this equation can be made by estimating \( A \).

---

**Fig. 5-6.** Graph of tuning rate \( \frac{df_o}{dH_o} \) of circularly polarized cavity with 100" diameter sphere of YIG. \( \delta H \) is the variation in biasing field from the arbitrary starting point \( H_c = 2.85 \) KOe.

\[
A = \frac{\gamma^2 M_0}{2} \frac{\int_{v_s} |H_{lt}|^2 \, dv}{\int_{v_c} |H_{lt}|^2 \, dv} \approx \frac{\gamma^2 M_0 v_s}{2 v_c} \]  
\[ \approx \frac{\gamma^2 M_0 v_s}{2 v_c} \]  

(5.55)

where

\[
\gamma = 2.8
\]

\[ 4\pi M_0 = 1700 \text{ Gauss} \]

\[ v_s/v_c \approx 2 \times 10^{-3} \]
for which \( A = 3.4 \). This value compares favorably with the empirical constant 6.3. Thus, in this experiment the tunability has been found to be a function of sample size and to have a value not greater than \( \gamma/f_0 \).

5.5.4 An Alternative Viewpoint to Maximum Tunability. Another interesting explanation for the observed maximum tunability near ferromagnetic resonance can be seen from the equivalent circuit for this configuration which is presented in Fig. 5-7. In this figure the cavity has been represented at one of its resonant modes \( \omega_c \), and the sample has been represented as a resonant circuit which is inductively coupled to the cavity. The coupling coefficient \( k \) is determined by the sample volume and by its location in the cavity. This circuit is equivalent, with respect to the cavity input, to the circuit shown in Fig. 5-8.

For the case just considered, ferromagnetic resonance is sufficiently far from cavity resonance that the reflected impedance \( Z_{\text{refl}} \) is almost entirely reactive (i.e., \( Z_{\text{refl}} \approx 1/j\omega_c \)). Variations in the bias field produce variations in the magnitude of the reflected reactance and serve to vary the cavity resonant frequency \( \omega_c \). It was shown for this case that the rate
at which \( \omega_c \) varies per unit change in signal field is the gyromagnetic ratio (i.e., 2.8 Mc/Oe). However when ferromagnetic resonance is near \( \omega_c \) the perturbation approximation of the previous case is not valid and a somewhat different technique must be used to compute the tunability.

When ferromagnetic resonance is near the empty-cavity resonance, then the equivalent circuit consists of two strongly coupled tuned circuits of nearly equal resonant frequency. It is well known that the magnitude of the driving point impedance for this circuit is similar to that shown in Fig. 5-9. The concept of tunability is applicable at both \( \omega_1 \) and \( \omega_2 \). This parameter is proportional to:

\[
T_{1,2} \sim \frac{d\omega_{1,2}}{dH}
\]

![Diagram](image)

**Fig. 5-9.** Magnitude of the driving point impedance for two strongly coupled resonant circuits.

It is well known (e.g., Ref. 51) that these frequencies (i.e., \( \omega_1 \) and \( \omega_2 \)) are related to the uncoupled resonant frequencies:

\[
\omega_{1,2} = \omega_{\text{res}} \pm \frac{k \, \omega_m}{2}
\]

where \( \omega_m = \omega_c = \omega_{\text{res}} \) and \( k \) is the coupling coefficient. The tunabilities which can be defined for this circumstance are:
\[ T_{1,2} = \frac{1}{\omega_{1,2}} \frac{d\omega_{1,2}}{dH} \]

\[ = \frac{1}{\omega_{1,2}} \frac{d\omega_{\text{res}}}{dH} \]

\[ = \frac{2\pi f}{\omega_{1,2}} = \frac{\gamma}{f_0} \quad (5.56) \]

Thus it has been shown that the tunability, for the configuration in which a magnetically saturated ferrite sample is used to tune a microwave cavity, is fundamentally limited to \( \frac{\gamma}{f_0} \).

5.6 Tunability of Magnetically Unsaturated Samples

As stated previously, an analysis based upon tunability is applicable to both saturated and unsaturated samples. The principal difference between these cases is that no simple functional relation \( f'_o(H_o) \) can be found for the latter. However, a number of experimental measurements have been performed to determine \( \mu(H_o) \) for various ferrites for values of \( H_o \) below magnetic saturation and such information is available in graphical form in the literature. Examination of these curves reveals that ferrite materials are the most non-linear near ferromagnetic resonance and near zero bias field (Ref. 34). The dependence of \( x' \) upon \( H_o \) at \( f = 6.2 \text{ kMc} \) for high density Mn Mg ferrite of low coercive force has been given in an article by Weiss (Ref. 35) (Here we use the simplified notation \( x' \) for \( x'_{\|} \))

\[ \frac{\partial x'}{\partial H} \bigg|_{H_o=0} \cong .07 \]

\[ x' \bigg|_{H_o=0} \cong .81 \quad (5.57) \]

The properties which make a ferrite useful in a phase-shift amplifier can be seen qualitatively by examining a typical B-H loop of these materials as shown in Fig. 5-10. It is difficult to define a field at which it is fully saturated, because saturation in ferrites occurs very gradually. However, a convenient measure of saturation is the field at which \( B = .9 B_{\text{max}} \). This field can be labeled \( H_s \). An estimate of the maximum slope \( \frac{\partial \mu}{\partial H} \) in
terms of these quantities is, referring to Fig. 5-10,

\[ \frac{\partial \mu}{\partial H} \bigg|_{\text{max}} \approx \frac{\mu_{\text{max}} - \mu_0}{H - H_s} \]  

(5.58)

![Diagram of B-H loop and permeability for typical ferrite.](image)

**Fig. 5-10.** B-H loop and permeability for typical ferrite.

Materials which tend to saturate for small magnetic fields generally tend to be most useful in ferrite phase-shift amplifiers. Such materials are generally referred to as square-loop materials and it is known that \( H_c \) is some significant fraction of \( H_s \). Thus, magnetic material with a low saturation will generally be optimum for phase-shift amplification. The material reported by Weiss has these desirable properties and is perhaps the best material for our purpose which has been reported in the literature.

If it is assumed that \( \frac{\partial x'}{\partial H_0} \) is approximately independent of position in the sample, tunability can be estimated from Eq. 5.38. For purposes of comparison with the saturated samples, the tuning rate can be found from the tunability. This number will tend to be the largest for the condition

\[ \frac{\int_{V_s} |H|^2 \ dv}{\int_{V_c} |H|^2 \ dv} = 1 \]  

(5.59)
for which the tuning rate is given by:

\[
\frac{df}{dH} \bigg|_{H_0=0} = -\frac{f_0}{2} \frac{\partial x'}{\partial H} \bigg|_{H_0=0}
\]

\[\approx 350 \text{ Mc/Oe} \quad (5.60)\]

The result (Eq. 5.60) appears significant when compared with the tunability of the ferromagnetic resonance configuration and suggests that the unsaturated sample which completely fills the cavity tends to be optimum. However, it was shown that the transducer gain varies inversely with sample volume, while the unsaturated sample must fill the cavity if the large tuning rate is to be obtained. This tends to offset some of the apparent advantage enjoyed by the larger tunability. For this reason a more meaningful comparison between these two configurations can be made on the basis of the parameter \(T'\) which has already been defined:

\[
T' = \frac{T}{\left( \int \mu f^2(r) \, dv \right)^{1/2}} \quad (5.61)
\]

It is of interest to compare the maximum value of \(T'\) for the material reported by Weiss and for the configuration at ferromagnetic resonance. The signal field which tends to maximize \(T'\) is that for which the integral

\[
\int_{-v_s}^{v_c} \mu |f(r)|^2 \, dv
\]

is a minimum. This integral is minimized for the condition

\[f(r) = 1 \text{ inside the sample} \]
\[= 0 \text{ outside the sample}\]

and the minimum value for this condition is \(\mu_s v_s^2\). But since it has already been demonstrated that \(T\) depends upon \(v_s\) for both configurations, there is a \(v_s\) for each for which \(T'\) is maximized. Figure 5-11 illustrated \(T(v_s)\) for both configurations. From these curves it is clear that, for ferromagnetic resonance configuration, \(T'\) is maximum for \(v_s = v_{sm}\) and that while for the other configuration, \(T'\) is maximum for \(v_s = v_c'.\)
Fig. 5-11. Tunability vs. sample volume. Curves have no physical significance to the right of $v_c$ and are not to scale.

Though computation of $v_{sm}$ is very difficult, an order of magnitude estimate is possible, leading to only an order of magnitude estimate of $T'$. However, this provides an adequate comparison since the estimate of $T$ for the unsaturated case was based upon an estimate of $\frac{\partial x'}{\partial H_0}$ which is good to only an order of magnitude. It has been shown that, if $v_s > 10^{-5} v_c$, then the curve labelled $a_2$ in Fig. 5-3 is the appropriate tuning curve. For $v_s$ smaller than this value, $a_1$ is appropriate. Thus $v_{sm} = 10^{-5} v_c$ is an order of magnitude estimate, where $v_c$ is the empty cavity volume.

A similar estimate of maximum $T'$ can be made for an unsaturated sample in an optimum configuration, i.e., with the sample completely filling the cavity. Since the dimensions of the ferrite filled cavity are reduced from the empty cavity values by the factor $(\mu \varepsilon)^{-\frac{1}{3}}$,

$$v_s = (\mu \varepsilon)^{-\frac{3}{2}} v_c$$

For the material reported by Weiss $\mu \approx 1$ and $\varepsilon \approx 16$ for which

$$v_s \approx \frac{v_c}{70}$$

where $v_c$ is the volume of an empty cavity.
The sample permeabilities at the signal frequency tend to be quite different for the two cases. The ferromagnetic resonance configuration is magnetically saturated so $\mu_s \approx 1$ for this case. However, for the Mn Mg material reported by Weiss $\mu_s \approx 70$.

Using these estimates the $T'$ for the two cases are given approximately by:

$$T' = \frac{2.8}{f_o \sqrt{10^{-5} v_c}}$$

$$\approx \frac{10^3}{f_o \sqrt{v_c}} \quad \text{for the ferromagnetic resonance configuration}$$

and

$$T' = \frac{350}{f_o \sqrt{\mu_s v_c / 70}}$$

$$\approx \frac{350}{f_o \sqrt{v_c}} \quad \text{for the unsaturated case using the material reported by Weiss.} \quad (5.62)$$

Since these estimates are only good to an order of magnitude, it is impossible to conclude that either is superior, even though the $T$ value for the unsaturated material exceeds that near ferromagnetic resonance by more than two orders of magnitude. An experimental investigation of these two cases reported in the next chapter shows which of these configurations tends to be optimum for phase-shift amplification.

It has been shown that the threshold for a ferrite phase-shift amplifier is proportional to the integral

$$\int \mu |f|^2 \, dv$$

where $f(r)$ is the signal field distribution. From this it was shown that the minimum threshold tends to be proportional to sample volume assuming the signal field is large in the sample and small outside. In this case, a small-sized sample is clearly optimum which suggests that thin magnetic films might be successfully employed in phase-shift amplifiers. For this reason, it is natural to study the tunability of thin films.
5. Tunability of Thin-Film Samples

The tunability of bulk ferrite samples is determined by the dependence of the permeability at some r-f frequency upon the magnetic field at some lower frequency. Recall that optimum coupling occurs in ferrites when these two fields are physically orthogonal. Thus it is natural, in investigating tunability of thin films, to consider the dependence of r-f permeability in a thin film upon a low-frequency magnetic field which is orthogonal to the permeability components. This relationship has been investigated on the basis of the free energy in the sample and is reported in the literature (Ref. 36).

For frequencies below about one hundred megacycles thin films can be characterized by the so called quasi-static theory. For a single domain with magnetic fields $h_1$ and $h_2$ applied simultaneously, the free energy of the sample is given by (Ref. 36)

$$W = K \sin^2 \phi - h_1 \frac{M}{\mu_0} \cos \phi \cos \psi - h_2 \frac{M}{\mu_0} \sin \phi \cos \psi + \frac{M^2}{\mu_0^3} \sin^2 \psi$$

where $M$ is the magnetization, $K$ is the anisotropy constant, and both $\phi$ and $\psi$ are defined in Fig. 5-12.

![Diagram of magnetic fields](image)

Fig. 5-12. The schematic representation of a thin film (single domain) illustrating the coordinate system and the applied magnetic fields.

Clearly this function is minimized with respect to $\psi$ at $\psi = 0$, and it can be minimized with respect to $\phi$ by placing $\frac{\partial W}{\partial \phi} = 0$. The result of this latter calculation gives:
\[
\sin \phi = \frac{h_2}{H_k} \left( 1 + \frac{h_1}{H_k} \cos \phi \right)^{-1}
\]

(5.63)

where \( H_k = \frac{2 \mu_0 K}{M} \) is the so-called anisotropy field.

This function is extremely useful for representing the response of the thin film to applied fields:

\[
B_1 = \mu_0 (h_1 + M \cos \phi)
\]

\[
B_2 = \mu_0 (h_2 + M \sin \phi)
\]

(5.64)

The nonlinear coupling between \( h_1 \) and \( h_2 \) is potentially useful for phase-shift amplification because the stored energy in the field \( h_2 \) can be controlled by the field \( h_1 \).

A convenient prototype for illustrating this phenomenon is shown in Fig. 5-13 (Ref. 37).

![Fig. 5-13. Schematic illustration of the use of a thin film magnetic sample for phase-shift amplification.](image_url)

In the small-signal approximation \( \sin \phi \approx \phi \) and the coil inductance \( L_2 \) will be approximately independent of \( h_2 \), though it is a very sensitive function of \( h_1 \). The proper use of an element with this property in a phase-shift amplifier is shown in Fig. 5-14.
Fig. 5-14. Illustration of the use of the thin film prototype in a phase-shift amplifier.

The inductance \( L_2 \) is incorporated in a resonant circuit at the pump frequency; the inductance \( L_1 \) is used to produce variations in \( L_2 \) and can properly be called the signal circuit inductance. The performance of this circuit can be predicted successfully if the tunability of \( L_2 \) is known. The most useful tunability is defined by:

\[
T = \frac{1}{\omega_0} \frac{\delta \omega}{\delta i_1} = -\frac{1}{2} \frac{L_2}{L_2} \frac{\delta L_2}{\delta i_1}
\]  \hspace{1cm} (5.65)

The inductance \( L_2 \) can be approximated by the low-frequency model up to UHF frequencies, due to the extremely small size of such a single-domain thin-film sample. Using this approximation, the inductance \( L_2 \) is given by:

\[
L_2 = \frac{\lambda_2}{i_2}
\]

\[
\approx L_0 \left[ 1 + \frac{M A m}{A H_k} \left( \frac{1}{1 + \frac{h_1}{H_k}} \right) \right]
\]  \hspace{1cm} (5.66)

where \( L_0 = \mu_0 N k_2 \) is the inductance of the air-core coil \( L_2 \), \( A_m \) and \( A \) are, respectively, the cross-sectional area of the material and coil, and \( k_1 \) and \( k_2 \) are given by:

\[
h_1 = k_1 i_1
\]

\[
h_2 = k_2 i_2
\]
The tunability is given by

\[
T = \frac{k_1 M A_m}{2AH_k^2 \left( 1 + \frac{h_1}{H_k} \right)^2} \left( 1 + \frac{1}{1 + \frac{h_1}{H_k}} \right)
\]

which is maximum at \( h_1 = 0 \) (i.e., \( h_1 = 0 \)). Thus at \( h_1 = 0 \) the tunability is given by:

\[
T = \frac{M A_m k_1}{2AH_k^2} \left( 1 + \frac{1}{1 + \frac{h_1}{H_k}} \right)
\]

This quantity tends to be optimized for the smallest possible \( H_k \) and the largest \( A_m/A \). However, \( H_k \) is determined by the material composition and by the technique used to deposit the film. Typically, \( H_k \) is not less than about 1 or 2 Oersteds. The cross-sectional area of the film, relative to the total cross section of film and substrate, is determined largely by practical considerations of strength, but generally the tunability is optimized for the smallest possible substrate.

Although it is not strictly a ferrite the material which has received greatest study lately as a thin film and which has a low \( H_k \) (\( \approx 2 \) Oe) is permalloy of the approximate composition Ni - 80 percent, Fe - 20 percent. It is vacuum-deposited in thin films on thin glass substrates of the order of .006" thick. A typical film will be in the order of 2000 to 10000 Å thick and of the order of 1 cm wide. Further, for a sample cut to dimensions perhaps 1/4" by 1/4", the thin film will tend to be a single magnetic domain. Such a sample was used to prepare an inductor in the form of the prototype model. The inductance \( L_2 \) was measured vs. the current \( i_1 \) for a coil \( L_1 \) consisting of 40 turns. The results of this measurement, made at 8 Mc, are shown in Fig. 5-15 (Ref. 37).
Fig. 5-15. Plot of the variable inductance $L_2$ vs. applied current $i_1$ in $L_1$ (40 turns) in sample prepared according to the prototype model - Fig. 5-10.

The tunability of this circuit near $i_1 = 0$ can be estimated from the slope of the curve $L_2(i)$. For an $L_1$ consisting of 40 turns of wire wound close to the sample, the tunability is approximately:

$$T \approx \frac{1}{120} \text{/Oe}$$  \hspace{1cm} (5.69)

The theoretical limits for tunability can be seen from a somewhat more sophisticated model of the inductor than the static approximation. Smith (Ref. 36) has shown that thin films experience ferromagnetic resonance in much the same way as bulk ferrites. For this reason it can be shown (Ref. 52) that the small-signal equivalent circuit of the transverse winding (i.e., $L_2$) of the thin-film configuration is as shown in Fig. 5-16:

Fig. 5-16. Small-signal equivalent circuit for the transverse winding labelled $L_2$ in Fig. 5-13.
The values of $C$, $G$ and $L_2$ have been determined in Ref. 52:

$$C = \frac{(1+\alpha)^2}{\gamma^2 \frac{4\pi M}{k_2} \lambda_{2m}}$$

$$G = \frac{\alpha}{\gamma k_2 \lambda_{2m}}$$

$$L_2 = \frac{k_2 \lambda_{2m}}{H_k + H_1}$$

(5.70)

where $k_2 = H_2 / H_1$, and $\lambda_{2m}$ is the maximum saturation flux linkage due to $M$. The resonant frequency is given by:

$$\omega_{\text{res}} = \gamma \sqrt{4\pi M(H_k + H_1)}$$

(5.71)

where for permalloy films $4\pi M \approx 10^4$ Gauss. Using this formula, the tunability is given by:

$$T = -\frac{1}{\omega_{\text{res}}} \frac{d\omega_{\text{res}}}{dH_1}$$

$$= \frac{1}{2(H_k + H_1)}$$

(5.72)

independent of $\gamma$ and $M$. This is the theoretical maximum tunability for any given resonant frequency. For example, the tunability at 400 Mc is about .25/Oe. Notice that this is a relatively large tunability compared to that observed for bulk ferrites and compared to the value observed by Pohm.

In addition to the large tunability for this configuration there are also, unfortunately, large sample losses for which the circuit $Q$ tends to be very low. Pohm has shown that the $Q$ due to material losses is given by:

$$Q = \frac{\omega_{\text{res}}(1+\alpha)^2}{4\pi M \gamma \alpha}$$

(5.73)
For permalloy films $\alpha = 0.15$, so that at 400 Mc:

$$Q \approx 1$$

Thus, although the tunability of this configuration is relatively large, its low $Q$ tends to eliminate the possibility of using this configuration in a phase-shift amplifier. On the other hand, if the pump frequency is well below ferromagnetic resonance, then the material losses are less important and a higher circuit $Q$ is possible. For example, Pohm observed $Q = 14$ at 30 Mc for this configuration. In addition if the material loss parameter $\alpha$ can be reduced by an order of magnitude, then the $Q$ at 400 Mc will be increased to roughly 10. Certain of the techniques which were used to develop narrow linewidth bulk ferrites could, in principle, be used to significantly improve the thin film $Q$. It will be shown in the next chapter that a $Q$ of 10 enables the construction of a phase-shift amplifier with a reasonable gain-bandwidth product.

It has already been shown that various bulk ferrites can be meaningfully compared on the basis of $T'$. However, the comparison of bulk ferrites to thin films must account for the difference in optimum pump frequency. For this reason it is convenient to compare the product $f_p T'_\text{max}$ where $f_p$ is the appropriate pump frequency. Table 5-2 has been constructed for this purpose. It reveals the importance of the thin-film configuration for phase-shift amplifiers. It will be shown in the next chapter that phase-shift amplifiers of reasonable gain-bandwidth product can be built if the material $Q$ can be improved by an order of magnitude. $Q$'s comparable with those of bulk ferrite samples should be possible for single crystal films grown on polished substrate. If this improvement in film $Q$ proves possible, the thin film will definitely be the optimum configuration for ferrite phase-shift amplifiers.
Table 5-2  Comparison of Tunabilities

<table>
<thead>
<tr>
<th>Configuration</th>
<th>$T_{max}$ (Mc)</th>
<th>$f_{m}$ (Mc)</th>
<th>$v_{s, min}$ (in$^3$)</th>
<th>$\mu$</th>
<th>$T'_{max}$ (Mc/Oe$\sqrt{\text{in}^3}$)</th>
<th>$f_{m}$</th>
<th>$T'_{max}$ (Mc/Oe$\sqrt{\text{in}^3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulk unsaturated sample (Weiss)</td>
<td>0.035/Oe</td>
<td>$\approx 10^4$</td>
<td>0.2</td>
<td>70</td>
<td>0.07/Oe$\sqrt{\text{in}^3}$</td>
<td>700</td>
<td></td>
</tr>
<tr>
<td>Bulk sample near resonance (opt. size)</td>
<td>2.8 x $10^{-4}$/Oe</td>
<td>$\approx 10^4$</td>
<td>$2 \times 10^{-6}$</td>
<td>1</td>
<td>0.14/Oe$\sqrt{\text{in}^3}$</td>
<td>1400</td>
<td></td>
</tr>
<tr>
<td>Thin film (observed by Pohm)</td>
<td>$1/\sqrt{120}$ Oe</td>
<td>50</td>
<td>$10^{-6}$</td>
<td>1</td>
<td>8/Oe$\sqrt{\text{in}^3}$</td>
<td>400</td>
<td></td>
</tr>
<tr>
<td>Thin film at resonance</td>
<td>0.25/Oe</td>
<td>400</td>
<td>$10^{-6}$</td>
<td>1</td>
<td>$240/Oe\sqrt{\text{in}^3}$</td>
<td>$\approx 10^5$</td>
<td></td>
</tr>
</tbody>
</table>

5.8 Summary

In this chapter the ferrite phase-shift amplifier was considered. It was shown that there is a field orientation at which maximum coupling and, correspondingly, maximum phase-shift amplifier gain occurs. For signal passbands centered at very low frequencies, it was shown that the signal field should be oriented parallel to the biasing field and the pump field should be transverse to that field. For this orientation a particularly convenient prototype amplifier configuration can be synthesized, which is conveniently represented by the parameter which we called tunability. It was further shown that the transducer gain tends to be proportional to the parameter $T'$ which is defined:

$$T' = \frac{T}{\left(\int \mu |f^2(r)| \, dv\right)^{\frac{1}{2}}}$$

where $T$ is the tunability, $f(r)$ the signal field distribution, and $\mu$ the permeability component at the signal frequency. The remainder of the chapter was devoted to a study of the dependence of tunability upon material parameters.

The dependence of $T$ upon the sample shape was investigated for a number of basic prototype configurations. Tunability depends upon material shape, size, and permeability, and tends to be proportional to the slope $\frac{\partial \mu}{\partial H_o}$, where $H_o$ is the biasing field and $\mu$ is
the appropriate permeability at the pump frequency. It was shown that, for bulk ferrite samples, this quantity tends to be largest near ferromagnetic resonance and near zero biasing field. It was shown that tunability near ferromagnetic resonance is limited to $\gamma / f_0'$, where $\gamma$ is the gyromagnetic ratio ($\gamma = 2.8 \text{ Mc/Oe}$) and $f_0'$ is the pump frequency. This limitation can be attributed to the fact that ferrites are most dispersive near ferromagnetic resonance, and is fundamental to operation near that operating condition. On the other hand, no fundamental restriction can be determined for the ferrites near zero bias because no analytic expression for $\mu(h)$ is known. However, it was shown that the optimum material for operation near zero bias is that with a square B-H curve for which $\frac{\partial \mu}{\partial H}$ is large. The largest reported value for this slope in the literature was given by Weiss: $\frac{\partial \mu}{\partial H} \approx 0.07 / \text{Oe}$. Using this value it was shown that the tunability at x-band is limited to about

$$T_{\text{max}} \approx \frac{350}{f_0} / \text{Oe}$$

In spite of the disparity between the tunabilities for zero bias and for ferromagnetic resonance, it was shown that on the basis of the parameter $T'$ neither is superior by an order of magnitude.

Perhaps the most promising configuration is the thin-film permalloy variable inductor, whose tunability $T'$ is nearly two orders of magnitude larger than that for the best bulk ferrites. The most significant limitation on the thin-film configuration is the extremely low $Q$ at useful pump frequencies. However it is expected that the $Q$ of the thin film inductors will be improved by techniques which led to improved $Q$ in bulk ferrites. The development of such an inductor will considerably enhance the potential of ferrite phase-shift amplifiers.

This chapter has reported an investigation of the limitations which are imposed upon ferrite phase-shift amplifiers by material. In the next chapter the limitations of several circuit configurations on amplifier performance are considered.
CHAPTER 6
PRACTICAL CONFIGURATIONS FOR THE FERRITE
PHASE-SHIFT AMPLIFIER

6.1 Introduction

This chapter is devoted to a study of the circuit properties and limitations of ferrite phase-shift amplifiers based upon the physical properties of available materials. The dependent variables appropriate to such circuits are transducer gain, bandwidth and pump power. However, because the transducer gain is proportional to pump power, a more significant dependent variable is defined which we call threshold. The threshold is that pump power for which the transducer gain is unity. Thus:

\[ G_t = \frac{P}{P_{th}} \]

where \( G_t \) is the transducer gain and \( P_{th} \) the threshold. The threshold depends strictly upon circuit configuration and material parameters and for that reason is directly comparable between various configurations. It is additionally useful for deriving optimum configurations and for developing design curves for them. This is done in the present chapter for several configurations, taking full account of the limitations which have been found for the tunabilities in the previous chapter. A comparison is made between the various configurations on the basis of their optimum performance. A discussion of certain practical considerations such as noise figure, etc. is deferred until the final chapter. In Sections 6.2 and 6.3 configurations using magnetically unsaturated bulk ferrite samples are considered. In Sections 6.4, 6.5, and 6.6 configurations using bulk ferrite samples biased near ferromagnetic resonance are discussed. In Section 6.7 the thin-film, variable-inductor configuration is considered.
In Section 5.3 the transducer gain for a ferrite phase-shift amplifier was found:

\[
G_t = \frac{2\zeta P_p (Q_T T)^2 L}{R_s \int_{\text{space}} \mu |f(r)|^2 \, dv}
\]  

(6.1)

where:

\(\zeta\) = detection efficiency

\(P_p\) = pump power

\(Q_T\) = loaded Q of the pump frequency filter (Fig. 5-1)

\(T\) = tunability of the pump frequency filter

\(L\) = inductance of the signal frequency coil

\(R_s\) = signal frequency source resistance

\(f(r)\) = signal frequency magnetic field distribution

For reasons which will become clear, it is useful to rewrite Eq. 6.1 in terms of a slightly different set of independent variables. For example, it can be seen with reference to Fig. 5-2 that the input bandwidth can be written:

\[
\beta_i = \frac{R_s}{L}
\]

provided the Q of the signal-frequency coil is sufficiently large. The significance of making this substitution into Eq. 6.1 will be clear when it is demonstrated that the ferrite phase-shift amplifiers tend to be input-bandwidth limited. In addition, it can be seen from the definitions for \(Q_T\) and \(T\) that a further substitution can be made in Eq. 6.1:

\[
Q_T T = \frac{\omega_0}{\beta_p} \frac{1}{\omega_0} \frac{d\omega_0}{dh}
\]

where \(\omega_0\) = filter resonant frequency and \(\beta_p\) = pump bandwidth (Section 2.1). Thus:

\[
Q_T T = \frac{1}{\beta_p} \frac{d\omega_0}{dh}
\]
If these substitutions are made in Eq. 6.1, the threshold power for a ferrite phase-shift amplifier can be written:

\[ P_{th} = \frac{\beta_{1} \beta_{p}^{2} \int \mu |f(\tau)|^{2} \, d\omega}{2 \xi \left( \frac{d\omega_{0}}{d\theta} \right)^{2}} \]  \hspace{1cm} (6.2)

This expression is extremely important to the study of the practical amplifier configurations discussed in this chapter. It will become clear in this study that, because the ferrite amplifier tends to be input-bandwidth limited, the threshold per unit input bandwidth (i.e., \( P_{th}/\beta_{1} \)) is an important parameter for comparing the various configurations.

In many of the configurations discussed in this chapter it will be seen that the signal is not coupled efficiently into the sample. This circumstance is manifested by a large value for the integral:

\[ \int \mu |f(\tau)|^{2} \, dv \]

The effect of this poor coupling is a large threshold for the configuration. Note that this integral is influenced by the design of the signal-frequency circuit, and is nearly independent of the sample electrical properties. The optimum design of the signal circuit is that for which

\[ f(\tau) = 1 \quad \text{inside the sample} \]

\[ = 0 \quad \text{outside the sample} \]  \hspace{1cm} (6.3)

For this optimum design, the integral reduces to:

\[ \int \mu |f(\tau)|^{2} \, dv = \mu_{S} v_{S} \]  \hspace{1cm} (6.4)

In the optimization of the various configurations discussed in this chapter, it is desirable to consider optimization with respect to the design of this circuit. For this reason the substitution Eq. 6.4 will be used in computing each optimum threshold. On the other hand, it should be noted that the field distribution Eq. 6.3 might be incompatible with certain configurations.
6.2 The Reggia Tunable Filter Configuration

The first configuration to be considered uses the tunable, bandpass filter proposed by Reggia (Ref. 39). Physically, the filter consists of a rectangular, ferrite slab which is placed in a waveguide and whose faces normal to the waveguide axis are silvered (see Fig. 6-1). The transmission characteristic of this structure is that of a bandpass filter with an insertion loss of approximately 1 db and a bandwidth of approximately 100 Mc (see Fig. 6.2). The silvered faces present reactive shunts to the dominant mode and tend to tune each other out at frequency $f_1$ of Fig. 6.2. The frequency ($f_1$) at which this occurs is the filter resonant frequency, and depends upon the electrical length of the material. However, the electrical length depends upon material parameters which can be varied by means of an applied magnetic field $H_0$. The equivalent circuit for the filter is as shown in Fig. 6.2, in which the variable resonant frequency is modelled by a variable inductance. It is clear, through reference to Fig. 2-1 that this filter is applicable to a phase-shift amplifier circuit. A block diagram of the amplifier is shown in Fig. 6-3.

![Fig. 6-1. Reggia tunable bandpass filter for use as phase-shift amplifier.](image-url)
Fig. 6-2. Transmission characteristics and equivalent circuit for Reggia tunable filter.

Fig. 6-3. Block diagram of ferrite phase-shift amplifier which uses Reggia tunable filter.

One of the primary purposes of this chapter is to find the optimum design for each configuration which includes, of course, finding the optimum with respect to material parameters. For this reason it is logical to determine the dependence of the threshold upon material parameters. The study of the dependence of $P_{th}$ on the choice of material and upon the sample shape and size cannot be restricted to a single variable in Eq. 6.1. Rather each must be studied individually and careful attention must be paid to possible interdependence between them. It is convenient to refer to Fig. 6-4 for the definitions of the appropriate dimensional variables.
6.2.1 Dependence of Filter Properties on Sample Parameters. The variations of the resonant frequency $f_0$ and pump bandwidth $\beta_p$, with respect to variations in sample dimension, can be measured directly by means of a swept microwave oscillator and a high-Q, reaction-type wavemeter. The results of these measurements for low-density Mg Mn ferrite are shown in Figs. 6-5 and 6-6, respectively.

Fig. 6-5. Dependence of the center frequency of the Reggia filter upon length and width (see Ref. 39).
The measurements were made in a reduced-height waveguide having a height of 0.200". Note that the resonant frequency $f_0$ varies inversely with $\ell$. This tends to support the explanation that the resonant frequency is that for which the reactive shunts tend to tune each other out. The dependence of the filter bandwidth upon width, at a fixed length, is shown in Fig. 6-6.

These measurements were made with a swept microwave oscillator, a high-Q ($\approx 5000$) reaction-type wavemeter and a precision variable attenuator. The attenuator and frequency meter were adjusted to locate the frequencies at which the transmission of the filter to a matched detector is down 3 dB. The precision of the measurements are of the order of the wavemeter bandwidth (i.e., $\approx 2$ Mc). In each case, the samples were cut to a tolerance of 0.001" and were prepared with silver faces using Hanovia silver paste. An explanation for the shape of the curve in Fig. 6-6 can be found by noting that $\beta_p$ is determined by losses which occur at two distinct places in this configuration, i.e., in the material and in the finite conductance of the silver coatings. For very thin samples the losses in the material, which are proportional to sample volume, are negligible relative to the losses in the silver faces. As the sample thickness increases from a very small value, the width of the silver faces also increases and the equivalent shunt conductance increases. This is the reason
that $\beta_p$ decreases with increasing $w$ in the region $0.100'' < w \lesssim 0.175''$. However, for $w \gtrsim 0.200''$ the losses in the sample tend to dominate. They tend to increase with increasing thickness, with the result that $\beta_p$ increases.

Additional measurements reveal other interesting properties of $\beta_p$. It was observed that, for materials other than the Mn Mg reported in Fig. 6-6, $\beta_p(w)$ differs from the curve in Fig. 6-6 only for larger $w$. This can be explained also by noting that sample losses depend upon the nature of material. Thus $\beta_p(w)$ will be the same for all materials provided $w$ is small enough that the losses in the silver faces tend to dominate.

From a series of measurements it was found that $\beta_p$ is minimum in the region $0.200'' \lesssim w \lesssim 0.225$, depending upon material type and the quality of the silver coating. If a good quality silver paint is used, the minimum bandwidth is approximately 60 Mc and the insertion loss is of the order of 1 to 3 db.

The tuning rate of the filter, $d\omega_0/dh$, is rather difficult to define because of the nonuniformity of the signal field in the sample. Perhaps the most useful point in the sample at which to measure $h$ is its geometrical center. At this point in the sample the field has its smallest value. This field can be computed from the magnitude of a uniform applied external field by means of a table of approximate demagnetizing factors published by the U. S. Department of Commerce (Ref. 40). Measurement of $d\omega_0/dh$ at the center has the additional advantage that the value observed when the sample is placed in a uniform external field is larger than $d\omega_0/dh_a$, where $h_a$ is the applied uniform field. For this reason, the former value can be used to compute the upper bound for $d\omega_0/dh$, which is useful for estimating optimum $P_{th}$.

There is another difficulty in measuring $d\omega_0/dh$, which results from the difficulty of determining $\delta \omega_0$ for the Reggia filter when $\delta \omega_0 \ll \beta_p$. This is the normal circumstance for this configuration. However, $\delta \omega_0$ produces a phase shift of $\delta \phi$ which can be measured very precisely by means of the bridge circuit shown in Fig. 6-7.

*Recall that $h =$ amplitude of signal field in the sample (denoted by $H_0$ in Fig. 6-1), thus $\delta h = \delta H_0$. 
The measurement procedure is as follows:

1) The bridge is balanced for zero VDC at \( f_{\text{source}} = f_o \).
2) The applied field \( H_o \) is changed by \( \delta H_o \) and \( \delta H_o \) is recorded.
3) The precision phase-shifter and attenuator are adjusted to rebalance bridge.
4) \( \delta \phi \) is read from phase-shifter and recorded.
5) \( \delta H_o \) inside sample is computed from \( H_o \) by means of approximate demagnetizing factor.

The desired quantity \( \frac{d\omega_o}{dh_{\text{center}}} \) is given by:

\[
\frac{d\omega_o}{dh_{\text{center}}} = \beta \frac{d\phi}{dh_{\text{center}}}
\]  \( (6.5) \)

This quantity was measured vs. sample width for a variety of common ferrites; the results are plotted in Fig. 6-8.
Fig. 6-8. Plot of tuning rate vs. width $w$ for 3 common ferrites.

A similar measurement was made of $d\omega_o/dh$ vs. sample length; the results are shown in Fig. 6-9.

Fig. 6-9. Dependence of tuning rate upon sample length for Mn Mg ferrite at 9800 Mc.

This measurement was made using the bridge circuit of Fig. 6-7 and the previously described measurement procedure. Observe that the tuning rate tends to be proportional to length.

An explanation of the data reported in Fig. 6-9 can be found from our explanation of the phenomenon of resonance in the Reggia tunable filter. The filter is resonant at the frequency at which the susceptance of one shunt reflected to the location of the second short
tends to resonate with the latter. That is, the two obstacles tend to tune each other out at some frequency. The resonant electrical length for this effect \( \phi \) is given by:

\[
\phi = \gamma_1 \ell
\]  

(6.6)

where \( \gamma_1 \) is the effective propagation coefficient for the section of the waveguide. But it has already been shown that:

\[
\frac{d\omega_0}{dh} = \beta_p \frac{d\phi}{dh} = \beta_p \ell \frac{d\gamma_1}{dh}
\]  

(6.7)

For samples which are sufficiently thin, the bandwidth is determined by the sample width and is independent of length. The propagation constant depends upon material and is nearly independent of length. Thus, our explanation of the resonance phenomenon for the Reggia filter has correctly predicted that the tuning is proportional to sample length. According to the theory developed in the previous chapter, Mn Mg material has the largest \( d\omega_0/dh \) because it has the largest \( \partial x/\partial h \). Measurement of this material shows that \( \frac{\partial x}{\partial h} \approx 0.004 \text{Oe} \). However, it has been reported by Weiss (Ref. 35) that a Mn Mg ferrite which has a low coercive force has been developed for which:

\[
\frac{\partial x}{\partial h} = 0.07 \text{Oe}
\]

Assuming the explanation of the dependence of \( d\omega_0/dh \) upon material parameters is correct, the tuning rate for this material is 15 times as large as the measured value for the low-density Mn Mg ferrite. This material was not available for the measurements reported in Fig. 6-8 so no check on this prediction has been made. However, the calculation of the optimum ferrite phase-shift amplifier assumes that this value is correct; should this configuration prove to be promising, experimental verification would be warranted.

6.2.2 Optimum Threshold. Using the information which we have gained about the dependence of the factors of \( P_{th} \) upon the sample parameters, it should be possible to find the optimum design by finding the minimum value for the quantity
\[
\frac{P_{th}}{\beta l} = \frac{\beta_p^2 \int |f(r)|^2 \, dw}{2 \zeta \left( \frac{d\omega_o}{dh} \right)^2}
\]

\[
\frac{P_{th}}{\beta l} > \frac{\beta_p^2 \mu_o v_s}{2 \zeta \left( \frac{d\omega_o}{dh} \right)^2}
\]  \hspace{1cm} (6.8)

The circuit is optimized by the same set of conditions which minimize the right-hand side of the inequality. The proper material for this minimum was shown to be the Mn Mg ferrite reported by Weiss (Ref. 35) because \(\frac{d\omega_o}{dh}\) is largest for that material. It has been shown that \(\frac{d\omega_o}{dh}\) is approximately proportional to sample length and, of course, \(v_s\) is proportional to length. Assuming, then, that \(\beta_p\) is independent of length, the threshold is minimized by the longest possible sample length. However, the length is determined by the desired pump frequency and sample width. Thus, there is an optimum sample width for which \(P_{th}\) is minimized. Although the exact form of \(\beta_p(w)\) is not known, it is possible to approximate \(\beta_p\) near its minimum by the relation:

\[
\beta_p \sim \frac{b + w^2}{w} \hspace{1cm} (6.9)
\]

Then, because both \(v_s\) and \(\frac{d\omega_o}{dh}\) are proportional to \(w\), the threshold is proportional to:

\[
P_{th} \sim \frac{(b + w^2)^2}{w^3} \hspace{1cm} (6.10)
\]

which is minimized by the condition:

\[
w = \sqrt{b} \hspace{1cm} (6.11)
\]

But this is the same width which minimizes \(\beta_p\). Thus, the optimum width is that for which the pump bandwidth is minimized. In summary, it has been found that the optimum phasenvelop amplifier uses the Mn Mg ferrite reported by Weiss of the dimensions:
x = height of waveguide
\ell = greatest length for desired \( f_o \)
w = width which minimizes \( \beta_p \).

The optimum threshold for the Reggia tunable filter configuration is found by substituting these values into the expression

\[
\frac{P_{th}}{\beta_i} = \frac{\beta_p^2 \mu_s v_s}{2 \zeta \left( \frac{d\omega_v}{dh} \right)^2}
\]  

(6.12)

But for minimum \( \beta_p \), w is approximately 0.200", at which \( \beta_p \approx 50 \text{ Mc} \) and \( \ell \) for resonance at 9050 Mc = 0.500". The initial permeability \( \mu_s \) for the low density Mn Mg material reported by Weiss is:

\[ \mu_s \approx 100 \]

Then, assuming the maximum detection efficiency (i.e., \( \zeta = \frac{1}{2} \)) the threshold is given by:

\[
\frac{P_{th}}{\beta_i} = 220 \text{ watts/Mc}
\]  

(6.13)

The same calculation was made for the low-coercive-force Mn Mg material reported by Weiss. The result is approximately

\[
\frac{P_{th}}{\beta_i} \approx 1 \text{ watt/Mc}
\]

It was shown in the preceding chapter that if either the pump or signal circuit bandwidth is much larger than the other, then the smaller tends to limit the overall circuit bandwidth. The phase-shift amplifier which uses the Reggia tunable filter is clearly input-bandwidth limited for all pump powers below the kilowatt range. In addition, the actual threshold per unit bandwidth is greater than \( P_{th, m}/\beta_i \) because

\[
\int \mu |f(x)|^2 \, dv \gg \mu_0 v_s
\]  

(6.14)
for any physically realizable configuration. Nevertheless $P_{th,m}$ is a useful number for estimating the performance which can be expected from ferrite phase-shift amplifiers of this type.

6.2.3 An Experimental Model. As a comparison with this optimum circuit, an experimental phase-shift amplifier was constructed consisting of a ferrite block in a reduced-height waveguide. The signal-frequency coil was wound around a ferrite core and mounted coaxial with the sample outside the waveguide as shown in Fig. 6-1. The sample was a rectangular block of low-density Mn Mg ferrite of dimensions:

- $\ell = 0.400''$
- $x = 0.200'' = $ height of waveguide also
- $w = 0.175''$
- $f_o = 9350$ Mc
- $\beta_p = 120$ Mc

The measured threshold input bandwidth relation was:

$$P_{th} = 30 \text{ watts/}KC \beta_i(KC)$$

for which

$$\frac{P_{th}}{\beta_i} = 150 \frac{P_{th,m}(\text{Mn Mg})}{\beta_i} \quad (6.15)$$

Although this circuit is not optimum with respect to sample dimensions, this is not the principal reason for the large disparity between $P_{th}$ and $P_{th,m}$. The latter comes largely from the fact that the magnetic circuit of the signal frequency circuit is not optimum and that a large magnetic energy must be stored at the signal frequency to produce sufficient signal field in the sample. This large energy is responsible for reducing the input circuit bandwidth. A redesign of the signal circuit is necessary before the actual threshold per unit bandwidth is of the order of $P_{th,m}/\beta_i$. However, even if such a design could be developed, and $P_{th,m}$ could be approached, the resulting phase-shift amplifier would require such large pump powers for reasonable bandwidth that this configuration must be considered impractical.
6.3 Distributed Ferrite Phase-Shift Amplifier

It was shown in Chapter 2 that the optimum double sideband up-converter is a phase modulator, the double sideband amplifier being given the name phase-shift amplifier for this reason. This is also the reason that the essential function of ferrites in phase-shift amplifiers is to effect phase modulation. Thus it is natural to search for the ferrite configuration which tends to produce the largest phase shift for a given applied field. Perhaps the most prominent of these configurations is the one developed by Reggia and Spencer (Ref. 41). It is a distributed circuit in which the propagation coefficient is varied by means of an applied field and is an interesting contrast to the configuration of the preceding section.

Although it can be argued properly that the Reggia filter of the previous section is, in reality, a distributed circuit, it is clear that the effect of the ferrite block can be represented by a lumped resonant circuit at some reference plane. However, no such lumped-parameter equivalent circuit is possible for the Reggia-Spencer phase-shifter. The prototype model is shown in Fig. 6-10 and consists of a section of waveguide which contains a cylindrical ferrite rod located coaxial with the waveguide. The ends are tapered to facilitate impedance matching. A coil is wound around the guide in such a way that it can produce an axial magnetic field along the rod. The phase shift across the section is varied by means of this applied field due to its control over the material parameters.

![Diagram of distributed phase modulator](image)

Fig. 6-10. Prototype model of distributed phase modulator useful for phase-shift amplification.
6.3.1 Threshold Relation for the Reggia-Spencer Configuration. If pump power is propagated through this section to a matched phase detector, and if the signal power is supplied to the coil, then the configuration is a phase-shift amplifier. However, because the structure is nonresonant, the concept of tunability and the threshold relation derived in Section 6.1 are not applicable for the amplifier’s description. On the other hand, it is meaningful to compute the quantity \( \frac{d\phi}{dh} \) (where \( \phi \) = electrical length of the section) which can properly be called the phase sensitivity of the section. The phase sensitivity is important for the determination of a convenient threshold formula for this configuration. For this purpose it can be shown that the transducer gain is given by:

\[
G_t = \frac{2 \zeta \left( \frac{d\phi}{dh} \right)^2 P_p}{\beta_i \int \mu |\Gamma|^2 dv}
\]  

(6.16)

where all of the symbols have their usual meaning. From this the threshold can be determined:

\[
P_{th} = \frac{\beta_i \int \mu |\Gamma|^2 dv}{2 \zeta \left( \frac{d\phi}{dh} \right)^2}
\]  

(6.17)

Thus the significance of the phase sensitivity parameter has been established.

Optimization of the threshold with respect to material parameters requires a knowledge of the dependence of the phase sensitivity upon these parameters. However, because of the nonuniformity of the Reggia-Spencer structure along its axis, it is difficult to determine the functional relation between phase sensitivity and material parameters. On the other hand, this functional relation can be found for sections of infinite uniform structure whose cross section is the same as the Reggia-Spencer cross section at the center. If the ends of our prototype model are suitably tapered, then its phase sensitivity is approximately the same as for an equal length of the infinite uniform structure. For this reason it is desirable to compute \( \frac{d\phi}{dh} \) for the infinite structure.

6.3.2 Determining Phase Sensitivity. The phase sensitivity for the infinite structure can be found from the relation:
\[
\frac{d\phi}{dh} = \kappa \frac{d\beta}{dh}
\]

where \( \beta \) is the complex propagation constant which can easily be found in the following way.

Let \( \mathbf{E}_1 \) and \( \mathbf{H}_1 \) be the fields in the uniform waveguide for the value of the applied field \( h_1 \).

Similarly, let \( \bar{\mu}_1 \) and \( \beta_1 \) be the permeability and propagation constant for that field. Further, quantities \( \mathbf{E}_2 \), \( \mathbf{H}_2 \), \( \bar{\mu}_2 \) and \( \beta_2 \) can be associated with an applied field \( h_2 \). It is useful to start with the following quadratic relation which contains \( \beta_1 \) and \( \beta_2 \) explicitly (where \( \frac{\partial E_1}{\partial z} = \beta_1 E_1 \) etc.):

\[
\nabla_t \cdot \left( \mathbf{E}_{2t} \times \mathbf{H}_{1t}^* + \mathbf{E}_{1t}^* \times \mathbf{H}_{2t} \right) - i(\beta_2 - \beta_1) \mathbf{E}_{2t} \times \mathbf{H}_{1t}^* + \mathbf{E}_{1t}^* \times \mathbf{H}_{2t}^* + i \omega \mathbf{H}_{1t}^* \cdot (\bar{\mu}_2 \cdot \mathbf{H}_2) - \mathbf{H}_{2t} \cdot (\bar{\mu}_1 \cdot \mathbf{H}_1)^* = 0 \quad (6.18)
\]

Here the subscript \( t \) refers to the components transverse to the waveguide axis. The parameters \( \beta_2 \) and \( \beta_1 \) can be expressed in known quantities if this quadratic relation is integrated over a normal cross section. Using Gauss' two-dimensional theorem, this integration can be written:

\[
\int_L \mathbf{E}_{2t} \times \mathbf{H}_{1t}^* + \mathbf{E}_{1t}^* \times \mathbf{H}_{2t} \cdot n_0 \, dl - i(\beta_2 - \beta_1) \int_{S_g} (\mathbf{E}_{2t} \times \mathbf{H}_{1t}^* + \mathbf{E}_{1t}^* \times \mathbf{H}_{2t}) \cdot n \, ds
\]

\[
+ i \omega \int_{S_m} \mathbf{H}_{1t}^* \cdot (\bar{\mu}_2 \cdot \mathbf{H}_2) - \mathbf{H}_{2t} \cdot (\bar{\mu}_1 \cdot \mathbf{H}_1)^* \, ds = 0 \quad (6.19)
\]

where \( S_g \) is the waveguide cross section and \( S_m \) is the cross section of the material. \( L \) is the curve formed by the intersection of \( S_g \) with a plane cross section of the waveguide. The first term is zero due to the boundary conditions at the waveguide wall. Since for our applications only small changes in the applied field will occur, it is of interest to consider the above equation for the condition \( h_2 = h_1 + \delta h \). In this case \( \bar{\mu}_2 = \bar{\mu}_1 + \delta \bar{\mu} \), \( \beta_2 = \beta_1 + \delta \beta \), \( \bar{E}_2 = \bar{E}_1 + \delta \bar{E} \), \( \bar{H}_2 = \bar{H}_1 + \delta \bar{H} \) for which the above equation can be written, correct to first order, in the form

*At the signal frequency.
\[ 2i \beta \text{Re} \oint_{S_{g}} \frac{E_{1t}}{E_{1t}^*} \cdot n \, dS = i \omega \oint_{S_{m}} H_{1t}^* \cdot \mu_2 \cdot H_{2t} - H_{2t}^* \cdot (\mu_1 \cdot H_{1t})^* \, dS \]

\[ \delta \beta = \frac{\omega}{2} \frac{\int_{S_{m}} H_{1t}^* \cdot (\mu_2 \cdot H_{2t}) - H_{2t}^* \cdot (\mu_1 \cdot H_{1t})^* \, dS}{\text{Re} \oint_{S_{g}} (E_{1t} \times H_{1t}^*) \cdot n \, dS} \]  

(6.20)

The special case of interest here is \( h_1 = 0 \), for which the permeability is a scalar and is nearly real for low-loss ferrites. The above expression then reduces to:

\[ \delta \beta = \frac{\omega}{2} \frac{\int_{S_{m}} \delta x' |H_{1t}|^2 \, dS}{Z_0 \int_{S_{g}} |H_{1t}|^2 \, dS} \]

where \( Z_0 \) is the wave impedance of the fields \( E_{1t}, H_{1t} \), and \( x' \) is the real part of the diagonal component of the susceptibility tensor. \(^*\) The change in the propagation constant is real, which means that varying the applied magnetic field introduces a phase shift across a length \( \ell \) of \( \delta \phi = \ell \delta \beta \). The phase sensitivity \( \frac{d\phi}{dh} \) is given by the relation:

\[ \frac{d\phi}{dh} = \frac{\ell \omega \mu_0}{2Z_0} \frac{\int_{S_{m}} \frac{\partial x'}{\partial h} |H_{1t}|^2 \, dS}{\int_{S_{g}} |H_{1t}|^2 \, dS} \]  

(6.21)

which, when far above cutoff for the mode \( E_{1}, H_{1} \) reduces to:

\[ \frac{d\phi}{dh} \approx \frac{2 \pi \ell}{2 \lambda m} \frac{\int_{S_{m}} \frac{\partial x'}{\partial h} |H_{1t}|^2 \, dS}{\int_{S_{g}} |H_{1t}|^2 \, dS} \]  

(6.22)

\(^*\)Here we use the simplified notation for this component.
Assuming the signal field $\delta h$ is uniform throughout the sample, and that the sample is located where the fields are largest, then the above reduces even further to:

$$\frac{d\phi}{dh} \approx \frac{\pi \xi}{\lambda \mu} \frac{\delta x'}{\delta h}$$  \hspace{1cm} (6.23)$$

where it was assumed that the fields are confined largely to the material. Observe that the phase sensitivity depends upon the diagonal component of susceptibility but is independent of the off-diagonal component to first order. That is, the phase-shift property is independent of the nonreciprocal nature of ferrites. This same effect was observed independently by Weiss (Ref. 35) in a phenomenological theory of the operation of the Reggia-Spencer phase-shifter.

The phase shift per unit length is the parameter which best characterizes a particular material and sample design. This quantity is largest under the condition for which Eq. 6.23 is valid. Using the largest published value for $\frac{\delta x'}{\delta h}$ (Mn Mg ferrite reported by Weiss) the maximum phase sensitivity per unit length is given by:

$$\frac{1}{\ell} \left. \frac{d\phi}{dh} \right|_{\text{max}} = \frac{\pi}{\lambda} \left. \frac{\delta x'}{\delta h} \right|_{\text{max}}$$

$$\approx \frac{0.31}{\lambda_m}$$  \hspace{1cm} (6.24)$$

where $\lambda_m$ is the wavelength in the material. For most Mn Mg ferrites, $\epsilon = 16$ and $\mu = 1$, so

$$\lambda_m = \frac{\lambda f_s}{\sqrt{\mu \epsilon}} = 0.75 \text{ cm} = 0.3 \text{ in.}.$$ Thus

$$\frac{1}{\ell} \left. \frac{d\phi}{dh} \right|_{\text{max}} = 1.1 \text{ rad/Oe}$$

$$= 60^\circ/\text{Oe}$$  \hspace{1cm} (6.25)$$

This value compares well with the largest observed value $(20^\circ/\text{inch Oe})$ (Ref. 41).
6.3.3 Dependence of Phase Sensitivity on Sample Parameters. The measurements of Reggia and Spencer tend to support Eq. 6.22 and the validity of the assumption leading to Eq. 6.23. The quantity which we have called phase sensitivity

$$\frac{d\phi}{dh}$$

is approximately proportional to length for rods of a fixed diameter and of a given material. The phase sensitivity near \( h = 0 \) is plotted in Fig. 6-11 from the data of Reggia and Spencer.

![Graph showing phase sensitivity vs. sample length.](image)

**Fig. 6-11.** Phase sensitivity vs. sample length.

Equation 6.22 predicts that the phase sensitivity also depends upon the cross-sectional area of the rod relative to the cross-sectional area of the waveguide. If the field \( H_1 \) were uniformly distributed across \( S_g \), then formula 6.22 would reduce to:

$$\frac{d\phi}{dh} = \frac{\pi f}{\lambda_m} \frac{S_m}{S_g} \frac{\delta x'}{\delta h}$$

However, Reggia and Spencer have shown that the fields tend to be concentrated in the ferrite, so that the actual ratio of the integrals exceeds \( S_m/S_g \). Figure 6-12 illustrates the dependence of phase sensitivity upon the ratio of the areas, \( S_m/S_g \). Notice that the curve levels out for \( S_m/S_g > 0.20 \). This can be explained by observing that the fields are not uniformly distributed throughout the waveguide cross section but tend to be largest in the material. This tendency increases as \( S_m/S_g \) increases until at some value of this ratio:
\[
\frac{\int_{S_m} |H_1|^2 \, dv}{\int_{S_g} |H_1|^2 \, dv} = 1
\]

\[
\frac{d\phi}{dh} \text{ (deg/Oe)}
\]
\[
f = 9,100 \text{ Mc}
\]
\[
\ell = 4.00''
\]

Ferramic R-1

---

**Fig. 6-12. Phase sensitivity vs. the ratio of the cross-sectional areas of material and waveguide.**

In the experiments of Reggia and Spencer this effect occurs for \( S_m/S_g = 0.20 \). An experimental Reggia and Spencer phase-shifter was build and tested which consists of a rod whose cross-sectional area \( S_m = 0.18 \, S_g \). Thus the approximate relation (6.23) is valid for this experimental circuit.

In addition to the dependence upon length and cross-sectional area, and phase sensitivity of a Reggia-Spencer phase-shifter depends upon frequency. According to Eq. 6.23 \( \frac{d\phi}{dh} \) is proportional to frequency. This result tends to be supported experimentally by Reggia and Spencer.

**6.3.4 Experimental Measurement of Phase Sensitivity.** The validity of the expression (6.23) for phase sensitivity was tested for the experimental Reggia-Spencer phase-shifter. This device consists of an 8'' ferrite rod of 0.275'' diameter which is placed along the axis of a section of waveguide. A coil was wound around the waveguide so as to produce
an axially-directed, applied magnetic field $h$. The rod is tapered at both ends for impedance-matching purposes, which tends to make the section resemble electrically a section of the infinitely-long prototype model. The rod material was manganese-magnesium ferrite for which $\frac{\delta x'}{\delta h} \bigg|_{h=0} \approx 0.004$ Oe. The permittivity of the material is high ($\approx 16$) and the permeability is nearly unity, so the wavelength in the material will be of the order of $\lambda_m \approx \frac{\lambda_{space}}{4}$, which at 10 kMc is about 0.75 cm. Using these values, the phase-shift sensitivity was computed:

$$\frac{d\phi}{dn} = \left( \frac{20\pi}{0.75} \right) 0.004 \text{ Oe}$$

$$\approx 0.4 \text{ rad/Oe}$$

(6.27)

The measured value was 0.25 rad/Oe, in close agreement with our prediction, considering the rather crude approximations which were made.

6.3.5 Optimum Threshold for the Reggia-Spencer Configuration. It is possible to use the information which has just been gained about the dependence of phase sensitivity upon material parameters to estimate the optimum threshold $P_{th, m}$

$$\frac{P_{th, m}}{P_1} = \frac{\mu_s v_s}{2 \xi \left( \frac{d\phi}{dn} \right)^2}$$

(6.28)

In this expression the integral

$$\int \mu |f(\tau)|^2 \, dv$$

has been replaced by its minimum value, which is appropriate for determining the optimum threshold.

The threshold can be optimized with respect to sample dimensions by noting that

$$v_s = S_m \ell$$

The numerator of (6.28) is smallest for the smallest $S_m$ but the denominator is minimized for the largest $\frac{d\phi}{dn}$ which also depends upon $S_m$. Examination of Fig. 6-13 reveals that the threshold is minimized for $S_m / S_g = 0.2$. 

Since the threshold also tends to be inversely proportional to length, it might appear that the optimum threshold occurs for infinite length. However, there is another effect which influences this conclusion which has been neglected to this point. The sideband power produced by the phase modulator is attenuated by the losses in the material. For a sample of length $\ell$, the attenuation is $\ell^{-2}\alpha\ell$ where $\alpha$ is the attenuation constant of the guide. For this reason the threshold power is proportional to $e^{2\alpha\ell} \ell^{-1}$. This function is minimized for length:

$$\ell_m = \frac{1}{2\alpha}$$

$$= \frac{4.3}{I_L}$$

where $I_L$ is the insertion loss per unit length. The optimum length for this configuration is $\ell_m'$ and the optimum cross-sectional area is $0.20 \, \text{S}_g$. The insertion loss of the experimental phase-shifter is about 0.2 db, for which the optimum length is about 20 in. Using these values, the threshold for the optimum configuration is given by:

$$\frac{P_{th, m}}{\beta_i} = e^{\text{tr} \mu_s (0.2 \, \text{S}_g)} \ell \left( \frac{d\phi}{dh} \right)^2$$

For the Mn Mg ferrite reported by Weiss, $\frac{d\phi}{dh} \mid \ell = 20'' \approx 20 \, \text{rad/Oe}$, and $\mu \approx 100$, yielding

$$\frac{P_{th, m}}{\beta_i} = 1.5 \, \text{watts/Mc}$$

For the Mn Mg ferrite used in the experimental amplifier, $\frac{d\phi}{dh} \mid 20'' \approx 1 \, \text{rad/Oe}$, and $\mu_s \approx 50$, yielding

$$\frac{P_{th}}{\beta_i} = 670 \, \text{watts/Mc}$$

6.3.6 Experimental Reggia-Spencer Amplifier. An experimental amplifier was constructed using the previously constructed experimental Reggia-Spencer phase-shifter. The threshold power was 200 mw and the input bandwidth was 0.4 kc. Thus:
an axially-directed, applied magnetic field \( h \). The rod is tapered at both ends for impedance-matching purposes, which tends to make the section resemble electrically a section of the infinitely-long prototype model. The rod material was manganese-magnesium ferrite for which \( \frac{\partial x'}{\partial h} \bigg|_{h=0} \approx 0.004/\text{Oe} \). The permittivity of the material is high (\( \approx 16 \)) and the permeability is nearly unity, so the wavelength in the material will be of the order of \( \lambda_m \approx \frac{\lambda_{\text{space}}}{4} \), which at 10 kMc is about 0.75 cm. Using these values, the phase-shift sensitivity was computed:

\[
\frac{d\phi}{dh} = \left( \frac{2\pi}{0.75} \right) \cdot 0.004/\text{Oe}
\]

\[
\approx 0.4 \text{ rad/Oe}
\]  \( (6.27) \)

The measured value was 0.25 rad/Oe, in close agreement with our prediction, considering the rather crude approximations which were made.

6.3.5 Optimum Threshold for the Reggia-Spencer Configuration. It is possible to use the information which has just been gained about the dependence of phase sensitivity upon material parameters to estimate the optimum threshold \( P_{\text{th},m} \)

\[
\frac{P_{\text{th},m}}{\beta_1} = \frac{\mu_s v_s}{2 \zeta \left( \frac{d\phi}{dh} \right)^2}
\]  \( (6.28) \)

In this expression the integral

\[
\int \mu |f(\tau)|^2 \, dv
\]

has been replaced by its minimum value, which is appropriate for determining the optimum threshold.

The threshold can be optimized with respect to sample dimensions by noting that

\[
v_s = S_m \ell
\]

The numerator of (6.28) is smallest for the smallest \( S_m \) but the denominator is minimized for the largest \( \frac{d\phi}{dh} \) which also depends upon \( S_m \). Examination of Fig. 6-13 reveals that the threshold is minimized for \( S_m / S_g = 0.2 \).
Since the threshold also tends to be inversely proportional to length, it might appear that the optimum threshold occurs for infinite length. However, there is another effect which influences this conclusion which has been neglected to this point. The sideband power produced by the phase modulator is attenuated by the losses in the material. For a sample of length $\ell$ the attenuation is $\ell^{-2\alpha \ell}$ where $\alpha$ is the attenuation constant of the guide. For this reason the threshold power is proportional to $e^{2\alpha \ell} \ell^{-1}$. This function is minimized for length:

$$\ell_m = \frac{1}{2\alpha}$$

$$= \frac{4.3}{I_\ell}$$

where $I_\ell$ is the insertion loss per unit length. The optimum length for this configuration is $\ell_m'$ and the optimum cross-sectional area is $0.20 \; S_g$. The insertion loss of the experimental phase-shifter is about 0.2 db, for which the optimum length is about 20 in. Using these values, the threshold for the optimum configuration is given by:

$$\frac{P_{\text{th}, \ell}}{\beta_1} = \frac{e^{1} \mu_s (0.2 \; S_g) \ell}{(\frac{ds}{dh})^2}$$

For the Mn Mg ferrite reported by Weiss $\frac{ds}{dh} \big|_{\ell=20''} \approx 20 \text{ rad/Oe}$, and $\mu_s \approx 100$, yielding

$$\frac{P_{\text{th}, \ell}}{\beta_1} = 1.5 \text{ watts/Mc}$$

For the Mn Mg ferrite used in the experimental amplifier $\frac{ds}{dh} \big|_{20''} \approx 1 \text{ rad/Oe}$, and $\mu_s \approx 50$, yielding

$$\frac{P_{\text{th}}}{\beta_1} = 670 \text{ watts/Mc}$$

6.3.6 Experimental Reggia-Spencer Amplifier. An experimental amplifier was constructed using the previously constructed experimental Reggia-Spencer phase-shifter. The threshold power was 200 mw and the input bandwidth was 0.4 kc. Thus:
\[
\frac{P_{\text{th}}}{\beta_1} = 2.5 \text{ watts/kc} \quad (6.32)
\]

It is interesting to note that even though the sample geometry is not very close to optimum, the threshold per unit bandwidth is only about 4 times as large as its minimum computed value. This configuration approaches the optimum much more closely than the previous configurations primarily because the signal-frequency energy tends to be coupled more completely into the sample.

6.3.7 Comparison of Configurations of Sections 6.2 and 6.3. Another interesting comparison between this and the previous configuration is that the threshold of the former is about 3 orders of magnitude smaller than the latter. For an explanation of this result, it is convenient to compare the phase sensitivity for each. For the Reggia-Spencer circuit

\[
\frac{d\phi}{dh} = 0.62/\text{Oe}
\]

For the Reggia tunable filter we measured:

\[
\frac{d\phi}{dh} = \frac{1}{\beta_p} \frac{d\omega}{dh} = 0.04/\text{Oe}
\]

Perhaps an even more revealing comparison can be made on the basis of phase sensitivity per unit length:

1. \( \frac{1}{\ell} \frac{d\phi}{dh} = 0.03 \quad \text{for the Reggia-Spencer circuit} \quad (6.33) \)

2. \( \frac{1}{\ell} \frac{d\phi}{dh} = 0.08 \quad \text{for the Reggia tunable filter} \)

This comparison suggests that the large threshold computed for the Reggia configuration of Section 6.2 is the result of its non-optimum sample length. It should be recalled that the sample length was chosen \( \ell = 0.500'' \) for the desired center frequency. However, it is clear that this is not the optimum length for the configuration.
6.3.8 The Tuned Reggia-Spencer Configuration. In this section it will be shown that the sensitivity of this circuit can be improved by reducing the excess pump bandwidth. The pump bandwidth can be reduced by placing reactances at either end of the Reggia-Spencer phase-shifter, thus making a tuned circuit. Note that this resonant structure is completely equivalent to the configuration discussed in Section 6.2. An equivalent circuit for the resulting structure is shown in Fig. 6-13, where ϕ(h) is the electrical length of the section which is a function of the applied field h. It will be convenient for analysis purposes to assume B_1 = B_2. Relatively little useful information is lost in this assumption. The effect of these obstacles on sensitivity, \( \frac{d\phi}{dh} \), and on the pump bandwidth will be computed next.

Perhaps the most convenient analysis tool for microwave circuits is the signal-flow-graph technique. The signal-flow-graph is a method of writing a set of equations whereby the variables are represented by points and the interrelations by directed lines, enabling a direct picture of signal flow. The flow graph technique of circuit analysis is a somewhat more natural concept for distributed circuits than for lumped circuits because one's thinking in the former case is adapted to incident and reflected voltages rather than stationary voltages and currents. The points in a flow graph for a microwave circuit represent incident or reflected fields (or voltages) and the directed lines represent transfer functions between the adjacent reference planes at which these fields or voltages are measured. When microwave network equations are written in scattering matrix form, the corresponding flow graph is particularly useful because in this case the flow graph of a system of cascaded networks is

![Fig. 6-13. Equivalent circuit for the tuned Reggia-Spencer phase-shifter.](image-url)
constructed simply by joining together the flow graphs of the individual networks. The algebra of flow graphs leading to solutions by direct inspection has been developed by S. J. Mason (Ref. 42). The solution is available directly by application of the non-intersecting loop rules developed by C. S. Lorens (Ref. 43).

The flow graph for the above equivalent circuit is shown in Fig. 6-14, where \(a_i\) and \(b_i\) are the amplitudes of the forward and backward traveling wave at location \(i\), and where \(\Gamma = -\frac{y}{2+y}\) with \(y = \frac{Y}{Y_0}\). In all of our applications, the section is assumed to be terminated in a matched load for which \(\Gamma_f = 0\). The transmission \(T\) from \(a_1\) to \(b_4\) is the quantity sought.

From the standard flow graph solution, \(T\) is given by:

\[
T = \frac{(1+\Gamma)^2 e^{-j\phi}}{1-\Gamma e^{-2j\phi}}
\]  

(6.34)

![Flow graph for tuned Reggia-Spencer phase-shifter.](image)

Fig. 6-14. Flow graph for tuned Reggia-Spencer phase-shifter.

where for \(\frac{Y}{Y_0} = j \frac{B}{Y_0} = jb\), is given by:

\[
\Gamma = -\frac{jb}{2 + jb}
\]

(6.35)

Then solving for \(T\) in terms of \(b\):

\[
T = \frac{e^{-j\phi}}{\left[1 - (b^2/4) + jb\right] + (b^2/4) \csc 2\phi - j(b^2/4) \sin 2\phi}
\]

(6.36)

This expression can conveniently be written in the form:

\[
T = |T| e^{-j(\phi + \theta)}
\]

(6.37)
where:

\[ |T|^2 = \left(1 + \left(\frac{b^2}{2}\right) (\cos 2\phi - 1) + \left(\frac{b^3}{16}\right) (\cos 2\phi - 1)^2 \right. \]
\[ + b^2 \left[1 - \left(\frac{b}{2}\right) \sin 2\phi + \left(\frac{b^3}{16}\right) \sin^2 2\phi \right] \left(1 + \left(\frac{b^2}{4}\right) (\cos 2\phi - 1)^2 \right) \]
\[ = [1 + \left(\frac{b^2}{2}\right) (\cos 2\phi + 1) - (\frac{b^3}{2}) \sin 2\phi + (\frac{b^4}{8}) (1 - \cos 2\phi)]^{-1} \]  \quad (6.38)

\[ \tan \theta = \frac{b \left(1 - \frac{b}{4} \sin 2\phi\right)}{1 + (b^2/4) (\cos 2\phi - 1)} \]  \quad (6.39)

Substituting the identities:

\[ 1 + \cos 2\phi = 2 \cos^2 \varphi \]
\[ 1 - \cos 2\phi = 2 \sin^2 \varphi \]

Equation 6.38 can be written in the form:

\[ |T|^2 = \frac{1}{1 + b^2 \sin^2 \varphi \left(\frac{b}{2} - \cot \varphi\right)^2} \]

or

\[ = \frac{1}{1 + b^2 \left(\frac{b}{2} \sin \varphi - \cos \varphi\right)^2} \leq 1 \]  \quad (6.40)

If B is capacitive, both b and \(\varphi\) are linear functions of frequency and \(|T|^2\) is a transcendental function of frequency as shown in Fig. 6-15.

The transmission vs. frequency is that of a series of bandpass filters whose center frequencies occur where \(b \left(\frac{b}{2} \sin \varphi - \cos \varphi\right) = 0\). Any of these bandpass filters can be selected for the pump filter. If this tuned structure is to be used as a phase-shifter amplifier, the pump should be supplied at the center frequency of the pass band. It will be shown presently that maximum phase modulation results if this frequency condition is met. For high frequencies
the center frequencies of adjacent pass bands will be spaced so that \( \phi_{i,0} - \phi_{i+1,0} = \pi \) where \( \phi_{i,0} \) is the electrical length at the center frequency \( \omega_{lo} \). The bandwidth of each pass band can be found by solving the equation:

\[
\frac{b}{2} \left( b \sin \phi - 2 \cos \phi \right)^2 = 1
\]

\[
\frac{b}{2} \left( b \sin \phi - 2 \cos \phi \right) = \pm \ 1
\]  

(6.41)

for \( \omega \). A graphical solution illustrates the bandwidth associated with each (see Fig. 6-16).

\[
G(\phi, b) = \frac{1}{(b \sin \phi - 2 \cos \phi)}
\]  

(6.42)

The poles of \( G(\phi, b) \) are the center frequencies \( \omega_{lo} \). The intersections of \( G(\phi, b) \) and \( \pm \frac{b}{2} \) define the band edges. Note that the bandwidths are narrower for higher center frequency.

The actual bandwidth at the higher frequencies can be found more conveniently by examining the graphical solution to the reciprocal of the previous expression (see Fig. 6-17).

\[
\frac{1}{G(\phi, b)} = \pm \frac{2}{b}
\]

\[
= b \sin \phi - 2 \cos \phi
\]  

(6.43)
For high enough pump frequency at a given shunt capacitance, $b \gg 2$ and $(b \sin \phi - 2 \cos \phi) = b \sin \phi$. But near the center frequency $\omega_{oi} \phi = \phi_{oi} + \Delta \phi$. 
But

\[
\phi = \frac{\phi_0 \omega}{\omega_0}
\]

so

\[
\Delta \phi_i = \frac{\phi_0 \Delta \omega_i}{\omega_{oi}}
\]

where \(\Delta \omega_i = \omega_{oi} - \omega\) \hspace{1cm} (6.44)

Also near the center frequency \(\omega_{oi}\)

\[
\sin \phi_k = \sin (k\pi + \Delta \phi_k) = \sin \Delta \phi_k
\]

\[
\approx \Delta \phi_k
\]

\hspace{1cm} (6.45)

The approximate bandwidth condition is:

\[
b_k \sin \Delta \phi_k = \pm \frac{2}{b_k}
\]

For which

\[
\frac{\phi_0 \Delta \omega_k}{\omega_0} = \frac{2}{b_k}\left|\omega_{ok}\right|
\]

\hspace{1cm} (6.46)

and

\[
\beta_k = 2 \Delta \omega_k = \frac{4\omega_{ok}}{\phi_{ok} b^2}\left|\omega_{ok}\right|
\]

\hspace{1cm} (6.47)

Thus the bandwidth can be reduced by increasing the \(b\) or by selecting a longer sample for which \(\phi_{ok}\) is larger. It will be shown next that reducing the excess pump bandwidth increases the total phase sensitivity.

The phase sensitivity for the reactively loaded Reggia-Spencer section is

\[
\frac{d}{dh} (\phi + \theta)
\]
\[
\tan \theta = \frac{b - \frac{b^2}{4} \sin 2\phi}{1 + (\frac{b^3}{4}) (\cos 2\phi - 1)}
\]

(6.48)

By a simple differentiation it can be shown that

\[
\frac{d\theta}{dh} = -\frac{b^2}{4} \left[ \frac{\frac{b^2}{4}(1 - \cos 2\phi) - b \sin 2\phi + \cos 2\phi}{1 + \frac{b^2}{4}(b \sin \phi - 2 \cos \phi)^2} \right] \frac{\partial \phi}{\partial h}
\]

(6.49)

Then regrouping the terms slightly and factoring gives

\[
\frac{\partial \phi}{\partial h} = -\frac{b^2}{2} \left[ \frac{1 - \cos 2\phi}{4} \left( \frac{b^2}{4 \cos 2\phi} - \frac{4b \sin 2\phi}{1 - \cos 2\phi} + \frac{4(\cos 2\phi + 1)}{1 - \cos 2\phi} \right) - 1 \right] \frac{\partial \phi}{\partial h}
\]

(6.50)

but the factors have already been found for the quantity in brackets; i.e.,

\[
b^2 - \frac{4b \sin 2\phi}{1 - \cos 2\phi} + \frac{4(\cos 2\phi + 1)}{1 - \cos 2\phi} = (b - 2 \cot \phi)^2
\]

(6.51)

also

\[
\frac{1 - \cos 2\phi}{4} = \frac{\sin^2 \phi}{2}
\]

(6.52)

Substituting these functions in the above expression gives:

\[
\frac{\partial \theta}{\partial h} = \frac{b^2}{2} \left( \frac{1 - \frac{1}{2} (b \sin \phi - 2 \cos \phi)^2}{1 + \frac{b^2}{4}(b \sin \phi - 2 \cos \phi)^2} \right) \frac{\partial \phi}{\partial h}
\]

(6.53)

Note that

\[
1 - \frac{1}{2} (b \sin \phi - 2 \cos \phi)^2 \leq 1
\]

and

\[
1 + \frac{b^2}{4}(b \sin \phi - 2 \cos \phi)^2 \geq 1
\]

(6.54)
thus

\[ \frac{\partial \theta}{\partial h} \leq \frac{b^2}{2} \frac{\partial \phi}{\partial h} \] (6.55)

where the equality holds at each center frequency at which \((b \sin \phi - 2 \cos \phi) = 0\). Thus the phase sensitivity is improved most at each of the center frequencies where:

\[ \frac{\partial \theta}{\partial h} = \frac{b^2}{2} \frac{\partial \phi}{\partial h} \] (6.56)

Notice also that:

\[ \lim_{b \to 0} \frac{\partial \theta}{\partial h} = \frac{\partial \phi}{\partial h} = 0 \]

That is

\[ \frac{\partial (\phi + \theta)}{\partial h} \bigg|_{b=0} = \frac{\partial \phi}{\partial h} \] (6.57)

\[ \lim_{b \to \infty} \frac{\partial \theta}{\partial \phi} = -1 \] except at the center frequencies.

That is, \(\lim_{b \to \infty} \frac{\partial (\phi + \theta)}{\partial h} = 0\) which must clearly be the case since \(b \to \infty\) is the case of a shorted waveguide section for which varying \(h\) can have no effect on the phase of the transmitted signal.

At each center frequency the total sensitivity will be improved by the factor \(1 + \frac{b^2}{2}\) or:

\[ \frac{\partial (\phi + \theta)}{\partial h} = \left(1 + \frac{b^2}{2}\right) \frac{\partial \phi}{\partial h} \] (6.58)

If this increased sensitivity is substituted in the expression for optimum threshold there results:

\[ P_{th,m} = \frac{\beta_i \mu_s v_s}{2 \zeta \left(1 + \frac{b^2}{2}\right)^2 \left(\frac{\partial \phi}{\partial h}\right)^2} \] (6.59)
But it has already been shown that $b^2$ is inversely proportional to pump bandwidth, so it can be concluded that reducing the pump bandwidth by tuning this structure improves the threshold. In this way it has been shown that a tuned r-f structure is optimum for ferrite phase-shift amplification.

It is illustrative to compute the optimum threshold for this configuration under the condition that the pump bandwidth is the same as that used in the calculation of the optimum for the Reggia tunable-filter configuration. From Eq. 6.45, the bandwidth can be related to $b^2$. For the experimental Reggia-Spencer phase-shifter, $\beta = 50$ Mc corresponds to $b^2 = 8$. Thus

$$\left(1 + \frac{b^2}{2}\right)^2 = 25$$

and the optimum threshold is given by:

$$\frac{P_{th,m}}{\beta_i} = \frac{\mu_S v_S}{25 \left( \frac{\text{d}S}{\text{d}h} \right)^2} \tag{6.60}$$

which, upon substitution of the appropriate optimum values yields

$$\frac{P_{th,m}}{\beta_i} = 60 \text{ mw/Mc} \tag{6.61}$$

The threshold of the experimental configuration in this circumstance is:

$$\frac{P_{th,m}}{\beta_i} = 100 \text{ w/Mc} \tag{6.62}$$

The disparity between these two thresholds can be attributed to the inefficient coupling of the signal into the sample and to the relative insensitivity of the material in the experimental model.

A comparison between the optimum threshold per unit bandwidth of this configuration and that discussed in Section 6.2 is meaningful because of the basic similarity of the models. The superiority of the present case can be attributed to its near optimum length.
6.4 Use of Samples Operating Near Ferromagnetic Resonance

It has already been demonstrated that ferrite permeability tends to depend strongly upon the applied magnetic field, optimizations occurring near zero applied field and near ferromagnetic resonance. The two configurations considered so far have met the former condition; it is of interest now to consider taking advantage of the latter. Perhaps the simplest configuration in which ferromagnetic resonance can be excited as shown in Fig. 6-18 and is the same as that used for the tunability measurements reported in the previous chapter.

A circularly cylindrical microwave cavity is excited from a waveguide by means of a Bettehole coupler. The hole is properly located so that circularly polarized fields are excited. Though it is not necessary for the fields to be circularly polarized, it was convenient to use a cavity prepared for the measurements of the previous chapter.

![Diagram of experimental ferromagnetic resonance phase-shift amplifier](image)

**Fig. 6-18. Illustration of the experimental ferromagnetic resonance phase-shift amplifier.**

It was shown in the previous chapter that the cavity tunability for such a structure operating near ferromagnetic resonance reaches a maximum value of \( \frac{\gamma}{\omega_0} \), provided the fields have the optimum orientation (i.e., pump field transverse to the biasing field and signal field parallel to the biasing field) and provided the sample is sufficiently large relative to the cavity. It is of interest to compute the threshold power for this configuration and compare its optimum with that of the configurations discussed previously in this chapter.
6.4.1 Threshold Relation. The threshold pump power $P_{th}$ is given by

$$P_{th} = \frac{\beta_1 \beta_p^2}{2 \xi \gamma^2} \int \mu |f(r)|^2 \, dv > \frac{\beta_1 \beta_p^2 \mu \nu_s}{2 \xi \gamma^2}$$

(6.63)

The optimum threshold is given by the right-hand side of the inequality as usual.

The pump bandwidth of this circuit is determined more by the cavity design than by the material because the sample is very small and because the maximum tuning occurs far enough from ferromagnetic resonance that the ferrite losses tend to be small. For a properly machined cavity with plated surfaces, the unloaded $Q$ can be as high as about $10^4$. However, the actual cavity will be loaded rather heavily in order to couple most of the side-band power into the load. The loaded $Q$ of the cavity which was used in the experiments of the last chapter was about 1000 at $\nu$-band, for which $\beta_p \approx 10$ Mc.

6.4.2 The Optimum Threshold. The optimum threshold for this bandwidth can be computed by observing that the sample is saturated, for which:

$$\mu_s = \mu_o$$

and:

$$\int \mu_s |f(r)|^2 \, dv|_{\text{min}} = \mu_o \nu_s$$

where we will assume that the sample volume is the minimum for which $T = \nu$ as found in the preceding chapter:

$$\nu_s \approx 10^{-5} \nu_c$$

For the cavity used in the experiments of Chapter 5, $\nu_c \approx 1.2 \times 10^{-6}$ m$^3$. Under these conditions the minimum threshold is given by:

$$\frac{P_{th, m}}{\beta_1} = 0.1 \text{ mw/Mc}$$

(6.64)

Although the sample size is not optimum, it is useful to compute the minimum threshold for the .100" sphere of YIG which was used in the measurements of Section 5.5.3.
For this sample the optimum threshold is given by:

\[
\frac{P_{th, m}}{p_i} = 1 \text{ mw/Mc} \quad \text{for a 100" YIG sphere} \tag{6.65}
\]

An experimental amplifier circuit was constructed using the 100" diameter sphere of YIG as described above, located in a resonant circularly polarized x-band cavity (Q \(\cong 1000\)). The signal coil consists of 30 turns wound in the form of a flat circular coil of radius 0.6 cm. The measured input bandwidth of this circuit is 100 kc with a pump threshold of 1 watt and a pump bandwidth of 10 Mc. Thus the threshold per unit input bandwidth is given by:

\[
P_{th} = 10 \text{ watts/Mc} \beta_i(Mc) \tag{6.66}
\]

### 6.4.3 Comparison of Optimum and Experimental Thresholds

The disparity between the optimum threshold and the observed experimental threshold can be attributed to the inefficiency with which signal energy is coupled to the sample. To expand this explanation, consider the relation

\[
\int \mu |f(r)|^2 dv = A \mu_0 v_s \tag{6.67}
\]

If the signal energy were perfectly coupled to the sample, \(A\) would be unity. This circumstance was assumed for the calculation of the optimum threshold. To account for the large difference between the experimental threshold and the optimum threshold \(A\) would have to be \(10^4\).

To test the assertion that the disparity of the threshold results from inefficient coupling the active signal field distribution for the experimental amplifier must be determined and used to compute \(A\). The orientation and spacing of the sample and signal field coil of the experimental amplifier are shown in Fig. 6-19. The sample is located on the axis of the coil at a distance \(x = a\). The assumption that \(f(r)\) is uniform throughout the sample is reasonable provided the sample is small compared to coil dimensions or is located at a large distance from the sample. It is shown in Appendix F that:

\[
A \approx 9 \times 10^3 \tag{6.68}
\]
Observe that this figure $9 \times 10^3$ compares favorably with the observed value $10^4$ and our assertion is proved.

![Diagram](image)

**Fig. 6-19.** Illustration of location of sample relative to signal coil in configuration of Fig. 6-19.

The calculation above has suggested that a more efficient means must be found for introducing the signal field into the sample without storing large amounts of signal energy, compared to the simple arrangement of Fig. 6-19. One possible configuration which satisfies this criterion employs a toroidal sample. The signal field for this shape tends to be confined to the sample. In this case most of the signal field which is produced is useful for tuning the cavity. However, there are severe practical difficulties which limit the use of such a sample shape. The most important of these is the difficulty of introduction of the pump field into the sample. Nevertheless, the possibility of a suitable design exists, so that the problem remains of developing a ferrite phase-shift amplifier which approaches the optimum.

### 6.5 Use of Ferromagnetic Resonance to Provide Pump Filter

Since ferrite samples possess an intrinsic resonance, it is not essential to place the sample in a cavity to separate the various sidebands. That is, ferromagnetic resonance provides a convenient filter for separating the upper and lower sidebands from other unwanted components. One possible filter is illustrated in Fig. 6-20. Three mutually perpendicular coils $L_1$, $L_2$, and $L_3$ are wound about the sample. Coupling between any pair of coils (e.g., $L_1$ and $L_2$) is zero unless a magnetic field is applied along the intersection of the plane of these two coils. This field biases the sample to ferromagnetic resonance. When
biased in this way, the nonreciprocal nature of the material will couple these otherwise uncoupled coils. Thus, the transmission from $L_1$ to $L_2$ is tuned at ferromagnetic resonance when a field $H_0$ is applied of proper direction and strength. This circuit can be used as a nonreciprocal filter for signals transmitted between a source connected to $L_1$ and a load connected to $L_2$. The field of the third coil $h_3$ is parallel to $H_0$ and causes variations in that field which tend to vary the frequency of ferromagnetic resonance. The tunability for this circuit is the same as the maximum tunability of the cavity described in the previous section (i.e., $\frac{\gamma}{\omega_0}$). Clearly this circuit can be used as a phase-shift amplifier if the pump is connected to $L_1$, the phase detector to $L_2$, and the signal to $L_3$.

![Diagram](image)

Fig. 6-20. Illustration of ferromagnetic resonance amplifier requiring no resonant cavity.

This circuit is similar in many respects to that described in the previous section in which the ferrite is used to tune a cavity. The tunability of this circuit is the same as the maximum tunability of the cavity (i.e., $T = \frac{\gamma}{\omega_0}$), and the minimum pump threshold is still given by:

$$P_{th, m} = \frac{\beta_1 \beta_p^2 \mu_0 v_s}{2 \gamma^2} \quad (6.60)$$

Perhaps the most significant difference between the two circuits is the fact that the coupled-coil circuit operates exactly at ferromagnetic resonance, while the cavity tuning circuit
operates off ferromagnetic resonance. As a consequence of this, the material linewidth completely determines bandwidth in the former circuit and for this reason $\beta_p$ can be no less than $\gamma \Delta H$. In the latter circuit, by contrast, the bandwidth can be controlled by controlling the cavity parameters.

6.6 Use of Magnetostatic Modes to Accomplish Pump Filtering

A circuit of the type described above can be designed having a pump bandwidth smaller than $\gamma \Delta H$. In particular, certain of the magnetostatic modes can be used to couple the r-f signals in the same way as ferromagnetic resonance. They have the advantage, however, of having a narrower linewidth. In some cases their linewidth is as little as one-third of the pump bandwidth; potentially, then, $P_{th}$ can be reduced by a factor of 9 below the value obtained using ferromagnetic resonance. Such a tremendous improvement in input bandwidth can be important in circuits which tend to be input-bandwidth limited.

Although there are advantages to using magnetostatic modes in a phase-shift amplifier, there is also a difficulty in using them due to the problems of coupling energy into them. They tend to be excited most easily at their resonant frequency in the presence of highly nonuniform r-f fields. This idea can be exploited through the use of a transmission type filter such as that shown in Fig. 6-21. The ferrite sample is placed in a small hole which has been cut in the wall of guide No. 2, and a magnetic field is applied such that the

![YIG Sphere Diagram](image)

*Fig. 6-21. Illustration of magnetostatic phase-shift amplifier.*
sample can support magnetostatic modes. If power $P_1$ is supplied in guide No. 1, then the fields will be very nonuniform in the vicinity of the sample and for a frequency near the resonance of a magnetostatic mode the latter will be excited and energy will be coupled into guide No. 2. A bandpass transmission characteristic will exist from guide No. 1 to guide No. 2. As the biasing field is varied, the resonant frequencies of the magnetostatic modes vary at a maximum rate of 2.8 Mc/Oe. If a signal coil is now mounted so that the field which it produces is parallel to the biasing field, this structure can be used to make a phase-shift amplifier having a bandwidth smaller than $\gamma \Delta H$ and a sensitivity proportionately larger than that obtained for ferromagnetic resonance.

6.7 The Thin-Film Phase-Shift Amplifier

It was shown in the previous chapter that thin-film variable inductors are useful for the construction of phase-shift amplifiers. It was further shown that the equivalent circuit for the transverse winding of the prototype configuration is a resonant circuit whose resonant frequency is controlled by the current in the other winding. The proper use of the inductor in a phase-shift amplifier is shown in Fig. 5-14.

6.7.1 Threshold Relation for the Thin-Film Configuration. The threshold for this configuration is written most conveniently in the form:

$$P_{th} = \frac{R_s}{2 \zeta (Q_\xi T_1)^2}$$  \hspace{1cm} (6.70)

where

$$T_1 = -\frac{1}{2L_2} \frac{dL_2}{dl_1}$$  \hspace{1cm} (6.71)

For the configuration of Fig. 5-13, $T_1$ has a value of approximately 0.25/ma at ferromagnetic resonance. Recall that although this tunability is relatively large, the $Q$ at resonance is approximately unity. It was previously suggested that, using certain techniques which yield a high-$Q$ bulk ferrite, an improvement in thin-film $Q$ by an order of magnitude should be possible. Assuming this can be accomplished (i.e., $Q = 10$) a pump bandwidth of approximately 40 Mc would be obtainable at a resonant frequency of 400 Mc. For the configuration reported
by Pohm, the inductance of the coil labelled \(L_1\) is about 4 \(\mu\)h. Assuming the signal is supplied by a source with a 50 \(\Omega\) output impedance the input bandwidth is given by

\[
\beta_1 = \frac{R_s}{2\pi L_1}
\]  
(6.72)

\[\cong 2 \text{ Mc}\]

and the threshold per unit bandwidth is

\[
\frac{P_{\text{th}}}{\beta_1} \cong 0.01 \text{ mw/Mc}
\]  
(6.73)

6.7.2 Experimental Model. For the actual configuration reported by Pohm the tunability is approximately 1/120 ma and the \(Q = 10\), yielding:

\[
\frac{P_{\text{th}}}{\beta_1} \cong 7 \text{ mw/Mc}
\]  
(6.74)

It should be emphasized that, although these configurations are not necessarily optimum, they have relatively small thresholds compared to those of the bulk ferrite configurations. The investigation of the thin-film configurations is somewhat incomplete due to the difficulty of obtaining suitable samples. However, the above threshold relations are sufficiently encouraging that further investigation of this configuration is justified.

6.8 Comparison of Thresholds for Configuration in Chapter 6

A comparison of the various amplifier configurations considered in this chapter can be made on the basis of the threshold per unit input bandwidth. For this purpose Table 6-1 has been constructed.
### Table 6-1 Comparison of Thresholds

<table>
<thead>
<tr>
<th>Amplifier Configuration</th>
<th>$\frac{P_{th,m}}{\beta_i}$ Theoretical watts/Mc</th>
<th>$\frac{P_{th,m}}{\beta_i}$ Experimental watts/Mc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reggia Tunable Filter</td>
<td>200</td>
<td>$3 \times 10^4$</td>
</tr>
<tr>
<td>Mn Mg Laboratory</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mn Mg from Weiss</td>
<td>$\approx 1$</td>
<td></td>
</tr>
<tr>
<td>Reggia-Spencer</td>
<td>670</td>
<td>$2.5 \times 10^3$</td>
</tr>
<tr>
<td>Mn Mg Laboratory</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mn Mg from Weiss</td>
<td>1.5</td>
<td>100</td>
</tr>
<tr>
<td>tuned</td>
<td>.06</td>
<td></td>
</tr>
<tr>
<td>Ferromagnetic Resonance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. .100'' sample in</td>
<td>$10^{-3}$</td>
<td>10</td>
</tr>
<tr>
<td>microwave cavity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. optimum circuit</td>
<td>$10^{-5}$</td>
<td>No Experimental model</td>
</tr>
<tr>
<td>with respect to sample</td>
<td></td>
<td></td>
</tr>
<tr>
<td>size</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thin Film</td>
<td>.01</td>
<td>$\approx 7$</td>
</tr>
</tbody>
</table>

### 6.9 Conclusions

It is clear from this table that the ferromagnetic resonance configuration is the optimum bulk material amplifier. However, the thin-film amplifier has a much lower experimental threshold and is potentially the best overall configuration. The development of thin films for UHF and higher frequencies will permit magnetic phase-shift amplifiers of video bandwidth to be built.
CHAPTER 7

PRACTICAL LIMITATIONS ON THE FERRITE
PHASE-SHIFT AMPLIFIER

7.1 Introduction

The implication of the threshold calculations of the previous chapter is that arbitrary gain bandwidths are possible for each circuit provided only that sufficient pump power is available. However, there are several practical limitations which influence this possibility. A number of factors such as saturation and noise generation tend to limit the pump power which can usefully be applied. The purpose of this chapter is to estimate the maximum useful pump power, and from this to estimate maximum gain-bandwidth products.

In addition to the maximum gain-bandwidth estimate, various practical effects influencing amplifier performance are explored. In Section 7.2 the advantage of a one-port phase modulator, rather than the two-port device assumed previously, is described. The noise phenomena in ferrite phase-shift amplifiers are discussed in Section 7.5. Section 7.4 contains a revealing comparison between ferrites and varactors which tends to explain why the latter have proved to be so much more successful in amplifier configurations than the former. The final section (7.6) includes a summary of the work reported in this paper and a list of the important conclusions.

7.2 Advantage of the Use of the Circulator

It has been assumed in previous discussions of the phase-shift amplifier that the phase modulator is inserted between the source and the load, so that the power transmitted to the load is phase-modulated. The disadvantage of this circuit is that some of the sideband power is reflected to the source where it is dissipated in the source impedance and is, therefore, not useful for amplification of the signal. Since the practical circuits which we are considering operate with a microwave pump frequency, a circulator can be used to make a one-port phase-shift amplifier. The circulator can separate the sideband power which is reflected from the phase modulator from the pump power, so that all of it can be delivered to the
phase detector. A transformer can be used to match the phase modulator to the transmission line supplying the power.

The performance of a phase-shift amplifier which uses a circulator is best characterized by the sensitivity of its reflection coefficient to the signal magnetic field. The latter can be found from the phase-shift sensitivity, which has already been computed. It was pointed out in the introduction that in the optimum quiescent condition the pump frequency is the same as the center frequency of the filter. The phase characteristic under this condition has also been exhibited:

$$\Delta \phi = \frac{\omega \Delta C}{2Y_0 + G}$$  \hspace{1cm} (7.1)

where \(G\) is the admittance of the pump filter at center frequency.

A circulator permits the microwave circuit shown in Fig. 7-1:

![Microwave circuit](image)

**Fig. 7-1.** Microwave circuit for the ferrite phase-shift amplifier using a circulator.

Adams has shown that the real part of the admittance looking into the phase modulator should match the transmission line (Ref. 48). If this conductance is different from \(Y_0\), then a slide screw tuner can be used which functions as an ideal transformer so that the admittance looking into the tuner from the circulator is \(Y_o\). The transformer ratio for this condition is

$$n = \sqrt{\frac{Y_0}{G}}$$
The reflection coefficient of the transformed load is given by:

\[ \rho = \frac{Y_o - Y_L}{Y_o + Y_L} \]

\[ = \rho_o + \Delta \rho \]

where \( \rho_o = 0 \) for the optimum phase-shift amplifier, and

\[ \Delta \rho = \frac{j \omega_o \Lambda C Y_o}{2 Y_o + j \omega_o \Lambda C Y_o} \]

\[ \approx j \frac{\omega_o \Lambda C}{2G} \]

But

\[ \Delta \phi = \frac{\omega_o \Lambda C}{2Y_o + G} \]  \hspace{1cm} (7.3)

\[ \Delta \rho = j \Delta \phi \left( \frac{Y_o}{G} + \frac{1}{2} \right) \]  \hspace{1cm} (7.4)

The sideband power delivered to the matched phase detector \( P_{s_{br}} \) by the one-port device is given by:

\[ P_{s_{br}} = \frac{1}{2} (\Delta \rho)^2 P_p \]

\[ = \frac{1}{2} \left( \frac{Y_o}{G} + \frac{1}{2} \right)^2 \]

\[ = \left( \frac{Y_o}{G} + \frac{1}{2} \right)^2 P_{s_{bt}} \]  \hspace{1cm} (7.5)

where \( P_{s_{bt}} \) is the power delivered to the phase detector by the two-port device, as shown in Fig. 2-1. Notice that if \( Y_o \approx G \), which is commonly the case in the circuits which were
measured, then:

\[ P_{s_{br}} \approx 2 P_{s_{bt}} \quad (7.6) \]

That is, approximately twice as much sideband power is delivered to the load by the one-port device as by the two-port device. In general, the gain for the one-port phase-shift amplifier will tend to be 3 dB greater than for the two-port amplifier, all other conditions being the same. This improved gain can be explained by considering that all of the sideband power produced in the one-port circuit is delivered to the load, whereas in the two-port circuit approximately half the sideband power is returned to the source where it is dissipated in the source impedance. Thus, whenever possible the phase-shift amplifier should be built as a one-port device for the additional 3-db gain over the two-port device.

7.3 Nonlinear Effects

The analysis in the preceding chapters was based upon the small-signal approximation. This approximation can be examined further to determine whether reliable predictions can be made concerning high-power operation of ferrites. The small-signal approximation reduces the equation of motion to its linearized form, which is useful for explaining ferromagnetic resonance and other ferrite r-f phenomena. However, in each of these, this small-signal theory becomes less and less valid as the r-f power is increased. One example of this effect is the phenomenon of ferromagnetic resonance saturation. The power absorbed at ferromagnetic resonance is roughly proportional to \( \frac{M_z}{H_o} \), which is given by \( M_o/H_o \) in the small-signal approximation. According to theory, this level should decrease due to the decrease in \( M_z \) as the r-f power level is increased. This effect, called saturation, does indeed occur, though at a power level two or three orders of magnitude smaller than predicted by simple theory (Ref. 46).

An explanation of this effect was offered by Suhl (Ref. 47), who found that energy can be taken irreversibly from the uniform precessional motion of the magnetization, which is characteristic of ferromagnetic resonance, and transferred to the crystal lattice of the sample. Fundamental to this process is the excitation of spin waves, which are wave-like modes of energy propagation in the magnetic lattice of the material analogous to crystal lattice vibrations. Suhl showed that spin waves can be parametrically pumped by the uniformly
precessing magnetization, which occurs at or near ferromagnetic resonance, when the precessional amplitude exceeds a certain level. He found that the spin waves, parametrically excited at the lowest r-f power level, are those which propagate along the direction of the biasing magnetic field (i.e., z direction). The computed power level for excitation of these spin waves agrees very well with the observed power level at which saturation occurs. This fact, together with the fact that these z-directed spin waves can cause a reduction in $M_z$, explains the effect of r-f saturation very satisfactorily.

7.3.1 Power-Limiting Effect of Spin Waves. There is another aspect of r-f saturation which is very undesirable for ferrite amplifiers. The fact that spin waves are parametrically excited by the r-f source means that they extract energy from it. The power so extracted is not useful for pumping the sample. The spin waves act to produce a power-limiting effect, and in fact ferrites are actually used in some circuits to build power limiters. Denton (Ref. 23) showed in his ferrite parametric amplifier that an increase in pump power above the spin-wave level predicted by Suhl produced a negligible change in circuit gain.

7.3.2 Spin Wave Threshold. The ferrite phase-shift amplifier which uses a sample biased near ferromagnetic resonance is subject to the same type of pump power limitation as Denton's parametric amplifier. Any increase in pump power above the critical Suhl level (or saturation level) will not produce a proportionate increase in transducer gain. The critical pump field intensity at which saturation occurs at ferromagnetic resonance was shown by Suhl to be:

$$ h_{\text{crit}} = \frac{\Delta H}{2} \sqrt{\frac{2\Delta H}{M}} $$  \hspace{1cm} (7.7)

which is of the order of 0.1 Oe for low-loss ferrites. The pump power necessary to produce this field intensity can be found from the cavity $Q$ and size:

$$ P_s = \frac{\omega_0 U}{Q} $$  \hspace{1cm} (7.8)

where $U$ is the stored energy at resonance and $Q$ is that of the unloaded cavity. Assuming
the pump field is uniformly distributed throughout the cavity

\[ U = \frac{1}{2} \mu_0 h^2 v_c \]

But:

\[ Q = \frac{\omega_p}{\beta_p} \]

So:

\[ P_{s \, \text{crit}} = \frac{\beta_p \mu_0 h_{\text{crit}}^2}{2} v_c \quad (7.9) \]

For the circularly polarized cavity used in these experiments:

\[ v_c \approx 10^{-4} \text{ m}^3 \]

and:

\[ \beta_p \approx 10 \text{ Mc} \quad (7.10) \]

Substituting these values in \( P_{s \, \text{crit}} \) gives:

\[ P_{s \, \text{crit}} \approx 100 \text{ mw} \quad (7.11) \]

If this value of pump power is compared with the threshold relation (Eq. 6.66) a maximum input bandwidth can be found which is of the order of 10 kc. The corresponding maximum theoretical value for this is found from Eq. 6.64 to be 100 Mc.

On the other hand, Suhl has shown that away from ferromagnetic resonance the critical pump field for saturation is given by:

\[ h_{\text{crit}} \approx \frac{\omega - \omega_{\text{res}}}{\gamma} \sqrt{\frac{2 \Delta H}{M_s}} \approx \frac{\omega - \omega_{\text{res}}}{\gamma \Delta H} h_{\text{crit}}|_{\omega_{\text{res}}} \quad (7.12) \]

Clearly it is an advantage to operate away from ferromagnetic resonance to avoid saturation. However, operation must be sufficiently close to \( \omega_{\text{res}} \) to attain maximum tunability. In the
experiments performed with the .100" sphere of YIG, maximum tunability was reached at

\[
\frac{\omega - \omega_{\text{res}}}{\gamma \Delta H} \approx 6
\]

for which:

\[
h_{\text{crit}} \approx 0.6 \text{ Oe}
\]

(7.13)

Using this value of critical field intensity, the saturation power level can be computed from:

\[
\frac{P_{\text{crit}}}{P_{\text{crit res}}} = \frac{h_{\text{crit}}^2}{h_{\text{crit res}}^2} \approx 36
\]

(7.14)

or

\[
P_{\text{crit}} \approx 3.6 \text{ watts}
\]

(7.15)

for which \(\beta_{\text{max}} \approx 0.36 \text{ Mc} \) (Eq. 6.64). Thus, operation away from ferromagnetic resonance is advantageous for pumping efficiency, although the pump frequency must be close enough to resonance that the cavity tunability is maximum. The value of \(\omega - \omega_{\text{res}}\) for which \(T_{\text{max}}\) is achieved depends roughly on the sample size:

\[
(\omega - \omega_{\text{res}})^2 = \frac{v_s}{v_c} \gamma M\omega
\]

(7.16)

For a given \(P_{\text{crit}}\) the approximate sample size will be given by

\[
P_{\text{crit}} = \frac{v_s}{v_c} \gamma M\omega \cdot \frac{P_{\text{crit}}}{\gamma v_c (\Delta H)^2} \approx 0.1 \frac{v_s M\omega}{\gamma v_c (\Delta H)^2}
\]

(7.17)

At this point an additional advantage can be seen in using the magnetostatic modes whose resonant frequencies tend to be displaced from ferromagnetic resonance. Certain of the modes are sufficiently remote from ferromagnetic resonance that the saturation power is of the order of a few watts. The advantage offered by unsaturated samples is perhaps even clearer in this respect.
It can be concluded from the above discussion that there is a definite advantage in using the ferrite to tune a cavity as opposed to using ferromagnetic resonance as the pump filter. That is, the pump frequency can be remote from ferromagnetic resonance and yet maximum tunability can be achieved. It was shown that pump saturation for this case occurs at a much higher pump power than at ferromagnetic resonance.

7.3.3 Pump Saturation Effect in Magnetically Unsaturated Samples. The magnetically unsaturated samples clearly avoid the difficulty of the spin-wave pump saturation effect. However, there are certain nonlinear effects in unsaturated materials which are undesirable for phase-shift amplifiers. The most unfortunate of these is hysteresis, which has been totally ignored in the discussion thus far. The phenomenon of hysteresis is responsible for losses in magnetic materials, but the exact mechanism is not fully understood.

Another very undesirable nonlinear effect in unsaturated ferrites results from the highly nonlinear permeability. This effect is particularly pronounced at high power levels and has the effect of gain saturation with respect to pump power. This effect is illustrated in Fig. 7-2 where hysteresis is ignored. The r-f or pump permeability is the slope of this curve, which tends to decrease for $\tilde{H} > H_1$. It is the variation of this slope with respect

![Diagram](image)

**Fig. 7-2.** Flux density vs. applied field for a material with negligible hysteresis.
to another applied field which enables this material to function properly in phase-shift amplifiers. However, since the slope becomes much less sensitive to the applied field as $H$ exceeds $H_1$, the material tends to look more and more linear as $H$ exceeds $H_1$ in the r-f cycle. Recall that the transducer gain is proportional to pump power as long as $H << H_1$. Thus when the pump power exceeds $P(H_1)$ (i.e., the pump power at which the pump magnetic field $= H_1$) the gain per unit pump power (i.e., $G / P_p$) is a decreasing function of $P_p$. Thus the same property which tends to make ferrites useful in nonlinear reactance circuits (i.e., low $H_c$ and low saturation field) tends to limit the pump power at which gain saturation occurs. There is a rather sharp break in the curve $B$ vs. $H$ for most materials so that $H_1$ is rather well defined. For example, $H_1$ for Mn Mg ferrite reported by Weiss (Ref. 35) is of the order of 1 or 2 Oersteds. The pump power for this field can be estimated in the same manner as for the saturated case:

$$P(H_1) = \frac{\beta_p}{2} \mu_0 H_1^2 v_c$$

(7.18)

Assuming the cavity used for this estimate is the same as that used for the estimate for the ferromagnetic resonance configuration is can be shown that:

$$P \bigg|_{H=1 \text{ Oersted}} \approx 10 \text{ watts}$$

(7.19)

Thus, the maximum useful pump power for the unsaturated configuration is approximately 10 watts, yielding a maximum theoretical input bandwidth of 6 Mc.

7.3.4 Nonlinear Effects in Thin Films. The nonlinear effects in thin films tend to be the same as those in saturated bulk ferrites provided the thin film is small enough that it has a single magnetic domain. This circumstance is quite normal for thin-film phase-shift amplifier configurations. Thus, the nonlinear effects which result from the excitation of spin waves tend to limit the useful pump power for this configuration near ferromagnetic resonance. However, since the thin-film variable inductor can be operated successfully remote from ferromagnetic resonance, spin wave saturation does not necessarily limit the useful pump power for this configuration. However, not enough is known of nonlinearities in thin films at the present time to predict the useful limit on pump power. For that matter,
since the thin film configuration is not necessarily input-bandwidth limited, the actual pump power limitation may never seriously restrict the amplifier.

7.3.5 Maximum Gain-Bandwidth Estimate. The significance of the pump saturation effect is that it tends to limit the ultimate gain-bandwidth product. It has been shown that the pump threshold for any configuration is proportional to the input bandwidth, and that the pump power for each configuration is limited by the so-called nonlinear effects. In addition, it was shown that most ferrite phase-shift amplifiers tend to be input-bandwidth limited. Assuming this to be the case the gain-bandwidth product is given by:

\[ \beta G_t = \beta_i G_t \]

\[ = \frac{\beta_i P_{\text{max}}}{P_{\text{th}}} \]

\[ = \frac{\beta_i P_{\text{max}}}{K \beta_i} \]  \hspace{1cm} (7.20)

Thus the maximum gain-bandwidth product is:

\[ \beta G_{t_{\text{max}}} = \frac{P_{\text{max}}}{K_{\text{min}}} \]  \hspace{1cm} (7.21)

Using this relation, the values for \( P_{\text{max}} \) determined in this section, and \( K \) from the previous chapter, the maximum gain-bandwidth product is estimated for a variety of configurations and reported in Table 7-1.
Table 7-1  Maximum Gain Bandwidth

<table>
<thead>
<tr>
<th>Configuration</th>
<th>$\beta G_t^{max}$ Theoretical</th>
<th>$\beta G_t^{max}$ Experimental</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reggia Tunable filter</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. Mn Mg ferrite of Weiss</td>
<td>10 Mc</td>
<td>No experiment</td>
</tr>
<tr>
<td>b. Mn Mg ferrite</td>
<td>50 kc</td>
<td>0.33 kc</td>
</tr>
<tr>
<td>Reggia-Spencer (untuned)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. Mn Mg ferrite of Weiss</td>
<td>7 Mc</td>
<td>No experiment</td>
</tr>
<tr>
<td>b. Mn Mg</td>
<td>7 kc</td>
<td>4 kc</td>
</tr>
<tr>
<td>Ferromagnetic Resonance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. 0.100&quot; YIG sample</td>
<td>100 Mc</td>
<td>1 Mc</td>
</tr>
<tr>
<td>b. Optimum sample size</td>
<td>10 Gc</td>
<td>No experiment</td>
</tr>
<tr>
<td>Thin film</td>
<td>unknown</td>
<td>10 Mc</td>
</tr>
</tbody>
</table>

7.4 Comparison of Ferrites and Varactors

A comparison would be useful between ferrites and varactors for application in phase-shift amplifiers since amplifiers using the latter have proved so successful. It has been shown that tunability is an important parameter for characterizing the reactive mixer in a phase-shift amplifier. On the other hand, the tunabilities which have proved most convenient for discussing the various reactive mixers are not directly comparable. For example, the ferrite tunability is defined:

$$ T = \frac{1}{\omega_0} \frac{d\omega_0}{dh} \quad (7.22) $$

and is measured in units of (Oersteds)$^{-1}$ while the varactor tunability is conveniently defined

$$ T = \frac{1}{\omega_0} \frac{d\omega_0}{dv} \quad (7.23) $$

and is measured in (volts)$^{-1}$. A direct comparison of these parameters is clearly meaningless. A universal parameter, which can easily be related to these tunabilities and which can be used to predict the performance of a phase-shift amplifier, must be found.
The ferrite amplifiers studied have tended to be input-bandwidth limited, whereas the varactor amplifiers tend to have extremely large input bandwidths. It is useful, therefore, to define a tunability with respect to a parameter which is easily related to the input bandwidth. The quantity which relates the input bandwidth to tunability is the amount of signal energy which must be stored to produce that tunability. Thus, we are led to define a quantity termed energy tunability $T_E$:

$$T_E = \frac{1}{\omega_o^2} \frac{\delta \omega_o}{\delta \sqrt{W}}$$

(7.24)

where $\omega_o$ is the center frequency of the pump filter and $W$ is the stored signal energy required to produce $\delta \omega_o$. In the ideal case the input circuit of a phase-shift amplifier is entirely reactive. This reactance is due in part to the reactive mixer and in part to the surrounding structure (e.g., mounts, etc.). In the interest of uniqueness, the latter contribution to the reactance of the input circuit will be ignored.

For greatest utility, energy tunability should enable a computation of the transducer gain. That this is indeed the case can be seen through reference to the equivalent circuit of an arbitrary phase-shift amplifier (Fig. 7-3). If the phase modulator contains a reactive mixer whose energy tunability in a particular configuration is given by:

$$T_E = \frac{1}{\omega_o^2} \frac{\Delta \omega_o}{\Delta \sqrt{W}}$$

(7.25)

then the phase sensitivity of the phase modulator is given by

$$\frac{\delta \phi}{\Delta \sqrt{W}} = Q \lambda T_E$$

(7.26)

This circuit will deliver sideband power $P_{sb}$ to a matched phase detector

$$P_{sb} = \frac{1}{2} \left( \frac{\delta \phi}{\Delta \sqrt{W}} \right)^2 W P_p$$

(7.27)
If the detection efficiency is $\zeta$, the midband transducer gain $G_t$ is:

$$G_t = \frac{P_t}{P_{\text{avail}}} = \frac{\zeta}{2} \left( \frac{\Delta \phi}{\Delta \sqrt{W}} \right)^2 \frac{WP_P}{P_{\text{avail}}} \quad (7.28)$$

where $P_{\text{avail}}$ is the available signal-frequency source power. The relationship between $P_{\text{avail}}$ and the stored signal energy is found from elementary circuit considerations.

The ideal signal-circuit impedance for a phase-shift amplifier is almost purely reactive, being inductive in the case of the ferrite amplifier ($L$) and capacitive in the case of the varactor amplifier. For the ferrite amplifier, the stored signal energy is given by:

$$W_h = \frac{1}{2} L i^2 \quad (7.29)$$

which at midband becomes:

$$W_h = \frac{1}{2} L \left( \frac{V_s}{R_s} \right)^2$$

$$= \frac{2L}{R_s} \frac{V_s^2}{4R_s}$$

$$= \frac{2L}{R_s} P_{\text{avail}}$$

$$= \frac{2P_{\text{avail}}}{\beta_i} \quad (7.30)$$
For varactor amplifiers the stored energy is given by:

\[ W_e = \frac{1}{2} C v^2 \]

which at midband is:

\[
W_e = \frac{1}{2} R_s C \frac{V_s^2}{R_s} = 2 R_s C \frac{V_s^2}{4 R_s} = \frac{2 P_{\text{avail}}}{\beta_1} \quad (7.31)
\]

Thus a single expression relates the stored signal energy to the available source power of all phase-shift amplifiers having reactive input impedances.

Using the above relation, the transducer gain is given conveniently by:

\[
G_t = \zeta \left( \frac{\Delta \phi}{\Delta \sqrt{W}} \right)^2 \frac{P}{\beta_1} = \frac{\zeta (Q_x T_E)^2 P}{\beta_1} \quad (7.32)
\]

Thus, the input-bandwidth threshold pump power and transducer gain are uniquely specified by \( T_E \) for a given \( Q_x \).

The maximum energy tunability of ferrites can now be compared with that of a commercially available varactor. It was shown previously that the stored signal energy for ferrite reactive mixers is given by:

\[
W_h = \frac{1}{2} h^2 \int \mu [f(r)]^2 \, du \\
\geq \frac{1}{2} \mu_s h^2 v_s \quad (7.33)
\]

where \( f(r) \) was defined earlier in the chapter. The maximum energy tunability is determined by the smallest energy for which the field in the sample is \( h \). This energy must at
least equal the energy stored in the sample (i.e., \( W_h = \frac{1}{2} \mu_s h^2 v_s \)). Note that, using this limiting value, the actual energy tunability is over-estimated by the ratio:

\[
\left[ \frac{\int \mu [f(t)]^2 dv}{\mu_s v_s} \right]^{\frac{1}{2}}
\]  

(7.34)

Thus the energy tunability which we consider is given by:

\[
T_{Eh} = \frac{1}{\omega_0} \sqrt{\frac{2}{\mu_s v_s}} \frac{d\omega_0}{dh}
\]  

(7.35)

But the maximum energy tunability for saturated ferrites is given by:

\[
T_{Eh\ max} = \frac{\gamma}{\omega_0} \sqrt{\frac{2}{\mu_s v_s}}
\]  

(7.36)

A similar calculation is now made for the varactor. The stored signal energy for a varactor is given by:

\[
W_e = \frac{1}{2} C v^2
\]  

(7.37)

where \( C \) is the varactor capacitance at the signal frequency and \( v \) is the signal voltage amplitude of the varactor. Using this quantity yields the varactor energy tunability given by:

\[
T_{Ee} = \frac{1}{\omega_0} \sqrt{\frac{2}{C}} \frac{d\omega_0}{dv}
\]  

(7.38)

It is most meaningful to compare the ferrites and varactor energy tunability for the same pump frequency. It is then sufficient to compare the product \( \omega_0 T_{Eh} \). For the 0.100" sphere of YIG described in Section 6.4 this quantity is:

\[
\omega_0 T_{Eh} = 4.6 \times 10^5 \text{ Mc}/\text{Joule}
\]  

(7.39)

For an ordinary MA450 series varactor measurements show that \( \frac{\Delta \omega_0}{\Delta V} \approx 700 \text{ Mc/volt} \). A conservative estimate for \( C \), which includes the varactor mount and other stray capacitance,
is approximately 10 pf. Thus:

$$\omega_0 T_{Ee} = 3 \times 10^8 \text{Mc/s/\sqrt{Joule}}$$  \hspace{1cm} (7.40)

This computation shows that the energy tunability for a currently available varactor is about three orders of magnitude larger than the upper bound for the 0.100" sphere of YIG. The two energy tunabilities would be equal for a sample of 0.010" diameter. Unfortunately, this comparison is somewhat misleading since the maximum energy tunability for the ferromagnetic resonance configuration cannot be successfully approached at this dimension. The principal reason is, of course, the difficulty of coupling the signal energy tightly into such a small sample.

Though a similar comparison could be made for the two unsaturated configurations, it can be seen from Table 7-1 that both of these are several orders of magnitude smaller than the ferromagnetic resonance configuration. However the thin film tends to be comparable with the varactor by virtue of its small volume. The energy tunability for the experimental circuit described earlier can be computed from the signal-frequency coil inductance and the tunability. The stored signal energy is given by:

$$\frac{1}{2} L_s (i - i_o)^2$$

where \( L_s \approx 5 \mu\text{H} \). From the curve of Fig. 5-15, the energy tunability can be shown to be:

$$T_E = \frac{2 \times 10^3}{\sqrt{\text{Joule}}}$$  \hspace{1cm} (7.41)

which is only about an order of magnitude smaller than the varactor. Thus, when thin films can be utilized at microwave frequencies they will be competitive with varactors for the construction of phase-shift amplifiers.

7.5 Noise Phenomena in Ferrite Phase-Shift Amplifiers

Although an ideal, lossless reactive mixer contributes no excess noise in a phase-shift amplifier, an actual reactive mixer deviates from this ideal. In addition to the noise contributed by the reactive mixer, Adams has shown that the second stage or down conversion is inherently noisy (Ref. 48). In fact, in many cases this is the dominant noise
source in a phase-shift amplifier. In this section, the sources of excess noise in ferrite phase-shift amplifiers, and their relative importance, are studied. First, the sources of noise associated with using ferrite as a reactive mixer are considered. Next, the noise contributed in the second stage is discussed, and a minimum noise figure is computed.

7.5.1 Survey of Noise Phenomena in Ferrites. There are a number of basic noise sources associated with the ferrite phase-shift amplifier. Perhaps the most obvious of these is the thermal noise which results from the equivalent resistance in the signal-frequency circuit. Not so obvious, however, is the noise which results directly from the presence of the material. Since ferrites tend to be electrical insulators this noise is not shot noise, but it may be thermal noise. It has been observed to be somewhat dependent upon pump power and independent of sample temperature for a wide range of temperatures. It tends to occur for conditions under which the sample is lossy, and so can presumably be explained by the phenomena responsible for ferrite loss.

The thermal noise due to stray loss in the signal-frequency circuit, even though small, is important because it is amplified. It might be expected that stray losses could be made negligible by suitable design of the signal circuit to minimize stray loss. However, physical constraints limit the design of this circuit. For example, losses can be minimized by winding the signal coil with wire of large cross-section but the wire size is restricted by the necessity for minimizing signal-coil disturbance of the r-f field. The signal circuit can be designed for optimum noise figure with respect to these constraints, but the optimum is typically the design for minimum loss. The excess available noise at the load due to the stray losses in the input-circuit coil, assuming the circuit is input-bandwidth limited, is given by:

\[ N_i = k T_s \beta_i \frac{R}{R_s} G_t \]  

(7.42)

where \( R_s \) is the source resistance, \( R \) the equivalent series resistance, \( T_s \) is the source temperature, \( \beta_i \) is the input bandwidth and \( G_t \) is the transducer gain.

The explanation of the noise which is induced in the sample depends upon the configuration, because the loss mechanisms tend to differ for different configurations. For
magnetically saturated ferrites near ferromagnetic resonance, the losses have been success-
fully explained by Suhl (Ref. 47) as resulting from the excitation of spin waves which were
discussed in a previous section. Spin waves carry energy and contribute noise in a manner
analogous to lattice vibrations in a conductor. However, there is considerable theoretical
and experimental evidence that their excitation is nearly independent of the temperature of
the crystal, which tends to explain the observed temperature independence of noise power
generated in a ferromagnetic sample. The tendency of spin waves to be excited above a cer-
tain threshold level of r-f field intensity implies that the power loss and hence the noise of a
ferromagnetic sample is negligible up to a certain r-f power level. Denton (Ref. 23) found
this to be the case in his ferromagnetic parametric amplifier. Thus the excess noise due to
spin waves will tend to be unimportant for pump powers far below this threshold.

A different loss mechanism explains the losses in samples far below magnetic
saturation. The losses in this case are believed to be the result of the motion of domain
walls although the exact energy conversion mechanism from domain wall motion to the ac-
tual energy dissipation phenomenon is not well known. The noise associated with this mo-
tion has been explained by the so-called Barkhausen effect (Ref. 49) which is a result of the
fact that the permeability curve for a material is not a smooth continuous curve but is made
up of small discontinuous jumps. These discontinuities can be explained from the domain
theory and the observation that the domains tend to reverse individually in a random man-
ner. For this reason, the random domain wall motion in a pumped sample contributes
excess noise which is not thermal in nature but depends strongly upon the pump power. In
addition, it is known that the individual domains are magnetically saturated, so spin waves
can propagate in them and presumably can contribute to excess noise. As would then be ex-
pected, unsaturated or multidomain samples tend to contribute more excess noise than the
saturated samples due to the Barkhausen effect. Thus, it is expected that configurations
employing magnetically saturated samples are optimum with respect to noise figure.

The excess noise in the thin film consists of both Barkhausen and spin-wave noise
unless the sample is sufficiently small that it is a single magnetic domain. A sample such as
the one described in Chapter 6 is sufficiently small that it is essentially a single domain and
hence can contribute no Barkhausen noise (Ref. 50). In addition the normal operating condi-
tions include biasing the sample far from ferromagnetic resonance where little spin-wave
noise tends to be produced. However more information than is currently available is required about thin film noise mechanisms before comparison of their excess noise to that contributed in bulk samples.

7.5.2 Second-Stage Noise. The second-stage noise is fundamental to phase-shift amplifiers, because up-conversion must always be followed by down-conversion in a resistive mixer which is fundamentally noisy. On the other hand, the contribution of second-stage noise to the overall noise figure of the amplifier tends to be small if the up-conversion gain is large. Adams has discussed the second-stage noise and shown that the excess available noise power it can deliver to a matched load is given by (Ref. 48):

\[ N_m = (F_{md} - 1) \frac{2kT}{\beta_m} \zeta \]  

(7.43)

where \( F_{md} \) is the noise figure for a double-sideband mixer with zero correlation between the sidebands, \( \zeta \) is the detection efficiency, \( T \) is the mixer temperature, and \( \beta_m \) is the bandwidth of the entire circuit past the mixer. Adams has also shown that for a matched phase detector \( 2\zeta(F_{md} - 1) \approx 5 \).

7.5.3 Estimate of Minimum Noise Figure. It is of interest to estimate the noise figure of a ferrite phase-shift amplifier assuming that all sources of excess noise in the amplifier have been accounted for in the discussion. The definition for spot noise figure is:

\[ F = 1 + \frac{N_{\text{excess}}}{kT\beta_s G_t} \]  

(7.44)

where \( \beta_s \) is the bandwidth of the narrowband filter used to determine spot noise. This filter is normally placed at the mixer output and is sufficiently small that it limits circuit bandwidth (i.e., \( \beta = \beta_s \)). It is convenient to select \( \beta_s = \beta_t \). For the ferrite phase-shift amplifier \( F \) is given by:

\[ F = 1 + \frac{R}{R_s} + \frac{2\zeta(F_{md} - 1)}{G_t} + \frac{N_{\text{ferrite}}}{kT\beta_s G_t} \]  

(7.45)

where \( N_{\text{ferrite}} \) is the excess available noise power due to the material at the mixer output.
Examination of the expression for noise figure reveals that it tends to be minimum for some particular pump power. This can be seen most easily by representing 

\[ N_{\text{ferrite}}(P_p) \]

as shown in Fig. 7-4. In addition, it should be recalled that the transducer gain is proportional to pump power up to the Suhl threshold \( P_{\text{th}} \) and tends to be constant above that power. Assuming the transducer gain is proportional to pump power up to the Suhl threshold and constant for pump powers greater than that value, the idealized noise figure vs. pump power is as shown in Fig. 7-5. The minimum noise figure based upon this idealized model occurs for \( P_p = P_{\text{th}} \). The actual noise figure is shown in the dashed curve and has a minimum near the Suhl threshold.

Fig. 7-4. Ideal approximation of dependence of excess material noise on pump power. For saturated samples \( P_{\text{th}} \) is the Suhl threshold.

Fig. 7-5. Noise figure vs. pump power assuming \( N_{\text{ferrite}}(P_p) \) as shown in Fig. 7-4. The solid curve is the ideal and the dashed curve the actual \( F \).
The noise figure is also optimum for some particular source resistance. Assuming the pump power is below the Suhl threshold, we can write noise figure as

\[ F = 1 + \frac{R}{R_s} + \frac{5}{K P} \frac{R_s}{P} \]  \hspace{1cm} (7.46)

where we have written \( G_t = \frac{K P}{P} \) which is minimum for:

\[ R_s^2 = K P \frac{R}{P} \]

\[ R_s^2 = \frac{K P}{5} \frac{R}{P} \]

or:

\[ R_s = \frac{G_t R}{5} \] \hspace{1cm} (7.47)

The minimum noise figure is given approximately by:

\[ F_{\min} = 1 + 10 \left| \frac{G_t}{P_{p=\text{th}}} \right| \] \hspace{1cm} (7.48)

Note that this estimate is under the actual noise figure by an amount due to the actual excess sample noise at \( P_{\text{th}} \).

7.6 Summary and Conclusions

This paper has reported the results of an investigation of the ferrite phase-shift amplifier, which is basically a double-sideband reactive-mixer circuit. Reactive mixing occurs in the material between a reference signal and a local oscillator of much higher frequency. It was assumed that filters are available to restrict the power flow to the set of frequencies including the signal, the local oscillator and the upper and lower sidebands.

Although the phase-shift amplifier is a double-sideband circuit, the two single-sideband circuits were discussed briefly as an interesting contrast to the phase-shift amplifier circuit.

A rather complete study of the phase-shift amplifier circuit properties was conducted by Adams. For this reason the circuit properties of ferrite phase-shift amplifiers
were not emphasized. The principal interest in this paper has been the study of those physical properties which tend to make ferrites useful in phase-shift amplifiers, and those properties which tend to limit them in this application. Using these properties the theoretical optimum ferrite phase-shift amplifier performance was computed and then compared with the performance of experimental configurations. In each case, explanations were offered for the disparity between theoretical optimum and the practical circuits. The noise properties of the ferrite phase-shift amplifier were studied and used to compute the minimum theoretical noise figure. The ferrite properties which tend to limit the applied local oscillator power were studied and used to compute the maximum useful local oscillator power. The results of this study led to an estimate of the maximum theoretical gain-bandwidth product.

In this study the following original contributions were made:

1. The boundary value problem for ferrite samples in an r-f magnetic field which are small compared to a wavelength was solved, correct to second order in (aλ), which a is the sample size and λ the wavelength. This problem is an extension of the lowest-order approximation, which was termed the magnetostatic modes. This portion of the thesis was published in the Journal of Applied Physics (Ref. 17).

2. It was shown that the properties of ferrite reactive mixers can be specified by the so-called pumped susceptibility tensor which is the matrix form of the steady-state solution to the equation of motion, including the fields at all frequencies where real power flows.

3. Using the pumped susceptibility tensor appropriate to the lower-sideband circuit or parametric amplifier, the unity-gain pump-power threshold was found. It was learned that this power is minimized if the signal and lower sideband field distributions are complex conjugates, and if the pump field is uniform throughout the sample and directed along the field which biases the sample.

4. The pumped susceptibility for the upper-sideband converter was found and used to predict the power flow at the upper-sideband and signal frequencies. The ratio of these powers was shown to deviate from the value predicted by the Manley-Rowe relations due to losses in the sample. The effect of these losses on the conversion gain, which was demonstrated by Adams (Ref. 1) for varactors, was similarly reported in this section.
5. The pumped susceptibility tensor for the double-sideband circuit was found assuming the fields were circularly polarized. The optimum field orientations for maximizing the power converted to the sidebands was shown to consist of a signal field directed parallel to the biasing field and a pump field transverse to that field.

A method of synthesizing the prototype model of the phase-shift amplifier was suggested by the optimum field orientation in which the ferrite is used to tune a filter which is resonant at the pump frequency. This prototype is synthesized if the filter is placed between the pump and a matched phase detector. It was shown that a quantity which we call tunability is useful for measuring the performance of the ferrite in tuning the resonant circuit. Tunability is defined as the percentage change in resonant frequency per unit applied field and tends to be proportional to the percentage change in sample permeability per unit applied field. Because the gain-bandwidth product tends to be proportional to pump frequency and because ferrite tunabilities are large in the microwave spectrum, a microwave pump source was assumed in all calculations and was used for all experimental measurements.

6. The tunability was studied for a variety of configurations and found to have interesting properties depending upon the configuration. It was shown that for bulk ferrite samples, the tunability is largest for two bias conditions: 1) near ferromagnetic resonance, and 2) near zero bias. Near ferromagnetic resonance it was shown that tunability is limited fundamentally to \( \frac{\gamma}{f_0} \), where \( \gamma \) is the gyromagnetic ratio and \( f_0 \) is the pump frequency. Near zero bias, no fundamental limit could be found but it was shown that the best materials are those for which the B-H loop is 'square.' That is, those materials which tend to saturate for small magnetic fields are optimum. Perhaps the best material in this respect which has appeared in the literature was reported by Weiss. Using the published data for the material reported by Weiss, it was shown that the tunability is approximately \( \frac{350 \text{ Mc}}{f_0} \) /Oe \( \approx 0.035 \) /Oe at x-band.

The tunability of a thin film variable inductor was measured and found to be about 0.2/Oe at 10 Mc. Unfortunately, the currently available thin films were found to suffer from excessive loss at frequencies above VHF, which limits their applicability in phase-shift amplifiers to frequencies somewhat below this range. However, further research in thin films may lead to the development of low-loss films in much the same way that low-loss
bulk ferrites (e.g., YIG) were developed. The realization of thin-film phase-shift amplifiers which compete with varactors versions must await such a development.

7. It was shown that ferrite phase-shift amplifiers which employ bulk ferrite samples tend to be input-bandwidth limited. There are two important reasons for this limitation: 1) the r-f permeability of ferrites is relatively insensitive to the signal-frequency magnetic field for which the tunability is relatively small; 2) the signal energy does not tend to be coupled strongly into the sample for sample shapes which are convenient to use in phase-shift amplifiers. The optimum sample shape with respect to 2) above is a toroid. However, it was shown that even the phase-shift amplifiers which employ optimum samples tend to be input-bandwidth limited.

It was further shown that the thin-film configuration is not necessarily input-bandwidth limited. This result can be attributed to the relatively small threshold per unit bandwidth, and to the relatively narrow pump bandwidth necessary for gain at low pump frequencies.

8. It was shown that the transducer gain for ferrite phase-shift amplifiers is proportional to pump power for small enough power. However, for large pump powers the gain tends to saturate due to certain ferrite nonlinearities. The limiting nonlinearity in ferrite phase-shift amplifiers is different for the two principal bias conditions. For samples biased near ferromagnetic resonance, the limiting nonlinearity is attributed to spin waves which tend to be excited above a certain power threshold. Any pump power greater than this level tends to be dissipated in the sample and is not useful for increasing the gain of the circuit. For samples biased near zero applied magnetic field, the limiting nonlinearity is magnetic saturation of the material. It was shown for this case that the maximum useful amplitude of the magnetic field is of the order of the coercive force for the material.

This pump saturation effect is significant because it tends to limit the gain-bandwidth product of the bulk ferrite configurations. Other factors which contribute to this limitation are: the linear relation between pump threshold and input bandwidth; and the input bandwidth limitation which is characteristic of these circuits. The configuration which is biased near ferromagnetic resonance is the optimum bulk ferrite configuration in this respect.
The maximum gain-bandwidth product for the thin-film configuration is limited by spin-wave excitation, but this effect tends to be less significant in this case because these configurations do not tend to be input-bandwidth limited.

9. It was shown that the excess noise in ferrite phase-shift amplifiers comes primarily from the stray loss in the signal circuit, the material itself and from the detector. The two principal sources of noise in the bulk ferrite material were shown to be spin-wave noise which is produced near ferromagnetic resonance, and Barkhausen noise which is produced near ferromagnetic resonance, and Barkhausen noise which is produced in all unsaturated samples. In single-domain thin films, at frequencies away from ferromagnetic resonance, neither of these noise contributions will be present. It was shown that the noise figure of a ferrite phase-shift amplifier is a function of pump power and is minimized for some particular power. For the ferromagnetic resonance configuration, the minimum occurs for a pump power near the Suhl threshold. However, the detector excess noise tends to be the most significant noise in ferrite phase-shift amplifiers. Assuming that sample noise can be neglected, a minimum noise figure was computed and shown to be:

$$F_{\text{min}} = 1 + \frac{10}{G_t}$$

10. A comparison was made between varactors and ferrite reactive mixers on the basis of energy tunability, which was defined as the tunability per unit square root of active signal energy. In the case of ferrites the active signal energy is that which is stored inside the sample and for varactors it is the energy stored in the junction capacitance. This tunability is a measure of the maximum tunability per unit input bandwidth and is a good quantity to use for comparing varactors and ferrites because the latter tend to be input-bandwidth limited. On the basis of energy tunability it was found that only the configurations which are biased near ferromagnetic resonance are comparable with varactors, and these are comparable only for physically unreal conditions. However, it was shown that the thin films are comparable with varactors in their optimum configurations.

The general conclusion which can be drawn from this study is that ferrite phase-shift amplifiers which use bulk ferrite samples will probably find application only if a narrow bandwidth is unimportant. However, it appears that the thin-film variable inductor
might ultimately be useful in these amplifiers particularly after the development of films
whose losses at UHF are small. It is believed that this paper has shown from fundamental
grounds that further attempts to synthesize wideband ferrite phase-shift amplifiers using
bulk samples should not be considered, but that the thin-film phase-shift amplifiers show
definite promise and should be explored.
APPENDIX A
MAGNETOSTATIC APPROXIMATION FOR SPHERICAL SAMPLE

We wish to solve the following magnetostatic boundary value problem:

\[
\nabla^2 \phi + \frac{1}{1+K} \frac{\partial^2 \phi}{\partial z^2} = 0 \quad \text{inside the sample} \quad (A-1)
\]

\[
\nabla^2 \phi = 0 \quad \text{outside the sample} \quad (A-2)
\]

where the boundary conditions are continuity of the potential and the normal component of magnetic flux density. Because the solution for a sphere is sought, a spherical coordinate system will be considered whose center lies at the center of the sample and whose z-axis lies along the field which biases the sample.

![Coordinate system](image)

Fig. A-1. Coordinate system convenient for solution to boundary value problem.

The solution for the potential outside the sample is well known:

\[
\phi = A \left( \frac{p^n \cos \theta}{r^{n+1}} \right) e^{im\psi} \quad (A-3)
\]
However, the solution for the potential inside requires further thought. Notice that if the following definitions are made:

\[ x' = x \]
\[ y' = y \]
\[ z' = \left(1 + K\right)^{\frac{1}{2}} z \]

then the differential equation for the potential inside the sample reduces to

\[ \nabla'^2 \phi = 0 \quad (A-5) \]

where the use of the prime indicates that derivatives with respect to the primed coordinates are taken. The equation of the surface in the primed coordinates, i.e.,

\[ x'^2 + y'^2 + \frac{z'^2}{1+K} = r_o^2 \quad (A-6) \]

is no longer that of a sphere. Rather it is that of an oblate or prolate spheroid according to whether \( K \) is greater than or less than zero, respectively. The advantage of making the definition of the primed variables is that the solution to Eq. A.1 is known in these variables.

Further, their relation to the actual coordinates can easily be computed. Let the spheroidal variables be \( \eta', \theta', \phi' \) for which \( \eta' = \eta_o \) is the equation of the sample surface. The solution to Eq. A.1 in these variables is:

\[ \phi = B P_n^m(\cos \theta') P_n^m(i \sinh \eta) e^{im\phi'} \quad (A-7) \]

where it has been assumed that \( K < 0 \) for which the surface will be an oblate spheroid in the artificial coordinates.

These artificial coordinates are related to the actual coordinates by the relations:

\[ x = x' = a \cosh \eta \sin \theta \cos \phi \]
\[ y = y' = a \cosh \eta \sin \theta \sin \phi \]
\[ z = \frac{z'}{\sqrt{1+K}} = \frac{a}{\sqrt{1+K}} \sinh \eta \cos \theta \quad (A-8) \]
From these relations the sample surface can be found in terms of known quantities.

$$r_o = \frac{z'}{\sqrt{1+K}} = \frac{a \sinh \eta_0}{\sqrt{1+K}} \cos \theta' \bigg|_{\theta'=0}$$

$$r_o = x_o' = a \cosh \eta_0 \sin \theta' \bigg|_{\theta' = \frac{\pi}{2}}$$  \hspace{1cm} (A-9)

Thus

$$\tanh \eta_0 = \sqrt{1+K}$$

Substituting this quantity in the equation of the surface it can be shown that:

$$a = \frac{r_o}{\cosh \eta_0}$$

$$= -K r_o$$  \hspace{1cm} (A-10)

But for oblate spheroids $K < 0$ so this quantity is positive. Notice also that on the sample surface that

$$x = r_o \sin \theta \cos \phi = a \cosh \eta_0 \sin \theta' \cos \phi'$$

and

$$y = r_o \sin \theta \sin \phi = a \cosh \eta_0 \sin \theta' \sin \phi'$$

for which it is clear that $\phi = \phi'$ and $\theta = \theta'$.

For matching of the boundary conditions it will be necessary to find the derivatives of the potential in terms of the real coordinates. These can easily be evaluated by the chain rule once the derivatives of the artificial coordinates with respect to the real coordinates are known. For this purpose we make the following computations. Let the coordinates $x, y, z$ be given by

$$x = f(\eta', \theta', \phi'), \quad y = g(\eta', \theta', \phi'), \quad z = k(\eta', \theta', \phi')$$

For convenience the primes will be dropped in these calculations. The desired derivatives,
\frac{\partial \eta}{\partial x}, \text{ etc., can be found:}

\frac{\partial \eta}{\partial x} = \frac{1}{J} \frac{\partial (y, z)}{\partial (\theta, \phi)}, \text{ etc.}

where

\[ J = \begin{vmatrix}
  x_\eta & x_\theta & x_\phi \\
  y_\eta & y_\theta & y_\phi \\
  z_\eta & z_\theta & z_\phi \\
\end{vmatrix} \]

and where:

\[
\begin{align*}
  x_\eta &= a \sinh \eta \sin \theta \cos \phi \\
  x_\theta &= a \cosh \eta \cos \theta \cos \phi \\
  x_\phi &= -a \cosh \eta \sin \theta \sin \phi \\
  y_\eta &= a \sinh \eta \sin \theta \sin \phi \\
  y_\theta &= a \cosh \eta \cos \theta \sin \phi \\
  y_\phi &= a \cosh \eta \sin \theta \cos \phi \\
  z_\eta &= \frac{a \cosh \eta \cos \theta}{\sqrt{1+K}} \\
  z_\theta &= \frac{-a \sinh \eta \sin \theta}{\sqrt{1+K}} \\
  z_\phi &= 0 \quad (A-11)
\end{align*}
\]

\[
\begin{align*}
  \frac{\partial \eta}{\partial y} &= \frac{1}{J} \frac{\partial (z, x)}{\partial (\eta, \phi)} \\
  \frac{\partial \theta}{\partial y} &= \frac{1}{J} \frac{\partial (z, x)}{\partial (\theta, \eta)} \\
  \frac{\partial \phi}{\partial y} &= \frac{1}{J} \frac{\partial (z, x)}{\partial (\phi, \eta)} \\
  \frac{\partial \phi}{\partial x} &= \frac{1}{J} \frac{\partial (z, x)}{\partial (\eta, \theta)} \\
  \frac{\partial \theta}{\partial x} &= \frac{1}{J} \frac{\partial (z, x)}{\partial (\theta, \eta)} \\
  \frac{\partial \phi}{\partial x} &= \frac{1}{J} \frac{\partial (z, x)}{\partial (\phi, \eta)}
\end{align*}
\]

\[ J = \begin{vmatrix}
  \sinh \eta \sin \theta \cos \phi & \cosh \eta \cos \theta \cos \phi & -\cosh \eta \sin \theta \sin \phi \\
  \sinh \eta \sin \theta \sin \phi & \cosh \eta \cos \theta \sin \phi & \cosh \eta \sin \theta \cos \phi \\
  \frac{\cosh \eta \cos \theta}{\sqrt{1+K}} & -\frac{\sinh \eta \sin \theta}{\sqrt{1+K}} & 0 \\
\end{vmatrix} \]

\[
\frac{1}{\sqrt{1+K}} \left( \cosh^3 \eta \cos^2 \theta \sin \theta \cos^2 \phi + \cosh \eta \sinh^2 \eta \sin^3 \theta \sin^2 \phi \right.
\]

\[
+ \cosh^3 \eta \cos^2 \theta \sin \theta \sin^2 \phi + \sinh^2 \cosh \eta \sin^3 \theta \cos^2 \phi \right)
\]
\[
\frac{\partial \eta}{\partial x} = \frac{\begin{vmatrix} \frac{\partial y}{\partial \theta} & \frac{\partial y}{\partial \phi} \\ \frac{\partial z}{\partial \theta} & \frac{\partial z}{\partial \phi} \end{vmatrix}}{J} = \frac{cosh \eta \sinh \eta \sin^2 \theta \cos \phi}{(1+K)J}
\]

\[
J = \begin{vmatrix} \sinh \eta \sin \theta \cos \phi & \cosh \eta \cos \theta \cos \phi & -\cosh \eta \sin \theta \sin \phi \\ \sinh \eta \sin \theta \sin \phi & \cosh \eta \cos \theta \sin \phi & \cosh \eta \sin \theta \cos \phi \\ \frac{\cosh \eta \cos \theta}{\sqrt{1+K}} & -\frac{\sinh \eta \sin \theta}{\sqrt{1+K}} & 0 \end{vmatrix}
\]

\[
= \frac{cosh^3 \eta \cos^2 \theta \sin \theta \cos^2 \phi}{\sqrt{1+K}} + \cosh \eta \sinh^2 \eta \sin^3 \theta \sin^2 \phi
\]

\[
+ \frac{cosh^3 \eta \cos^2 \theta \sin \phi \sin^2 \phi}{\sqrt{1+K}} + \frac{\cosh \eta \sinh^2 \eta \sin^3 \theta \cos^2 \phi}{\sqrt{1+K}}
\]

\[
= \frac{cosh \eta \sin \theta}{\sqrt{1+K}} \left( \cosh^2 \eta \cos^2 \theta + \sinh^2 \eta \sin^2 \theta \right)
\]

\[
J|_{\eta_o} = \frac{cosh^3 \eta_o \sin \theta}{\sqrt{1+K}} \left[ \cos^2 \theta + (1+K) \sin^2 \theta \right]
\]

\[
\frac{\partial \theta}{\partial x} = \frac{1}{J} \begin{vmatrix} \frac{\partial y}{\partial \phi} & \frac{\partial y}{\partial \eta} \\ \frac{\partial z}{\partial \phi} & \frac{\partial z}{\partial \eta} \end{vmatrix}
\]

\[
= \frac{1}{J} \begin{vmatrix} \cosh \eta \sin \theta \cos \phi & \sinh \eta \sin \theta \sin \phi \\ 0 & \frac{\cosh \eta \cos \theta}{\sqrt{1+K}} \end{vmatrix}
\]
\[ \frac{\partial \theta}{\partial y} = \frac{1}{J} \begin{vmatrix} \frac{\partial z}{\partial \varphi} & \frac{\partial z}{\partial \eta} \\ \frac{\partial x}{\partial \varphi} & \frac{\partial x}{\partial \eta} \end{vmatrix} \]

\[ = \frac{1}{J} \begin{vmatrix} 0 & \cosh \eta \cos \theta \\ \cosh \eta \sin \theta \sin \phi & \sinh \eta \sin \theta \cos \phi \end{vmatrix} \frac{\cosh \eta \cos \theta}{\sqrt{1+K}} \]

\[ = \frac{\cosh^2 \eta \sin \theta \cos \theta \sin \phi}{\sqrt{1+K} \ J} \]  

\[ \frac{\partial \varphi}{\partial x} = \frac{1}{J} \begin{vmatrix} \frac{\partial y}{\partial \eta} & \frac{\partial y}{\partial \theta} \\ \frac{\partial z}{\partial \eta} & \frac{\partial z}{\partial \theta} \end{vmatrix} \]

\[ = \frac{1}{J} \begin{vmatrix} \sinh \eta \sin \theta \sin \phi & \cosh \eta \cos \theta \sin \phi \\ \cosh \eta \cos \theta & -\sinh \eta \sin \theta \end{vmatrix} \frac{\cosh \eta \cos \theta}{\sqrt{1+K}} \frac{-\sin \phi}{\sqrt{1+K}} \]

\[ = -\frac{(\cosh^2 \eta \cos^2 \theta + \sinh^2 \eta \sin^2 \theta) \sin \phi}{\sqrt{1+K} \ J} = -\frac{\sin \phi}{\cosh \eta \sin \theta \ J} \]  

\[ \frac{\partial \varphi}{\partial y} = \frac{1}{J} \begin{vmatrix} \frac{\partial z}{\partial \eta} & \frac{\partial z}{\partial \theta} \\ \frac{\partial x}{\partial \eta} & \frac{\partial x}{\partial \theta} \end{vmatrix} \]

\[ = \frac{1}{J} \begin{vmatrix} \cosh \eta \cos \theta & -\sinh \eta \sin \theta \\ \sinh \eta \sin \theta \cos \phi & \cosh \eta \cos \theta \cos \phi \end{vmatrix} \frac{\cosh \eta \cos \theta}{\sqrt{1+K}} \frac{\cos \phi}{\sqrt{1+K}} \]

\[ = \frac{(\cosh^2 \eta \cos^2 \theta + \sinh^2 \eta \sin^2 \theta) \cos \phi}{\sqrt{1+K} \ J} = \frac{\cos \phi}{\cosh \eta \sin \theta \ J} \]
\[
\frac{\partial \phi}{\partial z} = \frac{1}{J} \begin{vmatrix}
\sinh \eta \sin \theta \cos \phi & \cosh \eta \cos \theta \cos \phi \\
\sinh \eta \sin \theta \sin \phi & \cosh \eta \cos \theta \sin \phi
\end{vmatrix} = 0 \quad \text{(A-19)}
\]

\[
\frac{\partial \eta}{\partial y} = \frac{1}{J} \begin{vmatrix}
\frac{\partial \phi}{\partial \theta} & \frac{\partial \phi}{\partial \phi} \\
\frac{\partial x}{\partial \theta} & \frac{\partial x}{\partial \phi} \\
\frac{\partial y}{\partial \theta} & \frac{\partial y}{\partial \phi}
\end{vmatrix}
= \frac{1}{J} \begin{vmatrix}
- \sinh \eta \sin \theta & 0 \\
\sqrt{1 + K} & 0 \\
\cosh \eta \cos \theta \cos \phi & - \cosh \eta \sin \theta \sin \phi
\end{vmatrix}
= \frac{\sinh \eta \cosh \eta \sin^2 \theta \sin \phi}{\sqrt{1 + K}} \quad \text{(A-20)}
\]

\[
\frac{\partial \eta}{\partial z} = \frac{1}{J} \begin{vmatrix}
\frac{\partial x}{\partial \theta} & \frac{\partial x}{\partial \phi} \\
\frac{\partial y}{\partial \theta} & \frac{\partial y}{\partial \phi}
\end{vmatrix}
= \frac{1}{J} \begin{vmatrix}
\cosh \eta \cos \theta \cos \phi & - \cosh \eta \sin \theta \sin \phi \\
\cosh \eta \cos \theta \sin \phi & \cosh \eta \sin \theta \cos \phi
\end{vmatrix}
= \frac{1}{J} (\cosh^2 \eta \cos \theta \sin \phi) \quad \text{(A-21)}
\]

\[
\frac{\partial \theta}{\partial z} = \frac{1}{J} \begin{vmatrix}
\frac{\partial x}{\partial \phi} & \frac{\partial x}{\partial \theta} \\
\frac{\partial y}{\partial \phi} & \frac{\partial y}{\partial \theta}
\end{vmatrix}
= \frac{1}{J} \begin{vmatrix}
- \cosh \eta \sin \theta \sin \phi & \sinh \eta \sin \theta \cos \phi \\
\cosh \eta \sin \theta \cos \phi & \sinh \eta \sin \theta \sin \phi
\end{vmatrix}
= - \frac{\cosh \eta \sinh \eta \sin^2 \theta}{J} \quad \text{(A-22)}
\]

These quantities can be used to find the components of flux density

\[
\frac{b_x}{\mu_0} = (1 + K) \frac{\partial \phi}{\partial x} - i \nu \frac{\partial \phi}{\partial y} \quad \frac{b_y}{\mu_0} = i \nu \frac{\partial \phi}{\partial x} + (1 + K) \frac{\partial \phi}{\partial y}
\]
\[ \frac{b_z}{\mu_0} = \frac{\partial \phi}{\partial z} \]

\[ \frac{\partial \phi}{\partial x} = \frac{\partial \eta}{\partial x} \frac{\partial \phi}{\partial \eta} + \frac{\partial \theta}{\partial x} \frac{\partial \phi}{\partial \theta} + \frac{\partial \phi}{\partial x} \frac{\partial \phi}{\partial \phi} \]

\[ = \frac{\sinh \eta \sin \theta \cos \phi}{\cosh^2 \eta \cos^2 \theta + \sinh^2 \eta \sin^2 \theta} \frac{\partial \phi}{\partial \eta} + \frac{\cosh \eta \cos \theta \cos \phi}{\cosh^2 \eta \cos^2 \theta + \sinh^2 \eta \sin^2 \theta} \frac{\partial \phi}{\partial \theta} - \frac{\sin \phi}{\cosh \eta \sin \theta} \frac{\partial \phi}{\partial \phi} \]

(A-23)

\[ \frac{\partial \phi}{\partial y} = \frac{\partial \eta}{\partial y} \frac{\partial \phi}{\partial \eta} + \frac{\partial \theta}{\partial y} \frac{\partial \phi}{\partial \theta} + \frac{\partial \phi}{\partial y} \frac{\partial \phi}{\partial \phi} \]

\[ = \frac{\sinh \eta \sin \theta \sin \phi}{\cosh^2 \eta \cos^2 \theta + \sinh^2 \eta \sin^2 \theta} \frac{\partial \phi}{\partial \eta} + \frac{\cosh \eta \cos \theta \sin \phi}{\cosh^2 \eta \cos^2 \theta + \sinh^2 \eta \sin^2 \theta} \frac{\partial \phi}{\partial \theta} - \frac{\cos \phi}{\cosh \eta \sin \theta} \frac{\partial \phi}{\partial \phi} \]

(A-24)

\[ \frac{\partial \phi}{\partial z} = \frac{\partial \eta}{\partial z} \frac{\partial \phi}{\partial \eta} + \frac{\partial \theta}{\partial z} \frac{\partial \phi}{\partial \theta} + \frac{\partial \phi}{\partial z} \frac{\partial \phi}{\partial \phi} \]

\[ = \frac{\sqrt{1+K} \cosh \eta \cos \theta}{\cosh^2 \eta \cos^2 \theta + \sinh^2 \eta \sin^2 \theta} \frac{\partial \phi}{\partial \eta} - \frac{\sqrt{1+K} \sinh \eta \sin \theta}{\cosh^2 \eta \cos^2 \theta + \sinh^2 \eta \sin^2 \theta} \frac{\partial \phi}{\partial \theta} \]

(A-25)

The normal (i.e., radial) component of flux density is given by:

\[ \frac{b_r}{\mu_0} = \frac{1}{\mu_0} \left( b_x \sin \theta \cos \phi + b_y \sin \theta \sin \phi + b_z \cos \phi \right) \]
\[ h_r^{(0)} = \frac{(1+K)}{D} \left\{ \sinh \eta \sin^2 \theta \cos^2 \phi \frac{\partial \phi}{\partial \eta} + \cosh \eta \cos \theta \sin \theta \cos^2 \phi \frac{\partial \phi}{\partial \theta} \right\} \]

\[ - (1+K) \frac{\sin \theta \cos \phi \sin \phi}{\cosh \eta \sin \theta} \frac{\partial \phi}{\partial \phi} - \frac{i \nu}{D} \left\{ \sinh \eta \sin^2 \theta \sin \phi \cos \phi \frac{\partial \phi}{\partial \eta} \right\} - \frac{i \nu \cos^2 \phi}{\cosh \eta} \frac{\partial \phi}{\partial \phi} \]

\[ + \cosh \eta \sin \theta \cos \theta \cos \phi \sin \phi \frac{\partial \phi}{\partial \eta} \] 

\[ + \frac{i \nu}{D} \left\{ \sinh \eta \sin^2 \theta \sin \phi \cos \phi \frac{\partial \phi}{\partial \eta} + \cosh \eta \cos \theta \sin \theta \cos \phi \sin \phi \frac{\partial \phi}{\partial \eta} \right\} \]

\[ - \frac{i \nu \sin^2 \phi}{\cosh \eta} \frac{\partial \phi}{\partial \phi} + \frac{1+K}{D} \left\{ \sinh \eta \sin^2 \theta \sin^2 \phi \frac{\partial \phi}{\partial \eta} \right\} \]

\[ + \cosh \eta \cos \theta \sin \theta \sin^2 \phi \frac{\partial \phi}{\partial \theta} \] 

\[ + \frac{(1+K)}{\cosh \eta} \sin \phi \cos \phi \frac{\partial \phi}{\partial \phi} + \frac{\sqrt{1+K} \cosh \eta \cos^2 \phi}{D} \frac{\partial \phi}{\partial \eta} \]

\[ - (1+K) \frac{\sinh \eta \sin \theta \cos \phi}{D} \frac{\partial \phi}{\partial \phi} \] 

\[ (h+m)_r = \frac{1+K}{D} \left\{ \sinh \eta \sin^2 \theta \frac{\partial \phi}{\partial \eta} + \cosh \eta \cos \theta \sin \theta \frac{\partial \phi}{\partial \theta} \right\} \]

\[ \frac{i \nu}{\cosh \eta} \frac{\partial \phi}{\partial \phi} + \frac{\sqrt{1+K} \cosh \eta \cos^2 \phi}{D} \frac{\partial \phi}{\partial \eta} - \sqrt{1+K} \frac{\sinh \eta \sin \theta \cos \theta}{D} \frac{\partial \phi}{\partial \theta} \]

but at the surface

\[ \frac{\sinh \eta}{\cosh \eta} = \sqrt{1+K} \] 

(A-27)

and

\[ D = \cosh^2 \eta_0 (\cos^2 \theta + (1+K) \sin^2 \theta) \]

\[ (h+m)_{r\ surface} = \frac{(1+K)}{D} \cosh \eta \sin^2 \theta + \frac{\sin \eta}{D} \cos^2 \theta \frac{\partial \phi}{\partial \eta} - \frac{i \nu}{\cosh \eta} \frac{\partial \phi}{\partial \phi} \]

\[ (h+m)_{r\ surface} = \frac{\sinh \eta_0}{\cosh \eta_0} \frac{\partial \phi}{\partial \eta} - \frac{i \nu}{\cosh \eta_0} \frac{\partial \phi}{\partial \phi} \]

\[ (h+m)_{r\ surface} = \frac{(1+K)}{\sinh \eta_0} \frac{\partial \phi}{\partial \eta} - \frac{i \nu}{\sinh \eta_0} \frac{\partial \phi}{\partial \phi} \] 

(A-28)
From this equation and from the condition of continuity of potential the constants $A$ and $B$ can be eliminated and the characteristic equation of the magnetostatic modes results:

\[ - \frac{1}{a} = i \sqrt{1+K} \frac{P_n^m(i \sinh \eta_o)}{P_n^m(i \sinh \eta_o)} \pm \frac{m\nu}{\cosh \eta_o} \quad (A-29) \]

It will be convenient to define $\xi_o = \sinh \eta_o$. The Legendre polynomials can be written in the product form:

\[ P_n^m(i \xi_o) = A (1+\xi_o^2)^{\frac{1}{2} \left| m \right|} i^{\frac{1}{2} (n-\left| m \right|)} \prod_{r=1} \left( \xi_o^2 - \xi_{or}^2 \right) \]

where $\xi_{or}$ are the zeros of $P_n^m$.

\[ \frac{i P_n^m(i \xi_o)}{P_n^m(i \xi_o)} = \frac{\left| m \right| \xi_o^2}{1+\xi_o^2} + 2 \prod_{r=1} \left( \xi_o^2 - \xi_{or}^2 \right) \quad (A-30) \]

If this relation is substituted in the characteristic equation, then it can be used to find the characteristic roots $\xi_{on, m, r}$. A graphical solution is perhaps the best. To that purpose note that $\xi_o^2 = \frac{1+K}{K}$ and note that for $\xi_o^2 < 0$ the ratio of Legendre polynomials has poles at $\xi_{or}^2$ and hence a set of roots $\xi_{onmr}$ is guaranteed. However, for $\xi_o^2 > 0$ no such guarantee is possible and no more than one root is possible. The characteristic equation is written in for form:

\[ i \sqrt{1+K} \frac{P_n^m(i \xi_o)}{P_n^m(i \xi_o)} = F(\xi_o) \]

\[ - \frac{m\nu}{(1+\xi_o^2)^{\frac{1}{2}}} - \frac{1}{a} = H(\xi_o) \quad (A-31) \]
Fig. A-2. Graphical solution of characteristic equation \([1, \text{ e.g., } H(\xi_0) = F(\xi_0)]\) for the set of roots \(\xi_0 = \xi_{\text{onm}}\).

Certain features of these roots can be noted from the graph. Observe that for increasing \(\xi_0\) the roots approach the zeros of the Legendre polynomials. Notice also that they alternate along the \(\xi_0\) axis and in particular do not tend to be degenerate for \(m\) and \(-m\). This fact will be used in the chapter concerning the lower sideband circuit.

It has been shown that \(\xi_0^2 = \frac{1+K}{K}\) which must be negative for solutions to the characteristic equation. The implications of these facts are that each root corresponds to a resonant frequency which of course depends upon the biasing field. In addition it is true that the frequency range for which these roots exist is defined by that for which \(\frac{1+K}{K} < 0\). That frequency range is \(\gamma H_0 \leq \omega \leq \sqrt{H_0(H_0 + m)}\) and is of course the same as that observed by Walker in his more general paper.
APPENDIX B

SUSCEPTIBILITY COMPONENTS INDEPENDENT OF
POSITION IN SAMPLE

The requirement that the susceptibility tensor components be independent of position in the sample effectively demands that the internal dc magnetic field be uniform. Clearly this cannot be the case if the sample is placed in the uniform field of a magnet since the demagnetizing field will be highly nonuniform for such an arrangement. However it is possible to maintain a uniform internal field in the following physical arrangement (see Fig. B-1) from a long cylinder of the material desired and of the diameter of interest cut a right section of the length desired; place this section in a strip line of spacing equal to the section length; obtain two more cuts from the original cylinder which are each long compared with the spacing of the strip line and place them, one on either side of the strip line coaxial with the section included in it; magnetize to saturation along the common axis. The dc field in the section between the strip line plates will be uniform since it is in the middle portion of a long ferromagnetic cylinder. The microwave energy will be contained in the strip line and so the section so included will be the equivalent of that pictured in Fig. B-1 in which the internal dc field is uniform.

Fig. B-1. Configuration for which bias magnetic field is uniform. The field \( H_f \) is uniform in the section labelled \( M_S \) between the conducting plates.
APPENDIX C

CHARACTERISTIC EQUATION FOR SECOND-ORDER-CORRECT BOUNDARY VALUE PROBLEM

The characteristic equation for the example boundary value problem can be found from substituting the scalar and vector potentials in Eq. 3.45. However, computation of the components of these potentials requires knowledge of the magnetostatic approximation to the magnetization. The components of the magnetostatic approximation to the magnetization are:

\[
M_{ox} = K \left[ \cos \theta \frac{\partial \phi}{\partial r} - \frac{\sin \theta}{r} \frac{\partial \phi}{\partial \theta} \right] - i \nu \left[ \sin \theta \frac{\partial \phi}{\partial r} + \frac{\cos \theta}{r} \frac{\partial \phi}{\partial \theta} \right] \\
M_{oy} = i \nu \left[ \cos \theta \frac{\partial \phi}{\partial r} - \frac{\sin \theta}{r} \frac{\partial \phi}{\partial \theta} \right] + K \left[ \sin \theta \frac{\partial \phi}{\partial r} + \frac{\cos \theta}{r} \frac{\partial \phi}{\partial \theta} \right]
\]  \hspace{1cm} (C-1)

Let the magnetostatic potential for the mode in question be:

\[
\phi = I_o \beta_m \frac{r}{\sqrt{1+K}} \ e^{i \theta} \cos \beta_m z
\]  \hspace{1cm} (C-2)

Then

\[
\frac{\partial \phi}{\partial r} = \beta_m \frac{r}{\sqrt{1+K}} \ I_o \beta_m \frac{r}{\sqrt{1+K}} \ e^{i \theta} \cos \beta_m z
\]  \hspace{1cm} (C-3)

\[
\frac{\partial \phi}{\partial \theta} = i \ n_o \ I_o \beta_m \frac{r}{\sqrt{1+K}} \ e^{i \theta} \cos \beta_m z
\]

These quantities can be used to compute the lowest order approximation to the vector potential in which the following observation is made:

\[
\int_0^{2\pi} e^{-i n_o \theta} \cos \theta' e^{i \theta} d\theta' = \pi \text{ if } n = n_o \pm 1
\]

\[
= 0 \text{ otherwise}
\]  \hspace{1cm} (C-4)

and

\[
\int_0^{2\pi} e^{-i n_o \theta} \sin \theta' e^{i \theta} d\theta' = \frac{\pi}{i} \text{ if } n = n_o \pm 1
\]

\[
= 0 \text{ otherwise}
\]
Using these relations and the orthogonality relations of the z components, the components of the vector potential \( A_{ox} \) and \( A_{oy} \) are given by the relations on pages 201 and 202. The denominator of Green's function has been written as \( f(m_o \pi a) \) in these equations. These lengthy expressions can be summarized by making the definitions \( A_{n_0+1} \) and \( B_{n_0-1} \) (see page 203). Then using these definitions the components of the vector potential can be written:

\[
A_{ox} = \frac{\pi \cos \beta m_o z}{f(m_o \pi a)} \left[ (K-\nu) A_{n_0+1}(r) e^{i(n_0+1)\theta} + (K+\nu) B_{n_0-1}(r) e^{i(n_0-1)\theta} \right] \tag{C-9}
\]

\[
A_{oy} = \frac{i \pi \cos \beta m_o z}{f(m_o \pi a)} \left[ (\nu-K) A_{n_0+1}(r) e^{i(n_0+1)\theta} + (K+\nu) B_{n_0-1}(r) e^{i(n_0-1)\theta} \right] \tag{C-10}
\]

Matching boundary conditions will require knowledge of the normal component of the vector potential. For this reason it is computed here.

Outside the sample:

\[
A_n \big|_{surf} = \left. k_o^2 \left( \cos \theta A_{ox} + \sin \theta A_{oy} \right) \right|_{r=a} = \frac{\pi k_o^2 \cos \beta m_o z}{f(m_o \pi a)} \left[ (K-\nu) A_{n_0+1}(r) e^{i n_0 \theta} + (K+\nu) B_{n_0-1}(r) e^{i n_0 \theta} \right] \tag{C-11}
\]

Inside the sample:

\[
A_n \big|_{surf} = k_i^2 \left[ \left( (1+K) A_{ox} - i \nu A_{oy} \right) \cos \theta + (i \nu A_{ox} + K A_{oy}) \sin \theta \right] \tag{C-12}
\]

\[
= \frac{k_i^2 \pi \cos \beta m_o z}{f(m_o \pi a)} \left[ \left( (1+K) A_{n_0+1}(r) e^{i(n_0+1)\theta} + (K+\nu) B_{n_0-1}(r) e^{i(n_0-1)\theta} \right) \cos \theta \right.
\]

\[
+ \left( (K+\nu) B_{n_0-1}(r) e^{i(n_0-1)\theta} \right) \left. + \nu \left( (K-\nu) A_{n_0+1}(r) e^{i(n_0+1)\theta} + (K+\nu) B_{n_0-1}(r) e^{i(n_0-1)\theta} \right) \cos \theta \right]
\]
\[ + i(1+K) \left( (\nu-K) A_{n+1}^0(r) e^{i(n^2+1)\theta} + (K+\nu) B_{n-1}^0(r) e^{i(n^2-1)\theta} \right) \sin \theta \]  
\[ \text{(C-13)} \]

Thus the normal component of the vector potential inside the sample at the sample surface is given by:

\[
A_n \bigg|_{\text{surf.}} = \frac{k_i^2 \pi \cos \frac{\beta}{m_0} z}{f(m_0 \pi a)} \left[ (1+K-\nu) A_{n+1}^0(r) + (1+K+\nu) B_{n-1}^0(r) \right] e^{i n \theta}
\]

In addition to the normal components of the vector potential the normal derivative of the scalar potential must be found inside the sample at the surface in order to apply the boundary condition of the continuity of the normal components of flux density. In terms of the quantities previously defined \( A_{n+1}^0 \) and \( B_{n-1}^0 \) it is possible to write this normal derivative:

\[
\left. \frac{\partial \phi}{\partial r} \right|_{r=a} = \frac{k_i^2 \cos \frac{\beta}{m_0} z}{f(m_0 \pi a)} \frac{e^{i n \theta}}{a} \int_0^a J_{n_0} (a_2 r) r \, dr \left[ (K-\nu)^2 \left( A_{n+1}^0(r) \right) + \left( \frac{n_0^2}{r} A_{n+1}^0(r) \right) \right] + (K+\nu)^2 \left( B_{n-1}^0(r) - \frac{n_0^2}{r} B_{n-1}^0(r) \right) \]
\[ \text{(C-14)} \]

This expression can be written in a more useful form by substituting the functional form for \( A_{n+1}^0 \) and \( B_{n-1}^0 \). However, it is convenient to reduce these quantities by manipulation of the appropriate recursion formulas for the Bessel functions

\[
z J_n^\prime (z) = -z J_{n+1} (z) + n J_n (z)
\]

\[
z J_n^\prime (z) = -z J_{n+1} (z) + n J_n (z)
\]

and

\[
z J_n^\prime (z) = z J_{n-1} (z) - n J_n (z)
\]
Using these relations and the well-known integral

\[
\int J_\nu(kz) J_\nu(\ell z) z \, dz = \frac{z}{k^2 - \ell^2} \left[ \ell J_\nu(kz) J'_\nu(\ell z) - k J_\nu(\ell z) J'_\nu(kz) \right]
\]

it can be shown that the expression for the normal derivative of the scalar potential can be written:

\[
\frac{\partial \phi^2}{\partial r} \bigg|_{r=a} = \frac{k^2 \cos(\beta_m z) e^{i n_o \beta}}{K \sqrt{1+K}} \frac{1}{f(m, \pi a)} a J_{n_o}(\alpha_{2a}) \int_0^a \frac{J_{n_o}(\alpha_{2r}) \, r \, dr}{\sqrt{1+K}} \left[ \frac{4 n_o K^2 \nu}{\sqrt{1+K}} I_{n_o} \left( \frac{\beta_{m_o} a}{\sqrt{1+K}} \right) K_{n_o} \left( \beta_{m_o} a \right) \right. \\
+ (K+\nu)^2 \left( I_{n_o} \left( \frac{\beta_{m_o} a}{\sqrt{1+K}} \right) K_{n_o+1} \left( \beta_{m_o} a \right) - K_{n_o-1} \left( \beta_{m_o} a \right) \right) \\
- K_{n_o} \left( \beta_{m_o} a \right) \left[ I_{n_o+1} \left( \frac{\beta_{m_o} a}{\sqrt{1+K}} \right) - I_{n_o-1} \left( \frac{\beta_{m_o} a}{\sqrt{1+K}} \right) \right] I_{n_o} \left( \beta_{m_o} r \right) \right] \\
+ 2(K^2+\nu^2) \frac{\sqrt{1+K}}{\sqrt{1+K}} I_{n_o} \left( \frac{\beta_{m_o} r}{\sqrt{1+K}} \right) \left[ I_{n_o} \left( \beta_{m_o} r \right) K_{n_o+1} \left( \beta_{m_o} r \right) - I_{n_o+1} \left( \beta_{m_o} r \right) K_{n_o} \left( \beta_{m_o} r \right) \right] \right]
\]

(C-15)

It will be convenient to define:

\[
h_{n_o m_o}(K, \nu) = \frac{4 n_o K^2 \nu}{\sqrt{1+K}} I_{n_o} \left( \frac{\beta_{m_o} a}{\sqrt{1+K}} \right) K_{n_o} \left( \beta_{m_o} a \right) \\
+ (K^2+\nu^2) \left( I_{n_o} \left( \frac{\beta_{m_o} a}{\sqrt{1+K}} \right) \left( K_{n_o+1} \left( \beta_{m_o} a \right) - K_{n_o-1} \left( \beta_{m_o} a \right) \right) \right) \\
- K_{n_o} \left( \beta_{m_o} a \right) \left[ I_{n_o+1} \left( \frac{\beta_{m_o} a}{\sqrt{1+K}} \right) - I_{n_o-1} \left( \frac{\beta_{m_o} a}{\sqrt{1+K}} \right) \right] \right) \]

(C-16)

Then from the integral relation:
\[ \int_0^a J_\beta^m (a_2r') I_\beta^m (\beta r') r' \, dr' = \frac{a}{a_2^2 - \beta_m^2} \left\{ \beta_m J_\beta^m (a_2a) I_\beta^m (\beta m) - a_2 J_\beta^m (a_2a) I_\beta^m (\beta m) \right\} \]

but

\[ \beta_m \, a \, I_\beta^m (\beta m) = -\beta_m \, a \, I_\beta^m (\beta m) + n_0 \, I_\beta^m (\beta m) \]

and

\[ a_2 a \, J_\beta^m (a_2a) = -a_2 a \, J_\beta^m (a_2a) + n_0 \, J_\beta^m (a_2a) \]

Thus:

\[ \int_0^a J_\beta^m (a_2r') I_\beta^m (\beta r') r' \, dr' = \frac{a}{(a_2^2 - \beta_m^2)} \left\{ a_2 \, J_\beta^m (a_2a) I_\beta^m (\beta m) - \beta_m \, I_\beta^m (\beta m) \, J_\beta^m (a_2a) \right\} \]

(C-17)

The coefficient of this integral in the expression for \( \partial \phi^{(2)}(2)/\partial r \) is proportional to \( k^2 \) and since this development is only correct to second order in \( k \) this integral need only be computed to zero order in \( k \). The following observations should be made:

\[ J_\beta^m (a_2a) \rightarrow n_0 \, I_\beta^m (\beta a) \quad k \rightarrow 0 \]

\[ a_2 \rightarrow 1 \, \beta_m \quad k \rightarrow 0 \]

Thus

\[ \frac{1}{J_\beta^m (a_2a)} \int_0^a J_\beta^m (a_2r') I_\beta^m (\beta m) r' \, dr' \rightarrow \frac{a}{\beta_m} \, I_\beta^m (\beta m) \quad k \rightarrow 0 \]
A further reduction is possible using the following observations:

\[
\beta_{m_o}^{r} I_{n_o-1}(\beta_{m_o}^{r}) = 2(n_o-1) I_{n_o}(\beta_{m_o}^{r}) - \beta_{m_o}^{r} I_{n_o+1}(\beta_{m_o}^{r})
\]

\[
\beta_{m_o}^{r} K_{n_o-1}(\beta_{m_o}^{r}) = 2(n_o-1) K_{n_o}(\beta_{m_o}^{r}) - \beta_{m_o}^{r} K_{n_o+1}(\beta_{m_o}^{r})
\]

so that:

\[
\begin{align*}
\beta_{m_o}^{r} r & \left[I_{n_o-1}(\beta_{m_o}^{r}) K_{n_o}(\beta_{m_o}^{r}) - I_{n_o}(\beta_{m_o}^{r}) K_{n_o-1}(\beta_{m_o}^{r})\right] = K_{n_o}(\beta_{m_o}^{r}) \left[2(n_o-1) I_{n_o}(\beta_{m_o}^{r})
\right. \\
& \quad - \beta_{m_o}^{r} I_{n_o+1}(\beta_{m_o}^{r}) - I_{n_o}(\beta_{m_o}^{r}) \left[2(n_o-1) K_{n_o}(\beta_{m_o}^{r}) - \beta_{m_o}^{r} K_{n_o+1}(\beta_{m_o}^{r})\right]
\right]
\end{align*}
\]

\[
= - \beta_{m_o}^{r} \left[I_{n_o+1}(\beta_{m_o}^{r}) K_{n_o}(\beta_{m_o}^{r}) - I_{n_o}(\beta_{m_o}^{r}) K_{n_o+1}(\beta_{m_o}^{r})\right]
\]

(C-18)

and also

\[
\begin{align*}
& - \beta_{m_o}^{r} r I_{n_o} \left(\frac{\beta_{m_o}^{r}}{\sqrt{1+K}}\right) \left[(K - \nu)^2 \left[I_{n_o}(\beta_{m_o}^{r}) K_{n_o+1}(\beta_{m_o}^{r}) - I_{n_o+1}(\beta_{m_o}^{r}) K_{n_o}(\beta_{m_o}^{r})\right]
\right. \\
& \quad - (K + \nu)^2 \left[I_{n_o+1}(\beta_{m_o}^{r}) K_{n_o}(\beta_{m_o}^{r}) - I_{n_o}(\beta_{m_o}^{r}) K_{n_o+1}(\beta_{m_o}^{r})\right]
\right]
\end{align*}
\]

\[
= - \beta_{m_o}^{r} r I_{n_o} \left(\frac{\beta_{m_o}^{r}}{\sqrt{1+K}}\right) (K^2 + \nu^2) \left[I_{n_o}(\beta_{m_o}^{r}) \left[K_{n_o+1}(\beta_{m_o}^{r}) - K_{n_o-1}(\beta_{m_o}^{r})\right]
\right. \\
& \quad - K_{n_o}(\beta_{m_o}^{r}) \left[I_{n_o+1}(\beta_{m_o}^{r}) - I_{n_o}(\beta_{m_o}^{r})\right]
\right]
\]

\[
= (\beta_{m_o}^{r}) (K^2 + \nu^2) I_{n_o} \left(\frac{\beta_{m_o}^{r}}{\sqrt{1+K}}\right) \left[I_{n_o}(\beta_{m_o}^{r}) \left[K_{n_o+1}(\beta_{m_o}^{r}) - K_{n_o-1}(\beta_{m_o}^{r})\right]
\right. \\
& \quad - K_{n_o}(\beta_{m_o}^{r}) \left[I_{n_o+1}(\beta_{m_o}^{r}) + I_{n_o-1}(\beta_{m_o}^{r})\right]
\right]
\]

\[
- 2 I_{n_o}(\beta_{m_o}^{r}) K_{n_o+1}(\beta_{m_o}^{r}) - K_{n_o}(\beta_{m_o}^{r}) I_{n_o+1}(\beta_{m_o}^{r})
\]

(C-19)

\[
= - 2 \beta_{m_o}^{r} r (K^2 + \nu^2) I_{n_o} \left(\frac{\beta_{m_o}^{r}}{\sqrt{1+K}}\right) \left[I_{n_o}(\beta_{m_o}^{r}) K_{n_o+1}(\beta_{m_o}^{r}) - K_{n_o}(\beta_{m_o}^{r}) I_{n_o+1}(\beta_{m_o}^{r})\right]
\]
Substituting these observations in \( \frac{\partial \Phi^{(2)}}{\partial r} \) we obtain:

\[
\frac{\partial \Phi^{(2)}}{\partial r} \bigg|_{r=a} = \frac{k_i^2 e^{i \theta} \cos \beta_{m_0} z}{\sqrt{1+K} f(m_0, \pi 0) a} \left[ \int_0^a I_{n_0} \left( \beta_{m_0} r \right) r \, dr \right] n_0 m_0 I_{n_0} \left( \beta_{m_0} r \right)
- 2 \beta_{m_0} \left( K^2 + \nu^2 \right) I_{n_0} \left( \beta_{m_0} r \right) K_{n_0+1} \left( \beta_{m_0} r \right)
- K_{n_0} \left( \beta_{m_0} r \right) I_{n_0+1} \left( \beta_{m_0} r \right) \right]
\]

\[\text{(C-20)}\]

\[
= \frac{k_i^2 e^{i \theta} \cos \beta_{m_0} z}{\sqrt{1+K} f(m_0, \pi 0) a} \left[ a I_{n_0} \left( \beta_{m_0} a \right)
- I_{n_0} \left( \beta_{m_0} r \right) I_{n_0+1} \left( \beta_{m_0} r \right) \right] n_0 m_0
- 2 \left( K^2 + \nu^2 \right) \int_0^a \beta_{m_0} \left( \beta_{m_0} r \right) I_{n_0} \left( \beta_{m_0} r \right) K_{n_0} \left( \beta_{m_0} r \right) K_{n_0+1} \left( \beta_{m_0} r \right) r \, dr \right]
\]

\[\text{(C-21)}\]

Although the integral cannot be evaluated directly, a digital computer is useful for approximating it once \( K \) and \( \nu \) are known. But since this expression need be correct to only second order in \( k \) then \( K \) and \( \nu \) need be correct to only zero order. The values \( K_{n_0 m_0 0} \) are known from the magnetostatic approximation. For convenience let us introduce the notation \( H_{n_0 m_0} (K, \nu) \) so that

\[
\frac{\partial \Phi^{(2)}}{\partial r} \bigg|_{r=a} = k_i^2 H_{n_0 m_0} (K, \nu) e^{i \theta} \cos \beta_{m_0} z ,
\]

\[\text{(C-22)}\]

where \( H_{n_0 m_0} (K, \nu) \) is given by
\[ H_{n_o m_o}(K, \nu) = \frac{1}{K \sqrt{1+K} l(m_o \pi a)} \sum_{n_o} \left( I_{n_o}^{2}(\beta_{m_o} a) - I_{n_o-1}^{2}(\beta_{m_o} a) I_{n_o+1}(\beta_{m_o} a) \right) \right] h_{n_o m_o} \]

\[-2(K^2+\nu^2) \int_0^a \beta m_o I_{n_o}^{\beta m_o r} \left( I_{n_o}(\beta m_o r) I_{n_o}(\beta m_o r) K_{n_o+1}(\beta m_o r) \right) r^2 dr \]

From the solution to Green's function the potential \( \Phi^2 \) has been shown to be

\[ \Phi^2 = \phi^2(2) = \frac{B K_{n_o}(\alpha_1 a) J_{n_o}(\alpha_2 r)}{J_{n_0}(\alpha_2 a)} \cos \beta m_o e^{i n_0 \beta} \] (C-24)

Using this definition and the values found for the normal component of flux density due to the vector potential, we can write the characteristic equation.

\[ \alpha B K_{n_0}(\alpha_1 a) + k^2 \left[ \frac{\pi}{l(m_o \pi a)} \left( (K-\nu) A_{n_0+1}(a) + (K+\nu) B_{n_0-1}(a) \right) \right] = B \left[ K_{n_0}(\alpha_1 a) - \frac{J_{n_0}(\alpha_2 a)}{J_{n_0}(\alpha_2 a)} (1+K) \right] \]

\[ + n_o \nu K_{n_0}(\alpha_1 a) \] + \( B(1+K) H_{n_0 m_0}(\nu, K) k_i^2 \)

\[ + k_i^2 \left( \frac{\pi}{l(m_0 \pi a)} \left( (1+K-\nu)(K-\nu) A_{n_0+1}(a) + (1+K+\nu)(K+\nu) B_{n_0-1}(a) \right) \right) \] (C-25)

Then neglecting common factors in the equation this expression can be rewritten as:

\[ \alpha_1 K_{n_0}(\alpha_1 a) - (1+K) \alpha_2 J_{n_0}(\alpha_2 a) - \frac{n_o \nu}{a} = \]

\[ \frac{1}{B} \left( \frac{k_i^2 \pi}{l(m_o \pi a)} \left[ (1+K-\nu)(K-\nu) A_{n_0+1}(a) + (1+K+\nu)(K+\nu) B_{n_0-1}(a) \right) \right) + (1+K) k_o^2 H_{n_0 m_0}(\nu, K) \] (C-26)
The parameter $B$ need be known only to zero order if the above equation is to be correct to second order. Equation 3.46 is useful for determining $B(k \to 0)$:

$$
B \to \frac{I_{n_0} \left( \frac{\beta m_o}{a \sqrt{1+K}} \right)}{K_{n_0} \left( \frac{\beta m_o}{a} \right)}
$$

(C-27)

Use of this definition yields the characteristic equation of the sample modes.

$$
\alpha_1 \frac{K_{n_0}^t(\alpha_1 a)}{K_{n_0}(\alpha_1 a)} - \alpha_2 \frac{J_{n_0}^t(\alpha_2 a)}{J_{n_0}(\alpha_2 a)} \pm \frac{n_0 \nu}{a} = \frac{H(K, \nu, k_{l_1}^2, k_{o_1}^2)}{I_{n_0} \left( \frac{\beta m_o}{\sqrt{1+K}} \right)}
$$

(C-28)

This expression appears in the text as Eq. 3.64 where $H(K, \nu, k_{l_1}^2, k_{o_1}^2)$ is given by:

$$
H = \frac{K_{n_0} \left( \frac{\beta m_o}{a} \right) \pi}{f(m_o, \pi a)} \left( k_{l_1}^2 \left( (1+K-\nu)(K-\nu) A_{n_0+1}(a) + (1+K+\nu)(K+\nu) B_{n_0-1}(a) \right) - k_{o_1}^2 \left( (K-\nu) A_{n_0+1}(a) + (K+\nu) B_{n_0-1}(a) \right) \right) + (1+K) k_{o_1}^2 H_{n_0 m_o}
$$

(C-29)

Thus the characteristic equation for the example problem has been determined correct to second order in $k$. 
\[
A_{x_o} = \frac{\pi \cos \beta m_o z}{i(m_o \pi \alpha)} \left\{ K_e \left( i(n_o + 1) \theta \right) \left[ K_{n_o + 1}(\beta m_o r) \int_0^r \frac{\beta m_o r'}{1 + K} I'_o \left( \frac{\beta m_o r'}{\sqrt{1 + K}} \right) I_{n_o + 1}(\beta m_o r') r' dr' \right] + e^{i(n_o - 1)\theta} \left[ K_{n_o - 1}(\beta m_o r) \int_0^r \frac{\beta m_o r'}{1 + K} I'_o \left( \frac{\beta m_o r'}{\sqrt{1 + K}} \right) I_{n_o - 1}(\beta m_o r') r' dr' \right] + n_o I_{n_o + 1}(\beta m_o r) \int_0^r I_o \left( \frac{\beta m_o r'}{\sqrt{1 + K}} \right) K_{n_o - 1}(\beta m_o r') r' dr' \right] + e^{-i(n_o - 1)\theta} \left[ n_o K_{n_o + 1}(\beta m_o r) \int_0^r I_o \left( \frac{\beta m_o r'}{\sqrt{1 + K}} \right) I_{n_o - 1}(\beta m_o r') r' dr' \right] + K_{n_o - 1}(\beta m_o r) \int_0^r I_o \left( \frac{\beta m_o r'}{\sqrt{1 + K}} \right) K_{n_o - 1}(\beta m_o r') r' dr' \right] + i e^{-i(n_o + 1)\theta} \left[ K_{n_o - 1}(\beta m_o r) \int_0^r \frac{\beta m_o r'}{1 + K} I'_o \left( \frac{\beta m_o r'}{\sqrt{1 + K}} \right) I_{n_o - 1}(\beta m_o r') r' dr' \right] + I_{n_o + 1}(\beta m_o r) \int_0^r I_o \left( \frac{\beta m_o r'}{\sqrt{1 + K}} \right) K_{n_o + 1}(\beta m_o r') r' dr' \right] + i e^{i(n_o + 1)\theta} \left[ K_{n_o - 1}(\beta m_o r) \int_0^r \frac{\beta m_o r'}{1 + K} I'_o \left( \frac{\beta m_o r'}{\sqrt{1 + K}} \right) I_{n_o - 1}(\beta m_o r') r' dr' \right] + I_{n_o - 1}(\beta m_o r) \int_0^r I_o \left( \frac{\beta m_o r'}{\sqrt{1 + K}} \right) K_{n_o - 1}(\beta m_o r') r' dr' \right] + i e^{-i(n_o - 1)\theta} \left[ n_o K_{n_o + 1}(\beta m_o r) \int_0^r I_o \left( \frac{\beta m_o r'}{\sqrt{1 + K}} \right) I_{n_o - 1}(\beta m_o r') r' dr' \right] + I_{n_o + 1}(\beta m_o r) \int_0^r I_o \left( \frac{\beta m_o r'}{\sqrt{1 + K}} \right) K_{n_o + 1}(\beta m_o r') r' dr' \right] + i e^{-i(n_o + 1)\theta} \left[ I_{n_o - 1}(\beta m_o r) \int_0^r I_o \left( \frac{\beta m_o r'}{\sqrt{1 + K}} \right) I_{n_o - 1}(\beta m_o r') r' dr' \right] + I_{n_o - 1}(\beta m_o r) \int_0^r I_o \left( \frac{\beta m_o r'}{\sqrt{1 + K}} \right) K_{n_o - 1}(\beta m_o r') r' dr' \right) \right\} 
\]
\[
A_{oy} = \frac{\pi \cos \beta_m z}{f(m_o, \theta_o)} \left\{ i \nu \left( e^{i(n_o+1)\theta} \left[ K_{n_o+1}(\beta_m r) \int_0^r \frac{\beta_m r'}{1+K} I'_n \left( \frac{\beta_m r'}{1+K} \right) \right] - e^{-i(n_o-1)\theta} \left[ K_{n_o-1}(\beta_m r) \int_0^r \frac{\beta_m r'}{1+K} I'_n \left( \frac{\beta_m r'}{1+K} \right) \right] \right) + i(n_o-1)\theta \left[ K_{n_o-1}(\beta_m r) \int_0^r \frac{\beta_m r'}{1+K} I'_n \left( \frac{\beta_m r'}{1+K} \right) \right] I_{n_o+1}(\beta_m r') \right) + e^{-i(n_o-1)\theta} \left[ K_{n_o+1}(\beta_m r) \int_0^r \frac{\beta_m r'}{1+K} I'_n \left( \frac{\beta_m r'}{1+K} \right) \right] I_{n_o-1}(\beta_m r') \right) \right) + e^{-i(n_o-1)\theta} \left[ K_{n_o+1}(\beta_m r) \int_0^r \frac{\beta_m r'}{1+K} I'_n \left( \frac{\beta_m r'}{1+K} \right) \right] I_{n_o-1}(\beta_m r') \right) \right) + e^{i(n_o+1)\theta} \left[ K_{n_o-1}(\beta_m r) \int_0^r \frac{\beta_m r'}{1+K} I'_n \left( \frac{\beta_m r'}{1+K} \right) \right] I_{n_o+1}(\beta_m r') \right) \right) + e^{i(n_o+1)\theta} \left[ K_{n_o-1}(\beta_m r) \int_0^r \frac{\beta_m r'}{1+K} I'_n \left( \frac{\beta_m r'}{1+K} \right) \right] I_{n_o+1}(\beta_m r') \right) \right)
\]

(C-6)
\[
A_{n_0} = K_{n_0} \left( \frac{\beta m_o}{\sqrt{1+K}} \right) \int_0^r I_{n_0} \left( \frac{\beta m_o r'}{\sqrt{1+K}} \right) I_{n_0} \left( \frac{\beta m_o r'}{\sqrt{1+K}} \right) r' dr' + I_{n_0} \left( \frac{\beta m_o}{\sqrt{1+K}} \right) K_{n_0} \left( \frac{\beta m_o r'}{\sqrt{1+K}} \right) K_{n_0} \left( \frac{\beta m_o r'}{\sqrt{1+K}} \right) r' dr'
\]

\[
- n_o \left[ K_{n_0} \left( \frac{\beta m_o}{\sqrt{1+K}} \right) I_{n_0} \left( \frac{\beta m_o r'}{\sqrt{1+K}} \right) I_{n_0} \left( \frac{\beta m_o r'}{\sqrt{1+K}} \right) r' dr' + I_{n_0} \left( \frac{\beta m_o}{\sqrt{1+K}} \right) I_{n_0} \left( \frac{\beta m_o r'}{\sqrt{1+K}} \right) K_{n_0} \left( \frac{\beta m_o r'}{\sqrt{1+K}} \right) r' dr' \right]
\]

\[
B_{n_0} = \frac{\beta m_o}{\sqrt{1+K}} K_{n_0} \left( \frac{\beta m_o r'}{\sqrt{1+K}} \right) I_{n_0} \left( \frac{\beta m_o r'}{\sqrt{1+K}} \right) r' dr' + I_{n_0} \left( \frac{\beta m_o}{\sqrt{1+K}} \right) I_{n_0} \left( \frac{\beta m_o r'}{\sqrt{1+K}} \right) K_{n_0} \left( \frac{\beta m_o r'}{\sqrt{1+K}} \right) r' dr'
\]

\[
+ n_o \left[ K_{n_0} \left( \frac{\beta m_o}{\sqrt{1+K}} \right) I_{n_0} \left( \frac{\beta m_o r'}{\sqrt{1+K}} \right) I_{n_0} \left( \frac{\beta m_o r'}{\sqrt{1+K}} \right) r' dr' + I_{n_0} \left( \frac{\beta m_o}{\sqrt{1+K}} \right) I_{n_0} \left( \frac{\beta m_o r'}{\sqrt{1+K}} \right) K_{n_0} \left( \frac{\beta m_o r'}{\sqrt{1+K}} \right) r' dr' \right]
\]

(C-7)
The steady-state solution to the equation of motion for the lower sideband case
\[ \overline{M} = \overline{\mathbf{x}} \cdot \overline{H} \]
can be found by inverting the following matrix equation:
\[ \gamma M_o \begin{bmatrix} H_{x1} \\ H_{y1} \\ H_{x2}^* \\ H_{y2}^* \end{bmatrix} = \begin{bmatrix} \omega_o + i \alpha \omega_1 & -i \omega_1 & \gamma H_{z2} & 0 \\ i \omega_1 & \omega_o + i \alpha \omega_1 & 0 & \gamma H_{z2} \\ \gamma H_{z2}^* & 0 & \omega_o - i \alpha \omega_1 & i \omega_1 \\ 0 & \gamma H_{z2}^* & -i \omega_1 & \omega_o - i \alpha \omega_1 \end{bmatrix} \begin{bmatrix} M_{x1} \\ M_{y1} \\ M_{x2}^* \\ M_{y2}^* \end{bmatrix} \]

The pumped susceptibility tensor \( \overline{\mathbf{x}} \) is the inverse of the four by four matrix in the above equation. The determinant of this matrix to first order in \( H_{z2} \) is:
\[ D = \left[ \left( \omega_o + i \alpha \omega_1 \right)^2 - \omega_1^2 \right] \left[ \omega_o - i \alpha \omega_1 \right]^2 - \omega_1^2 \]

The tensor elements of \( \overline{\mathbf{x}} \) can be found from the system of minors.
\[ x_{11} = \frac{\gamma M_o}{D} \begin{vmatrix} \omega_o + i \alpha \omega_1 & 0 & \gamma H_{z2} \\ 0 & \omega_o - i \alpha \omega_1 & i \omega_1 \\ \gamma H_{z2}^* & -i \omega_1 & \omega_o - i \alpha \omega_1 \end{vmatrix} \]
\[ = \frac{\gamma M_o \left( \omega_o + i \alpha \omega_1 \right) \left( \omega_o - i \alpha \omega_1 \right)^2 - \omega_1^2 \gamma H_{z2}^* \omega_o - i \alpha \omega_1}{D} \]

In this paper we will be concerned primarily with low-loss ferrites for which \( \alpha \ll 1 \). Thus, to first approximation in \( \alpha \) the above tensor element can be written:
\[ x_{11} \equiv \frac{\gamma M_0 (\omega_0 + i \alpha \omega_1)}{\omega_0^2 - \omega_1^2 + 2i \alpha \omega_1 \omega_o} \]  

(D-3)

Similarly, for the remaining tensor elements:

\[ x_{12} = -\frac{\gamma M_0}{D} \begin{pmatrix} -i \omega_1 & \gamma H_{z2} & 0 \\ 0 & \omega_0 - i \alpha \omega_1 & i \omega_1 \\ \gamma H_{z2}^* & -i \omega_1 & \omega_0 - i \alpha \omega_1 \end{pmatrix} \]

\[ = \gamma M_0 \frac{i \omega_1 (\omega_0 - i \alpha \omega_1)^2 - \omega_1^2}{D} \]  

(D-4)

\[ x_{13} = \frac{\gamma M_0}{D} \begin{pmatrix} -i \omega_1 & \gamma H_{z2} & 0 \\ \omega_0 + i \alpha \omega_1 & 0 & \gamma H_{z2} \\ \gamma H_{z2}^* & -i \omega_1 & \omega_0 - i \alpha \omega_1 \end{pmatrix} \]

\[ = \frac{\gamma M_0}{D} \gamma H_{z2} \left[ \omega_1 \omega_1^* - \omega_0^2 - 2i \alpha \omega_0 (\omega_1 - \omega_1^*) \right] \]  

(D-5)

\[ x_{13} = \frac{\gamma^2 M_0 H_{z2} \left[ \omega_1 \omega_1^* - \omega_0^2 - 2i \alpha (\omega_1 - \omega_1^*) \right]}{(\omega_0^2 - \omega_1^2 + 2i \alpha \omega_1 \omega_0)(\omega_0^2 - \omega_1^2 - 2i \alpha \omega_1 \omega_0)} \]
\[
x_{14} = -\frac{\gamma M_0}{D} \begin{bmatrix}
- i \omega_1 & \gamma H_{z_2} & 0 \\
\omega_0 + i \omega_1 & 0 & \gamma H_{z_2} \\
0 & \omega_0 - i \omega_k & i \omega_k
\end{bmatrix}
= -i \frac{\gamma^2 M_0 H_{z_2}}{(\omega_0^2 - \omega_1^2 + 2 i \omega_1)(\omega_0^2 - \omega_k^2) - 2 i \omega_0 \omega_k} \left[ (\omega_0 - i \omega_k)^2 - \omega_k^2 \right]
\]

\[
x_{21} = -\frac{\gamma M_0}{D} \begin{bmatrix}
i \omega_1 & 0 & \gamma H_{z_2} \\
\gamma H_{z_2}^* & \omega_0 - i \omega_k & i \omega_k \\
0 & -i \omega_k & \omega_0 - i \omega_k
\end{bmatrix}
= -i \frac{\gamma M_0 \omega_1}{\omega_0^2 - \omega_1^2 + 2 i \omega_1 \omega_0}
\]

\[
x_{22} = -\frac{\gamma M}{D} \begin{bmatrix}
\omega_0 + i \omega_1 & \gamma H_{z_2} & 0 \\
\gamma H_{z_2}^* & \omega_0 - i \omega_k & i \omega_k \\
0 & -i \omega_k & \omega_0 - i \omega_k
\end{bmatrix}
= \frac{\gamma M_0 (\omega_0 + i \omega_1)}{\omega_0^2 - \omega_1^2 + 2 i \omega \omega_1}
\]
\[ x_{23} = -\frac{\gamma M_{O}}{D} \begin{vmatrix} \omega_{0} + i \alpha \omega_{1} & \gamma H_{Z2} & 0 \\ i \omega_{1} & 0 & \gamma H_{Z2} \\ 0 & -i \omega_{k} & \omega_{0} - i \alpha \omega_{k} \end{vmatrix} \]

\[
\gamma H_{Z2} M_{O} \left[ (\omega_{0} + i \alpha \omega_{1}) \omega_{k} - \omega_{1} (\omega_{0} - i \alpha \omega_{k}) \right]
\]

\[
= -i \frac{\gamma^{2} H_{Z2} M_{O} \left[ (\omega_{0} + i \alpha \omega_{1}) \omega_{k} - \omega_{1} (\omega_{0} - i \alpha \omega_{k}) \right]}{(\omega_{0}^{2} - \omega_{1}^{2} + 2 i \alpha \omega_{0} \omega_{1}) (\omega_{0}^{2} - \omega_{k}^{2} - 2 i \alpha \omega_{0} \omega_{k})}
\]


\[ x_{24} = \frac{\gamma M_{O}}{D} \begin{vmatrix} \omega_{0} + i \alpha \omega_{1} & \gamma H_{Z2} & 0 \\ i \omega_{1} & 0 & \gamma H_{Z2} \\ \gamma H_{Z2}^{*} & \omega_{0} - i \alpha \omega_{k} & i \omega_{k} \end{vmatrix} \]

\[
= -\frac{\gamma^{2} M_{O} H_{Z2} \left[ \omega_{0}^{2} + i \alpha \omega_{0} (\omega_{1} - \omega_{k}) - \omega_{1} \omega_{k} \right]}{(\omega_{0}^{2} - \omega_{1}^{2} + 2 i \alpha \omega_{0} \omega_{1}) (\omega_{0}^{2} - \omega_{k}^{2} - 2 i \alpha \omega_{0} \omega_{k})}
\]


\[ x_{31} = \frac{\gamma M_{O}}{D} \begin{vmatrix} i \omega_{1} & \omega_{0} + i \alpha \omega_{1} & \gamma H_{Z2} \\ \gamma H_{Z2}^{*} & 0 & i \omega_{k} \\ 0 & \gamma H_{Z2}^{*} & \omega_{0} - i \alpha \omega_{k} \end{vmatrix} \]

\[
= \frac{\gamma^{2} M_{O} H_{Z2} \left[ \omega_{1} \omega_{2} - \omega_{0}^{2} - 2 i \alpha \omega_{0} (\omega_{1} - \omega_{k}) \right]}{(\omega_{0}^{2} - \omega_{1}^{2} + 2 i \alpha \omega_{0} \omega_{1}) (\omega_{0}^{2} - \omega_{k}^{2} - 2 i \alpha \omega_{0} \omega_{k})}
\]
\[ x_{32} = - \frac{\gamma M_o}{D} \begin{pmatrix} \omega_o + i \alpha \omega_1 & -i \omega_1 & 0 \\ \gamma H_{z_2}^* & 0 & i \omega_k \\ 0 & \gamma H_{z_2}^* & \omega_o - i \alpha \omega_k \end{pmatrix} \]

\[ = -i \frac{\gamma^2 M_o H_{z_2}^* \left[ -\omega_k^* (\omega_o + i \alpha \omega_1) + \omega_1 (\omega_o - i \alpha \omega_k) \right]}{\left( \omega_o^2 - \omega_1^2 + 2 i \alpha \omega_o \omega_1 \right) \left( \omega_o^2 - \omega_k^2 - 2 i \alpha \omega_o \omega_k \right)} \] (D-12)

\[ x_{33} = \frac{\gamma M_o}{D} \begin{pmatrix} \omega_o + i \alpha \omega_1 & -i \omega_1 & 0 \\ i \omega_1 & \omega_o + i \alpha \omega_1 & \gamma H_{z_2} \\ 0 & \gamma H_{z_2}^* & \omega_o - i \alpha \omega_k \end{pmatrix} \]

\[ = \frac{\gamma M_o (\omega_o - i \alpha \omega_k)}{\omega_o^2 - \omega_k^2 - 2 i \alpha \omega_o \omega_k} \] (D-13)

\[ x_{34} = -i \frac{\gamma M_o}{D} \begin{pmatrix} \omega_o + i \alpha \omega_1 & -i \omega_1 & 0 \\ i \omega_1 & \omega_0 + i \alpha \omega_1 & \gamma H_{z_2} \\ \gamma H_{z_2}^* & 0 & i \omega_k \end{pmatrix} \]

\[ = -i \frac{\gamma M_o \omega_k}{\omega_o^2 - \omega_k^2 - 2 i \alpha \omega_o \omega_k} \] (D-14)
\[ x_{41} = -\frac{\gamma M_0}{D} \begin{vmatrix} i\omega_1 & \omega_0 + i\alpha\omega_1 & 0 \\ \gamma H_{z_2}^* & 0 & \omega_0 - i\alpha\omega_k \\ 0 & \gamma H_{z_2}^* & -i\omega_k \end{vmatrix} \]

\[ = i \frac{\gamma^2 M_0 H_{z_2}^* \left[ \omega_1 (\omega_0 - i\alpha\omega_k) - \omega_k (\omega_0 + i\alpha\omega_1) \right]}{(\omega_0^2 - \omega_1^2 + 2i\alpha\omega_0\omega_1)(\omega_0^2 - \omega_k^2 - 2i\alpha\omega_0\omega_k)} \] (D-15)

\[ x_{42} = -\frac{\gamma M_0}{D} \begin{vmatrix} \omega_0 + i\alpha\omega_1 & -i\omega_1 & \gamma H_{z_2} \\ \gamma H_{z_2}^* & 0 & \omega_0 - i\alpha\omega_k \\ 0 & \gamma H_{z_2}^* & -i\omega_k \end{vmatrix} \]

\[ = -\frac{\gamma^2 M_0 H_{z_2}^* \left[ \omega_0^2 + 2i\alpha\omega_0(\omega_1 - \omega_k) - \omega_k\omega_1 \right]}{(\omega_0^2 - \omega_1^2 + 2i\alpha\omega_0\omega_1)(\omega_0^2 - \omega_k^2 - 2i\alpha\omega_0\omega_k)} \] (D-16)

\[ x_{43} = -\frac{\gamma M_0}{D} \begin{vmatrix} \omega_0 + i\alpha\omega_1 & -i\omega_1 & \gamma H_{z_2} \\ i\omega_1 & \omega_0 + i\alpha\omega_1 & 0 \\ 0 & \gamma H_{z_2}^* & -i\omega_k \end{vmatrix} \]

\[ x_{43} = i \frac{\gamma M_0 \omega_k}{\omega_0^2 - \omega_k^2 - 2i\alpha\omega_0\omega_k} \] (D-17)
\[ x_{44} = \frac{\gamma M_0}{D} \begin{vmatrix} \omega_0 + i\alpha \omega_1 & -i\omega_1 & \gamma H_{z_2} \\ i\omega_1 & \omega_0 + i\alpha \omega_1 & 0 \\ \gamma H_{z_2}^* & 0 & \omega_0 - i\alpha \omega_1 \end{vmatrix} \]

\[ = \frac{\gamma M_0 (\omega_0 - i\alpha \omega_\ell)}{\omega_0^2 - \omega_\ell^2 - 2i\alpha \omega_0 \omega_\ell} \quad (D-18) \]

The following symmetries can be noted:

\[ x_{11} = x_{22} \]

\[ x_{12} = -x_{21} \]

\[ x_{13} = x_{24} \]

\[ x_{14} = -x_{23} \]  \quad (D-19)

\[ x_{33} = x_{44} \]

\[ x_{34} = -x_{43} \]

\[ x_{31} = x_{42} \]

\[ x_{32} = -x_{41} \]

In the calculations of the power at the signal and lower sideband the term \( \text{Im} \ x_{11} \) and \( \text{Im} \ x_{33} \) appear. These functions are:

\[ \text{Im} \ x_{11} = -\frac{\alpha \omega_1 (\omega_0^2 + \omega_1^2)}{(\omega_0^2 - \omega_1^2)^2 + 4\alpha^2 \omega_0^2 \omega_1^2} \leq 0 \quad (D-20) \]

for all \( \omega_0 \) and \( \omega_1 \). Similarly:

\[ \text{Im} \ x_{33} = \frac{\alpha \omega_\ell (\omega_0^2 + \omega_\ell^2)}{(\omega_0^2 - \omega_\ell^2)^2 + 4\alpha^2 \omega_0^2 \omega_\ell^2} \geq 0 \quad (D-21) \]

for all \( \omega_0 \) and \( \omega_\ell \).
APPENDIX E

UPPER SIDEBAND PUMPED SUSCEPTIBILITY TENSOR

The pumped susceptibility tensor for the upper sideband converter can be found by inverting the following matrix:

\[
(y M_0)^{-1} = \begin{bmatrix}
  y_{H_0} + i \alpha \omega_1 & -i \omega_1 & \gamma_{z_2}^* & 0 \\
  i \omega_1 & y_{H_0} + i \alpha \omega_1 & 0 & \gamma_{z_2}^* \\
  \gamma_{z_2} & 0 & y_{H_0} + i \alpha \omega_u & -i \omega_u \\
  0 & \gamma_{z_2} & i \omega_u & y_{H_0} + i \alpha \omega_u
\end{bmatrix}
\]  

(E-1)

The determinant of this matrix to first order in $z_2$ is:

\[
D = \left[ (y_{H_0} + i \alpha \omega_1)^2 - \omega_1^2 \right] \left[ (y_{H_0} + i \alpha \omega_u)^2 - \omega_u^2 \right]
\]

This determinant can be used to find the tensor elements to first order in $z_2$.

\[
x_{11} = \frac{y M_0}{D} \begin{bmatrix}
  y_{H_0} + i \alpha \omega_1 & 0 & \gamma_{z_2}^* \\
  0 & y_{H_0} + i \alpha \omega_u & -i \omega_u \\
  \gamma_{z_2} & i \omega_u & y_{H_0} + i \alpha \omega_u
\end{bmatrix}
\]

\[
x_{11} = \frac{y M_0(y_{H_0} + i \alpha \omega_1)}{(y_{H_0} + i \alpha \omega_1)^2 - \omega_1^2}
\]  

(E-2)

\[
x_{12} = -\frac{y M_0}{D} \begin{bmatrix}
  -i \omega_1 & \gamma_{z_2}^* & 0 \\
  0 & y_{H_0} + i \alpha \omega_u & -i \omega_u \\
  \gamma_{z_2} & i \omega_u & y_{H_0} + i \alpha \omega_u
\end{bmatrix}
\]
\[
\begin{align*}
    x_{13} &= \frac{\gamma M_0}{D} \begin{vmatrix}
        -i \omega_1 & \gamma H_{z_2}^* & 0 \\
        \gamma H_o + i \alpha \omega_1 & 0 & \gamma H_{z_2}^* \\
        \gamma H_{z_2} & \omega_u & \gamma H_o + i \alpha \omega_u 
    \end{vmatrix} \\
    &= \frac{\gamma^2 H_{z_2}^* M_0}{D} \left[ \omega_1 \omega_u + (\gamma H_o + i \alpha \omega_u)(\gamma H_o + i \alpha \omega_1) \right] \\
    &= -\frac{\gamma^2 H_{z_2}^* M_0}{D} \left[ (\gamma H_o + i \alpha \omega_1)^2 - \omega_1 \right] \left[ (\gamma H_o + i \alpha \omega_u)^2 - \omega_u \right] \\
    &= \frac{\gamma^2 H_{z_2}^* M_0}{D} \left[ \omega_1 \omega_u + (\gamma H_o)^2 + 2i \alpha \gamma H_o (\omega_u + \omega_1) \right] \\
    &= -\frac{\gamma^2 H_{z_2}^* M_0}{D} \left[ (\gamma H_o + i \alpha \omega_1)^2 - \omega_1 \right] \left[ (\gamma H_o + i \alpha \omega_u)^2 - \omega_u \right] \\
    x_{14} &= -\frac{\gamma M_0}{D} \begin{vmatrix}
        -i \omega_1 & \gamma H_{z_2}^* & 0 \\
        \gamma H_o + i \alpha \omega_1 & 0 & \gamma H_{z_2}^* \\
        0 & \gamma H_o + i \alpha \omega_u & -i \omega_u 
    \end{vmatrix} \\
    &= -i \frac{\gamma^2 M_o H_{z_2}^*}{D} \left[ \omega_1 (\gamma H_o + i \alpha \omega_u) + \omega_u (\gamma H_o + i \alpha \omega_1) \right] \\
    &= -i \frac{\gamma^2 M_o H_{z_2}^*}{D} \left[ (\gamma H_o + i \alpha \omega_1)^2 - \omega_1 \right] \left[ (\gamma H_o + i \alpha \omega_u)^2 - \omega_u \right] \\
\end{align*}
\]
\[ x_{21} = -\frac{\gamma M_o}{D} \begin{vmatrix} i \omega_1 & 0 & \gamma H_{z_2}^* \\ \gamma H_{z_2} & \gamma H_o + i \sigma \omega_u & -i \omega_u \\ 0 & i \omega_u & \gamma H_o + i \sigma \omega_u \end{vmatrix} \]

\[ = -i \frac{\gamma M_o \omega_1}{(\gamma H_o + i \sigma \omega)^2 - \omega_1^2} \quad \text{(E-6)} \]

\[ x_{22} = \frac{\gamma M_o}{D} \begin{vmatrix} \gamma H_o + i \sigma \omega_1 & \gamma H_{z_2}^* & 0 \\ \gamma H_{z_2} & \gamma H_o + i \sigma \omega_u & -i \omega_u \\ 0 & i \omega_u & \gamma H_o + i \sigma \omega_u \end{vmatrix} \]

\[ = \frac{\gamma M_o (\gamma H_o + i \sigma \omega_u)}{(\gamma H_o + i \sigma \omega)^2 - \omega_u^2} \quad \text{(E-7)} \]

\[ x_{23} = -\frac{\gamma M_o}{D} \begin{vmatrix} \gamma H_o + i \sigma \omega_1 & \gamma H_{z_2}^* & 0 \\ i \omega_1 & 0 & \gamma H_{z_2}^* \\ 0 & i \omega_u & \gamma H_o + i \sigma \omega_u \end{vmatrix} \]

\[ = i \frac{\gamma^2 M_o H_{z_2}^* \left[ \omega_1 (\gamma H_o + i \sigma \omega_1) + \omega_1 (\gamma H_o + i \sigma \omega_u) \right]}{(\gamma H_o + i \sigma \omega_1)^2 - \omega_1^2 \left[ (\gamma H_o + i \sigma \omega_u)^2 - \omega_u^2 \right]} \quad \text{(E-8)} \]
\[ x_{24} = \frac{\gamma M_0}{D} \left| \begin{array}{cccc} \gamma H_0 + i \alpha \omega_1 & \gamma H_{z2}^* & 0 \\ i \omega_1 & 0 & \gamma H_{z2}^* \\ \gamma H_{z2} & \gamma H_0 + i \alpha \omega_u & -i \omega_u \end{array} \right| \]

\[ = -\gamma^2 M_0 H_{z2}^* \left[ \frac{(\gamma H_0 + i \alpha \omega_u)(\gamma H_0 + i \alpha \omega_1) + \omega_1 \omega_u}{(\gamma H_0 + i \alpha \omega_1)^2 - \omega_1^2} \right] \left[ (\gamma H_0 + i \alpha \omega_u)^2 - \omega_u^2 \right] \]  

(E-9)

\[ x_{31} = \frac{\gamma M_0}{D} \left| \begin{array}{cccc} i \omega_1 & \gamma H_0 + i \alpha \omega_1 & \gamma H_{z2}^* \\ \gamma H_{z2} & 0 & -i \omega_u \\ 0 & \gamma H_{z2} & \gamma H_0 + i \alpha \omega_u \end{array} \right| \]

\[ = -\gamma^2 M_0 H_{z2} \left[ \frac{\omega_1 \omega_u + (\gamma H_0 + i \alpha \omega_1)(\gamma H_0 + i \alpha \omega_u)}{(\gamma H_0 + i \alpha \omega_1)^3 - \omega_1^2} \right] \left[ (\gamma H_0 + i \alpha \omega_u)^2 - \omega_u^2 \right] \]  

(E-10)

\[ x_{32} = -\frac{\gamma M_0}{D} \left| \begin{array}{cccc} \gamma H_0 + i \alpha \omega_1 & -i \omega_1 & 0 \\ \gamma H_{z2} & 0 & -i \omega_u \\ 0 & \gamma H_{z2} & \gamma H_0 + i \alpha \omega_u \end{array} \right| \]

\[ = -i \gamma^2 M_0 H_{z2} \left[ \frac{\omega_1(\gamma H_0 + i \alpha \omega_1) + \omega_1(\gamma H_0 + i \alpha \omega_u)}{(\gamma H_0 + i \alpha \omega_1)^2 - \omega_1^2} \right] \left[ (\gamma H_0 + i \alpha \omega_u)^2 - \omega_u^2 \right] \]  

(E-11)
\[ x_{33} = \frac{\gamma M_0}{D} \left| \begin{array}{ccc} \gamma H_0 + i \sigma \omega_1 & -i \omega_1 & 0 \\ i \omega_1 & \gamma H_0 + i \sigma \omega_1 & \gamma H_{z_2} \\ 0 & \gamma H_{z_2} & \gamma H_0 + i \sigma \omega_u \end{array} \right| \]

\[ = \frac{\gamma M_0 (\gamma H_0 + i \sigma \omega_u)}{(\gamma H_0 + i \sigma \omega_u)^2 - \omega_u^2} \quad (E-12) \]

\[ x_{34} = -\frac{\gamma M_0}{D} \left| \begin{array}{ccc} \gamma H_0 + i \sigma \omega_1 & -i \omega_1 & 0 \\ i \omega_1 & \gamma H_0 + i \sigma \omega_1 & \gamma H_{z_2} \\ \gamma H_{z_2} & 0 & -i \omega_u \end{array} \right| \]

\[ = i \frac{\gamma M_0 \omega_u}{(\gamma H_0 + i \sigma \omega_u)^2 - \omega_u^2} \quad (E-13) \]

\[ x_{41} = -\frac{\gamma M_0}{D} \left| \begin{array}{ccc} i \omega_1 & \gamma H_0 + i \sigma \omega_1 & 0 \\ \gamma H_{z_2} & 0 & \gamma H_0 + i \sigma \omega_u \\ 0 & \gamma H_{z_2} & i \omega_u \end{array} \right| \]

\[ = i \frac{\gamma^2 M_0 H_{z_2} \left[ \omega_1 (\gamma H_0 + i \sigma \omega_u) + \omega_u (\gamma H_0 + i \sigma \omega_1) \right]}{\left[ (\gamma H_0 + i \sigma \omega_1)^2 - \omega_1 \right] \left[ (\gamma H_0 + i \sigma \omega_u)^2 - \omega_u \right]} \quad (E-14) \]
\[
x_{42} = \frac{\gamma M_0}{D} \begin{vmatrix}
\gamma_{H_0} + i \alpha \omega_1 & -i \omega_1 & \gamma_{H_{z2}}^* \\
\gamma_{H_{z2}} & 0 & \gamma_{H_0} + i \alpha \omega_u \\
0 & \gamma_{H_{z2}} & i \omega_u
\end{vmatrix}
\]

\[
= -\frac{\gamma^2 M_0 H_{z2}}{(\gamma_{H_0} + i \alpha \omega_1)^2 - \omega^2_1} \left[ (\gamma_{H_0} + i \alpha \omega_u)^2 - \omega^2_u \right] (E-15)
\]

\[
x_{43} = -\frac{\gamma M_0}{D} \begin{vmatrix}
\gamma_{H_0} + i \alpha \omega_1 & -i \omega_1 & \gamma_{H_{z2}}^* \\
0 & \gamma_{H_0} + i \alpha \omega_1 & 0 \\
0 & \gamma_{H_{z2}} & i \omega_u
\end{vmatrix}
\]

\[
= -i \frac{\gamma M_0 \omega_u}{(\gamma_{H_0} + i \alpha \omega_u)^2 - \omega^2_u} (E-16)
\]

\[
x_{44} = \frac{\gamma M_0}{D} \begin{vmatrix}
\gamma_{H_0} + i \alpha \omega_1 & -i \omega_1 & \gamma_{H_{z2}}^* \\
0 & \gamma_{H_0} + i \alpha \omega_1 & 0 \\
0 & \gamma_{H_{z2}} & \gamma_{H_0} + i \alpha \omega_u
\end{vmatrix}
\]

\[
= \frac{\gamma M_0 (\gamma_{H_0} + i \alpha \omega_u)}{(\gamma_{H_0} + i \alpha \omega_u)^2 - \omega^2_u} (E-17)
\]
The following symmetries can be observed:

\[ x_{11} = x_{12} \]
\[ x_{12} = -x_{21} \]
\[ x_{13} = x_{24} \]
\[ x_{14} = -x_{23} \]
\[ x_{31} = x_{42} \]
\[ x_{32} = -x_{41} \]
\[ x_{33} = x_{44} \]
\[ x_{34} = -x_{43} \] \hspace{1cm} (E-18)

Observe also that:

\[ \text{Im} \, x_{11} = - \frac{a \omega_1 (\gamma H_o)^2 + \omega_1^2 \gamma M_o}{(\gamma H_o)^2 - \omega_1^2 + 4 a^2 \gamma^2 H_o^2 \omega_1} \leq 0 \] \hspace{1cm} (E-19)

and that:

\[ \text{Im} \, x_{33} = - \frac{\gamma M_o a \omega_u (\gamma^2 H_o^2 + \omega_u^2)}{(\gamma^2 H_o^2 - \omega_u^2)^2 + 4 a^2 \gamma^2 H_o^2 \omega_u^2} \leq 0 \] \hspace{1cm} (E-20)

for all \( H_o \) and \( \omega_u \).
APPENDIX F

SIGNAL FIELD DISTRIBUTION FOR FERROMAGNETIC RESONANCE CONFIGURATION

The field distribution of the actual flat coil can be approximated very closely by that of an infinitesimally thin current loop as shown in Fig. F-1.

![Coordinate system](image)

Fig. F-1. Coordinate system appropriate for calculation of magnetic field produced by current loop $i$.

If the space surrounding this loop can be divided conveniently into two regions by a spherical shell of which the loop forms a great circle, the magnetic field in the two regions exclusive of the shell can be found from the scalar potential $\phi$ where

$$\nabla^2 \phi = 0 \quad (F-1)$$

The boundary conditions are that the potential vanishes at infinite distance from the shell, that it be regular at the origin and that the magnetic field derived from $\phi$ (i.e., $\nabla \phi$) must be given by the field distribution known for the current loop on its axis:

$$\lim_{r \to \infty} \phi = 0$$

$$\lim_{r \to 0} \phi < \infty \quad (F-2)$$

$$\nabla \phi \bigg|_{\text{axis}} = H\, (\text{loop})$$

In the region outside of the spherical shell the potential is given by:
\[ \phi = \sum_{n=0}^{\infty} \frac{a_n}{r^{n+1}} P_n(\cos \theta) \quad r > a \]  

(F-3)

and inside by:

\[ \phi = \sum_{n=0}^{\infty} b_n r^n P_n(\cos \theta) \quad r < a \]  

(F-4)

The magnetic field of a current loop on its axis is given by:

\[ H = H_0 \frac{y^3}{(1+y^2)^{\frac{3}{2}}} \]  

(F-5)

where \( H_0 \) is the field at the center of the coil (i.e., \( H_0 = \frac{\mu_0}{2\pi} \)). \( y = \frac{a}{z} \), \( a \) = coil radius and \( z \) = coordinate along the coil axis. This expression can be expanded in a power series:

\[ H = H_0 y^3 \sum_{k=0}^{\infty} \frac{(-1)^k (\frac{3}{2})^k}{k!} (y^2)^k \quad y < 1 \]  

(F-6)

The \( r \) component of the field outside the shell is given by

\[ H_r = \nabla_r \phi = -\sum_{n=0}^{\infty} \frac{(n+1) a_n}{r^{n+2}} P_n(\cos \theta) \]  

(F-7)

which on the axis reduces to:

\[ H_r \bigg|_{r=z, \theta=0} = -\sum_{n=0}^{\infty} \frac{(n+1) a_n}{z^{n+2}} \]  

(F-8)

From the boundary conditions Eq. 6-4 must be the same as Eq. 6-6.

\[ \sum_{n=0}^{\infty} \frac{(n+1) a_n}{z^{n+2}} = H_0 \sum_{k=0}^{\infty} \frac{(-1)^k (\frac{3}{2})^k (\frac{a}{z})^{2k+3}}{k!} \]  

(F-9)
Then equating coefficients of like powers of $z$ gives:

$$a_n = 0 \quad n \text{ even}$$

$$= \frac{(-1)^k \left(\frac{3}{2}\right)_k a^{2k+3}}{k!} \quad n = 2k+1$$

(F-10)

$$a_{2k+1} = H_0 \frac{(-1)^k \left(\frac{3}{2}\right)_k a^{2k+3}}{2(k+1)!}$$

(F-11)

Thus

$$\phi = aH_0 \sum_{k=0}^{\infty} \frac{(-1)^k \left(\frac{3}{2}\right)_k \frac{r}{a}^{2k+1}}{k! \ 2(k+1)!} P_{2k+1}(\cos \theta) \quad r > a$$

(F-12)

and by a similar procedure it may be found that:

$$\phi = H_0 \sum_{k=0}^{\infty} \frac{(-1)^k \left(\frac{3}{2}\right)_k \frac{r}{a}^{2k+1}}{(2k+1)!} P_{2k+1}(\cos \theta) \quad r < a$$

(F-13)

It is possible to use these potentials to find the field distribution for all space surrounding the current loop from which the stored energy can be found. However, it is slightly easier to find the stored energy by making use of the following identity:

$$\int_{\text{space}} |\nabla \phi|^2 \, dv = \int_{\text{surf}} \nabla \cdot \phi \, ds - \int_{\text{surf}} \phi \nabla^2 \phi \, ds$$

(F-14)

$$= \int_{\text{surf}} \phi \nabla \cdot n \, ds$$

The space which we will consider consists of two regions namely those inside and outside the sphere. The surface for the region outside is doubly connected and consists of the outside of the spherical shell and the surface at infinity. Since $\phi \to 0$ at infinity it is only the integral on the outside of the spherical shell which need be evaluated. The volume inside of the spherical shell is bounded by the inside surface of that shell. This identity can now be used to evaluate the stored energy:
\[ W = \frac{1}{2} \mu_0 \int |H|^2 \, dv = \mu_0 \int_{\text{inside}} \phi \nabla \phi \cdot n \, ds \quad \text{(F-15)} \]

\[ \int_{\text{outside}} \phi \nabla \phi \cdot n \, ds = \int \phi \frac{\partial \phi}{\partial r} r^2 \bigg|_{r=a} \, d \cos \theta \, d\phi \quad \text{(F-16)} \]

\[ = a H_0^2 \sum_{k, \ell=0}^{\infty} \frac{(-1)^k (-1)^\ell \left(\frac{3}{2}\right)_k \left(\frac{3}{2}\right)_\ell}{2k! \ell! (k+1)!} \int_{-1}^{1} \int_{0}^{2\pi} a^2 P_{2k+1}(\cos \theta) P_{2\ell+1}(\cos \theta) \, d \cos \theta \, d\phi \quad \text{(F-17)} \]

The orthogonality relations can be used to reduce the double sum to a single sum:

\[ = \pi a^3 H_0^3 \sum_{k=0}^{\infty} \frac{\left(\frac{3}{2}\right)_k^2}{(k!)^2} \frac{2}{4k+3} \quad \text{(F-18)} \]

\[ = H_0^2 v \sum_{k=0}^{\infty} \frac{\left(\frac{3}{2}\right)_k}{(k!)^2} \frac{3}{2(2k+3)} \quad \text{(F-19)} \]

where \( v = \frac{4}{3} \pi a^3 \).

Similarly the surface integral for the inside surface can be evaluated:

\[ \int \phi \frac{\partial \phi}{\partial r} \, ds = \int \phi \frac{\partial \phi}{\partial r} \bigg|_{r=a} \, a^2 d(\cos \theta) \, d\phi \quad \text{(F-20)} \]

\[ = H_0^2 \sum_{k, \ell=0}^{\infty} \frac{(-1)^{k+\ell} \left(\frac{3}{2}\right)_k \left(\frac{3}{2}\right)_\ell}{(k!)^{\ell} (2k+1)!} \int_{-1}^{1} \int_{0}^{2\pi} a^2 P_{2k+1}(\cos \theta) P_{2\ell+1}(\cos \theta) \, d \cos \theta \, d\phi \quad \text{(F-21)} \]

\[ = 2 \pi a^3 H_0^2 \sum_{k=0}^{\infty} \frac{\left(\frac{3}{2}\right)_k^2}{(k!)^2 (2k+1)} \frac{2}{4k+3} \quad \text{(F-22)} \]

\[ = v H_0^2 \sum_{k=0}^{\infty} \frac{\left(\frac{3}{2}\right)_k}{(k!)^2 (k+\frac{1}{2})} \frac{3}{2(4k+3)} \approx H_0^2 \quad \text{(F-23)} \]
Then substituting the surface integrals in (6-13) yields

\[ W = \frac{1}{2} \mu_0 \int |H|^2 \, dv \]

\[ \approx \frac{1}{2} \mu_0 (2\nu) H_0^2 \]

\[ = \frac{v}{V_S} \left( \mu_0 \nu_s H_0^2 \right) \]  \hspace{1cm} (F-24)

The radius of the 30-turn coil was approximately 1 cm; the radius of the sample is approximately 0.175 cm. Using these values then

\[ \frac{v}{V_S} \approx 9 \times 10^3 \]  \hspace{1cm} (F-25)

This is the quantity called A in Eq. 6.67 in the text and which was sought in this calculation.
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