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ABSTRACT

This report describes experimental error and signal data from a 100 mile tropo-

scatter digital communication link at a bit rate of 576 kc. A repetitive one-zero pattern with

binary FM was used at 4. 8 kMc. Data were taken in each of the four seasons, recording 10
to 15 six-minute tapes per season.

The objective was a detailed computer analysis of error behavior, including analy-
sis of instantaneous signal behavior so as to describe system conditions during errors. Five
signals were sampled and multiplexed directly onto a digital tape: AGC, Combiner, Channel
A, Channel B, and local Error Count.

It was found that the single channel signal distributions were grossly Rayleigh, and
that deviations from Rayleigh appear to be due to specular fading. Various statistical error
results were derived. Without specular fading, the errors tend to occur in single bursts,

associated with signal fades. With specular fading groups of error bursts tend to occur.

For the data here 90 percent of the error-runs are less than 0. 4 millisecond in length.
Ninety percent of the intervening error-free runs were greater than 30 milliseconds for the

3

poorest PE encountered. (PE =1.39x 10 °). The probability of achieving a diversity fade

10 db below the median for a time greater than 100 milliseconds, in an interval of 8 hours,
is about 1.4 x 10_2. This indicates that fading margins of 10 to 15 db and equipment that can
tolerate fade lengths of 100 milliseconds or more should yield successful synchronization.

From the equipment point of view, increases in tolerable fade length do not appear
profitable until one exceeds 30 to 50 milliseconds. Further increases sharply reduce the
probability of encountering such fades.

Finally, the results verified that there is little signal variation from season to sea-
son except varying median level.

In general, the data analyzed here permit determining the requirements for syn-

chronization circuits of the fading link. In addition, the data here serve an indicator of

what can be expected with 100 mile troposcatter links at a bit rate of 576 kc.






I. INTRODUCTION

Because of the ever increasing demand for communication of digital information,
troposcatter is being tested with digital signals at increasingly higher bit rates. As is well
known, a troposcatter link provides a reliable link for distances between 50 and about 500
miles. Although a troposcatter link requires relatively high power, its transmission is
usually more persistent and reliable than that of an ionospheric reflection link (Ref. 1).

In dealing with a digital communication system, it is necessary to determine two
related but separate issues: (1) the probability of error assuming that the system is syn-
chronized, and (2) the effect of the channel conditions on synchronization. Much of the clas-
sical theory dealing with the probability of error assumes that the system is synchronized.
In a time multiplexed digital system there are two levels of synchronization: (1) the bit
synchronization, and (2) the frame synchronization. Under poor channel circumstances
(such as fading), the frame synchronization is the more difficult problem. If frame syn-
chronization is temporarily lost, the search procedure necessary to re-establish frame
sync amounts to an error extension of the original channel errors.

This error extension caused by frame sync "'search' has been a source of difficulty
during attempts to operate a time division multiplexed PCM train over an experimental tropo-
scatter link (Ref. 2). It was, therefore, decided to make a detailed study of the error run
characteristics of the experimental troposcatter link. A primary objective of this study is
to ascertain the timing circuit requirements for successful handling of the frame sync (and
bit sync) situation during signal fades. An additional, immediate motive is to contribute
whatever possible to an understanding of the causes of the errors on a typical (tactical) high
data-rate troposcatter link. For both of these reasons, then, experimental data were taken
on the Tobyhanna, Pennsylvania-to- Fort Monmouth, New Jersey link.

Historically, troposcatter links have largely used analog modulations. A number
of operational troposcatter links exist and typically use either FM modulation or single side-
band (SSB). Although much is known about the use of the troposcatter link with analog sig-
nals (Refs. 3 and 4), relatively little information is available on the behavior of troposcatter

links for digital signals.



Two recent theoretical studies of the digital troposcatter are reported in Refs. 5
and 15. A primary issue in both of these is to account for the selective fading, in addition to
the flat Rayleigh fading, at the higher bit rates. These studies seek to establish the maxi-
mum rate at which digital signals can be sent over troposcatter, in terms of basic propaga-
tion properties. Reference 5 describes the limit in terms of linear delay distortion, where-
as Ref. 15 expresses the limit in terms of the correlation bandwidth.

When digital communication links are tested, the signal measurements and the
probability of error (PE) measurements are often made separately because the signal data
occur continuously while the error data occur only sporadically (and infrequently). However,
to analyze the causes of the particular error behavior, it is necessary to interlock the signal
and the error data. Data interlock was accomplished here by directly multiplexing the signal
and error data on a digital tape. This interlock permits investigating the relation between
the particular signal behavior and error behavior. The digital tape containing the multiplexed
signals is analyzed directly on a digital computer without any intermediate signal processing.

The objective of this report is to present the results of the data taken on this link
for the purpose described. The major features of the data have been plotted and curves will
be shown herein. A predecessor report (Ref. 13) describes the data acquisition equipment
and partial results from the first data run. It is hoped that the results here will be of inter-
est to anyone studying the use of troposcatter links for digital communications. Although
each link is somewhat unique, certain basic phenomena can be expected to be similar on all
links.

The experimental results discussed in this report were taken from the experimen-
tal 100 mile digital troposcatter link which is operated by the Radio Relay Branch of USAEL.
The 100 mile link is representative for tactical applications (a strategic link may be 300 to
500 miles long). The link has a bit rate of 576, 000 bits per second and uses binary FM at a
radio frequency of 4. 8 kMc with space (dual) diversity. The data recorded consisted of mul-
tiplexing an amplitude sample from each of the two diversity receivers, an amplitude sample
from either the combined signal or the AGC signal, and a sample indicating the instantaneous
error count. These four signals were directly recorded on a digital tape and then analyzed

on a digital computer.



The link being studied is unique in that it has the relatively high bit rate of 576, 000
bits per second. Also, the RF frequency of 4. 8 kMc is relatively high for tropo. In addition,
the direct digital recording of the multiplexed data permits keeping the signal and error data
related in time.

The data to be reported here were taken at four separate time intervals: April
1964, July-August 1964, November 1964 and February 1965. During each of these data peri-
ods the data were recorded, over a few days time, and in basic sections of 6- minute digital
tapes. Our total data then consisted of about 10 tapes from each of the four data periods.

We edited the total set of tapes and conducted some analysis on about 24 tapes. About one-
half of these were subjected to detailed analysis, and these are the tapes that will be described
in this report.

Before describing the results of the data, we will quickly review the data acquisi-
tion method. Basically this method entails the recording of the data directly on a digital tape
for immediate access to the digital computer. This interlocks all the data so that various
studies can be made on the computer.

Since the predecessor report (Ref. 13) describes the instrumentation in some detail,
we will here synopsize, and only repeat that which appears necessary for convenience. Any

further details can be found in the previous report.



II. DESCRIPTION OF LINK AND DATA
ACQUISITION EQUIPMENT

In this section we will describe the link over which the data were taken and the

data acquisition equipment.

2.1 Description of Link

The digital troposcatter link is operated between Tobyhanna, Pennsylvania and the
Hexagon at Fort Monmouth, New Jersey by the U. S. Army Electronics Laboratory. The
total distance is about 100 miles. The signal for these tests is a repetitive 1010-tra.in1 at
576,000 bits per second. Binary frequency modulation is used with a peak-to-peak deviation
of 750 kc. Dual space diversity combining is accomplished with an equal gain predetection
diversity combiner. The antennas are spaced 40 feet or 200 wavelengths apart (center-to-
center) and consist of 15-foot parabolic dishes. The transmitter power is 1 kilowatt with an
RF frequency of 4. 8 kMc. The receiver I F. bandwidth is approximately 1 megacycle.
A profile chart of this particular link is shown in Fig. 2.1 (furnished by the Radio Relay
Branch of USAEL). As noted, the transmitter site is on a mountain at an altitude of 2210 feet
above sea level. The receiver is on the roof of the Hexagon Building at Fort Monmouth, at
an altitude of 168 feet above sea level. There are two major obstructions in the path occurring
at/heights of 2000 and 1500 feet. The antenna beams are set to graze these obstructions for
maximum received signal. The scattering angle is estimated to be 0. 674 degrees.

According to the Radio Relay Branch, the path loss on this link exceeds the predic-
ted path loss figure (Ref. 6). This causes the link operation to be unsatisfactory at the poorer

times in the year (winter).

1. . .

Using such a simple modulation has the advantage that the synchronization reduces to solely
bit synchronization. When a more realistic digital modulation is used (such as a pseudo-
random sequence) the performance of the synchronization circuits affect the error-behavior.

4
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2.2 Description of Data Acquisition Equipment

Figure 2. 2 is a block diagram of the equipment used to acquire the data described
below. The troposcatter link receiver detects the alternating 1010- modulation pattern with
an FM discriminator and produces a (PCM) video signal. This video signal is sent to an
error detection system supplied by USAEL and built by RCA (Ref. 7). The continuous signal
strength measurements are obtained directly from the receiver by first using a log-linear
amplifier (at IF) for a suitable compression characteristic and then detecting the output. In
the April and July tests, the combiner signal was used to measure the effective power result-
ing from the two diversity channels. This "combiner' signal strength, measured by a linear
amplifier, is obtained directly at the output of the combiner before entering the AGC amplifier.
In the November and February data, we recorded both the combiner and the AGC signal, as
measures of the total effective power.

In the first test (April) we used an error detection signal which was already avail-
able on the terminal receiver, called "bit error test point. " While trying to calibrate the
error-count (during 'no signal'') we noted three actions in the (terminal) error detection cir-
cuitry that needed improvement. It was determined that under poor S/N conditions, noise
spikes were saturating the front end of the error detection circuitry. A silicon diode clipping
circuit was installed to reduce these noise spikes.

The second change was made in the multivibrator circuit. It was determined that
the multivibrator did not have a sufficient recovery time when changing from an error to a
no error condition. A silicon diode was installed in the base circuit to provide a low resist-
ance recovery path for the multivibrator circuit.

Although these changes probably had little effect on the overall average error rate,
they should cause the error and error free run lengths to be more accurate than before.

Along with these changes, we took the error signal from an earlier point (TP3) on
the terminal error detection chassis. We then processed this signal subsequently with digi-
tal equipment. This replaced analog operations, which permitted some distortion of error

run statistics, between TP3 and the "bit error test point. "
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All of these changes were made before the July tests, so that only the April data
were recorded without the changes. The operations of frame error counting, timing, multi-
plexing, and recording the four signals were performed with CEL specially-devised equip-
ment (see Fig. 2. 2).

This equipment was described in the predecessor report (Ref. 13). The changes
that were made since the previous report time (Ref. 13) are described in Appendix A. For
convenience we will here synopsize the operation of this data acquisition equipment. Any de-
tailed information is available in Appendix A or in the predecessor report (Ref. 13).

The basic timing is established by our digital recording rate of 41, 142 characters
per second, with 6 lateral bits per character. We quantized each of the four signals into 64
levels (6 bit), and sampled each signal about 10,285 samples per second.

Measurement of the signal strengths was achieved simply by sampling at the cor-
rect time. For the error measurement, we counted the errors during a 'frame' correspond-
ing to a sample time. At a 576, 000-signal bit rate, a frame time of about 0. 1 millisecond
(10. 285 samples/second) specified 56 bits per frame. The error count within such contigu-
ous frames was obtained by forming a shift-register counter, and feeding a D-A converter
(labeled Frame Error Counter in Fig. 2. 2).

The timing for all these operations represented an intricate problem. The samp-
ling times had to be coordinated with the frame error counting and resetting. The timing
equipment and the frame error counting system were formed with commercial digital data
blocks.

The multiplexer-A/D converter (with its internal timing) was accomplished with
equipment built to our specifications by Raytheon Company. The digital tape unit is an IBM
729 1. This multiplexer, an A-D converter-tape recorder combination, is a general facility
which we use to interface between various physical experiments and the digital computer.
This entire complex represents a typical instrumentation which must be accomplished when
using the A-D converter and digital tape unit with real-time physical experiments.

With the use of this direct recording technique, we are able to retain the time re-
lation between instantaneous signal behavior and short-term error behavior. Also, this
direct-access-to-computer method avoids some of the operational problems associated with

usual data processing systems.



2. 2.1 Timing Considerations. For some purposes, it is desirable to have a re-

cord of whether each particular transmitted bit is received correctly or is in error. This is
not possible in real time since the bit rate of the troposcatter link is 576 kilobits per second,
while the maximum tape writing speed of the A-D/tape unit is only 41. 667 kc. This is the
basic reason for dividing the data into "frames' of bits, and then noting the number of bit
errors that occur in a particular frame.

In the four (data)-channel situation one is restricted to a character rate of 10, 417
(41, 667/4) with 6 bits per signal. Grouping the bits into 56 bit frames yields a character
rate of 576 kc/56 or 10, 285 characters (samples) per second per signal for a total of 41, 142
characters per second. Although slightly different from the standard IBM clock rate, this
bit rate is within the reading tolerance of the IBM unit.

For the two (data)-channel case, 2 where the number of errors per frame is recorded
along with the signal strength of the only input channel, the frame size is 28 bits per frame.
Further, it is possible to record only the number of bits in error per frame; then the frame
size is reduced to the smallest frame size (14 bits) possible with this equipment.

2.2.2 Auxiliary Signals. As noted above, auxiliary information is recorded on

the behavior of the troposcatter link at the time of the frame error count. With the link op-
erating in a dual-diversity mode, the input signal strength of each input channel and the
signal strength of the combined and AGC signal are recorded to provide the mose useful
auxiliary data. In the single channel mode, the most useful auxiliary data are provided by
recording the signal strength of the only operating channel.

The signal strength measurements were taken at test points within the troposcatter
receiver. Figure 2.3 is a block diagram showing the points at which the test signals were
taken. The signals which are tapped from the mixer preamplifier output are put through a

log-linear amplifier which compresses (or compands) the output axis of the voltage. This is

required on the single channel signals since there is a wide variation in the signal strength

during the fading.

2The two channel case occurs when we eliminated the diversity, and operated the receiver as

a single channel receiver. By recording a single channel case directly before (or after) a
diversity case, one can estimate the error improvement afforded by the diversity.
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The combined signal output is taken from the output of the phase combiner as
shown in Fig. 2.3. This test signal is put through an IF amplifier and then detected. The
AGC signal is taken at the output of the AGC amplifier.

Using calibration curves for the outputs of the log-linear amplifiers, we can relate
the signal strength to the analog sample value which is sampled by the multiplexer of Fig. 2. 2.
The only remaining processing needed on these signals is a variable gain analog amplifier
which adjusts the signals so that they use the total range of the A-D converter. We used
operational amplifiers for this function and achieved the variable gain by changing the ratio
of feedback resistance to input resistance (see Appendix A and Ref. 13).

2. 2.3 Frame Error Counter. Since all measured auxiliary signals could be placed

directly into the multiplexer of the A-D/tape equipment, we decided to process the number of
errors per frame so that it also could be placed directly into a channel of the multiplexer. A
method was devised that would convert the number of incoming bit error pulses per frame to
an analog voltage level directly proportional to the number of bit errors per frame.

The way in which the error count is formed, and the timing with which this error
count is sampled along with the other signals are indicated in Fig. A.1 of Appendix A. The

reader is referred to Appendix A for any further description of the equipment.
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III. DESCRIPTION OF DATA AND DATA ANALYSIS

In this section we will describe the range of data that was taken, followed by a de-
scription of the data analysis which was performed on the digital computer. We will present

a table summarizing the crucial aspects of all the data which were analyzed.

3.1 Overall Data Conditions

As mentioned, we took data over a period of a few days at four separate times.
The data sessions were chosen to obtain data in each of the four seasons. The data were
taken early in April 1964 (called TPA data), the first few days in August, 1964 (which we call
TPJ data, and generally, refer to as July data), mid-November, 1964 (called TPN data) and
mid- February, 1965 (called TPF data). It was a desired objective to see if the four data from
the different seasons were sufficiently different so as to affect the synchronization require-
ments.

The use of four separate testing periods also permitted us to solve some initial
problems, both in the terminal equipment and in our data acquisition equipment. In general,
every effort was made to take advantage of any new knowledge gained as we went along. Thus,
we effected improvements in the terminal error detection circuitry after the April tests (as
noted in the previous chapter). Other improvements, especially in the area of calibration
techniques and suppression of severe ground loop noise, were effected.

For these reasons, it should be emphasized that the conditions under which the
data were taken improved as the series proceeded. We will, therefore, rely heavily on the
last two test series (November-TPN and February- TPF), especially for the quantitative fade
results.

Two areas warrant discussion here: the calibration procedure and the ground loop
noise. In the calibration issue, we at first had difficulty getting accurate measures of the
"effective' power from the diversity (two-channel) receiver. Initially, we considered using
either the AGC signal or the direct combiner signal. The AGC signal saturates at low input

power, so that this measure looses accuracy during the deep fades (where the errors occur

12



and where our main interest lies). The direct combiner signal, on the other hand, has in
series with it the varying gain of the IF amplifier (controlled by the AGC signal). Thus, its
sensitivity to varying input effective power is reduced by the changing IF gain. When the IF
gain saturates, however, at the very low powers, the combiner signal should then be sensi-
tive to varying power.

We initially reasoned that the low power area was of most interest, and after a dis-
cussion with the USAEL people, we used the combiner signal for the diversity-power meas-
urement in both the April 1964 and July 1964 tests. When it became apparent that we could
not get accurate mean (or median) signal levels using the combiner signal (because of the re-
duced sensitivity in the normal signal range), we recorded both the AGC signal and the com-
biner signal in the November 1964 and February 1965 tests. When using the AGC signal cali-
bration we got good agreement between the single channel means and the diversity-receiver
mean.

Also, during the first two tests it became apparent that there was sufficient drift
in the various terminal equipment to require taking a calibration during each half-day of
testing. We, therefore, did this during the November (TPN) and February (TPF) tests.

Another change effected in the November (TPN) and February (TPF) tests was to
add a 60 cps notch filter (and a low-pass filter) to the three analog signals. We found that
there was severe ground loop noise (which changed with time) in the room in which the data
were recorded. It is primarily for this reason that we rely on the TPN and TPF data for the

fade data.

In addition to recording "normal operation' data, we recorded some data under
single channel operation. This permits obtaining an experimental value of the diversity im-
provement, by comparing the error-behavior in the single channel case at a given mean with
the behavior of the diversity case at the same mean.

We also recorded some data at reduced power; however we did not analyze in detail
any of these tapes because of the lack of time. Initially, we recorded some data with the re-
ceiver parametric amplifiers turned off; we later decided that the proper way to obtain a re-

duced signal-to-noise situation was to reduce the transmitter power (as above).
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We will now summarize the data situation for each of the test periods. Pictures of
the multiplexed signals will show how the signals tended to behave, especially when causing
errors.

3.1.1 April, 1964 Data (TPA). The first attempt at taking data was made on April

2 and 3, 1964. Because of difficulty in getting agreement between the error count from the
computer run and the error count taken at test site, we returned on April 10 and recorded
another set of data.

The data recorded in this TPA series showed moderate power levels. The 6 minute
probability of error varied from a high of 1. 46 x 10_4 toalowof 3.5 x 10'5. Pictures of the
multiplexed signals are shown in Figs. 3. 1and 3. 2. Table 3. 1 shows the averaged error data
for four separate (6 minute) tapes. The average PE for the four tapes is 5.5 x 10-4. This

value is commensurate with the previous error experience for an April afternoon (Ref. 14).

Estimated %

Label PE Time Airplane Interference
TPA 4 | 3.5 x107° Friday 28 %
Afternoon

TPA 6 | 4.46x 10™% | Thursday ---
Morning

TPA 8 | 2.68x 1074 | Thursday 7.4%
Afternoon
2:20 p. m.

TPA10 | 1.46x 1074 | Thursday 16 %
Afternoon
4:45 p. m.

Table 3. 1. Average Error Rate April 9 or 10, 1964.

We will see throughout this report that the specular fading caused by airplanes is a
major factor in determining the error behavior. The specular fading has two contradictory
roles: 1) it increases the mean signal level during the time that the reflector is within the
common volume, and 2) it causes severe fading during the time that the reflector either passes

near or enters (or leaves) the common volume.
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TPA8, Thursday afternoon

a) (105) Typical signal behavior b) (268) Fast moving signal

¢) (53) Errors at deep fade d) (180) Errors at a fade

e) (209) Errors at a fade f) (472) Errors at a fade

*Time axis is 0. 1 second per centimeter.

Fig. 3.1. Selected samples from TPA8, August Thursday afternoon tape.
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TPA4, Friday afternoon

a) Record 182 - normal fading b) Record 488 - normal fading

c) (273) - Signal saturation with d) (288) - Airplane leaving common
airplane in common volume volume

Y

OO

N A
T . ) N :
e ;ﬁ.—-‘y{f\“,mwmw W g

e) (7) - Additional spectral fading f) (377) - Additional spectral
behavior

*f::ﬁ ."# ’VK"‘V ﬁ\\iﬂﬁ::’w?’:

g) (104) - Spectral behavior when h) (305) - Errors occurring with
airplane is distant airplane in distance

Fig. 3.2. Selected samples from TPA4, August Friday afternoon tape.
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If the signal level is low, then, the presence of the airplanes may not appreciably
alter the total PE’ but it will alter the pattern of errors. A substantial number of the errors
will occur during the severe specular fading--while no errors will occur while the reflector

is within the common volume.

Figure 3. 1 shows selected signal samples from a Thursday afternoon tape, while
Fig. 3.2 shows samples from a Friday afternoon tape. In Fig. 3.1 the relatively rapid graphs
are channel A and channel B, while the relatively constant (lower) graph is the AGC signal.
We used the AGC for a few tapes in April; usually the combiner was used. The error counts

appear as vertical samples above the lower line. A high sample means a high error count

(out of 56). From Fig. 3.1e) and {), it can be seen that the errors usually form a triangular-
type pattern. At first the count is low, then it increases as the fade deepens. The reverse
occurs as the signal recovers from the fade.

Figure 3. 2 is especially interesting for its depiction of the specular fading caused
by airplanes. The typical action is similar to g), when the airplane is distant. As it nears
the common volume, it causes signals such as in d), €), and f). While in the common volume,
the signal level is increased, because of the reflection (as in c), where the signals are satur-
ated). When leaving the common volume the action is similar to that on entering.

In the absence of specular fading, the April data were characterized by long, rela-
tively slow, fading and movements.

Although the trend for all of the signal strengths can be seen from Fig. 3.1, it is
seen that the noise is appreciable on these signals. The ripple was of two types. First of all,
the 60 cycle ripple, apparently because of lack of adequate grounding of the ground cable in
the USAEL tropo room; and also a 1500 cycle per second ripple which was apparently coming
from a characteristic of the return transmitter in that room. In any event, this ripple on the
signal strength caused us to avoid extensive level crossing analysis with either the April or
the July data. The error data, however, are accurate and will be reported in the later sec-
tions.

Note that the effective diversity power in this TPA series ( Fig. 3. 1) was measured
by the combiner voltage. This moves in phase with the linear sum of the single channel

strengths. The combiner signal is small (compared to the AGC) and we, therefore, used an
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amplification of about 20 db before recording. As was noted before, the sensitivity of the
combiner signal is low (in the normal signal region) because of the role of the varying IF gain.

3.1.2 July, 1964 Data (TPJ). The July data were taken on Monday and Tuesday,

August 3 and 4, 1964. Although technically recorded in August, we had planned this test ser-
ies for July. Since we missed July by only a few days, we continue to refer to it as July data.
Since the data occurred at the juncture of July and August, we could consider them as either
July or August data.

The most outstanding feature is that the signal level is so high during this period
that the errors are practically insignificant. When the errors are so infrequent, one must
measure over a long period of time to obtain reasonable statistics. Therefore, from the point
of view of our major interest in the signal behavior that affected errors, this TPA series
served mainly to confirm that any errors will only infrequently be caused by natural signal
fading. Errors caused by specular fading will also be reduced, but will occasionally occur.

These July tests did serve to uncover a previously unknown feature of the particu-
lar equipment used in this link. During the TPA analysis, it became apparent that there was
a random source of errors that appeared even when the diversity signal was quite high. It
was later found1 that the source of these fictitious errors was the oven control circuit. When-

ever the oven control circuit turned on, it caused a few isolated errors to appear in the error

detection circuit. This, in effect, meant that there was (and is) a limit of about 1077 on the
error rate as seen by this equipment, no matter what the power level.

A table showing the PE value for various 6 minute tapes is shown below (Table 3. 2).
The average PE’ averaged over all these tapes, is 1.59 x 10" . This again 1s better than the
averaged values measured earlier on this link (Ref. 14).

Figures 3.3 and 3. 4 show pictures of the July data. Figure 3.3 shows samples
from a morning tape, while Fig. 3. 4 uses an afternoon tape. The rapidly moving signals are
channel A and channel B. The diversity power is measured by the combiner signal in these

tapes. In Fig. 3.3 the combiner signal is extremely noisy.

1
These same fictitious errors were seen by the DAIS personnel from Bell Telephone Labora-
tories. They traced the errors to the actual cause.
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Label Corrected PE Time

TPy 2 | 3.48x 10°® | Monday Afternoon, 4:00 p. m.
TPJ 3 1.87x 107" Monday Afternoon, 4:10 p. m.
TPJ 4 3.22x 1076 Monday Afternoon, 4:25 p. m.
TPJ 7 3,48 x 1070 Tuesday Morning, 10:30 a. m.
TPJ 8 5.35 x 107 Tuesday Morning, 10:50 a. m.
TPJ12 | 1.16x 1077 | Tuesday Morning, 12:20 a.m.
TPJ13 | 1.16x 1077 | Tuesday Afternoon, 1:00 p. m.

Table 3. 2. August 3 and 4 data.

The typical action (without specular fading) was long looped signals, such as seen
in Fig. 3.3 a) to d). The specular activity caused very rapid (about 30 cps) activity on the
single channel signals, as can be seen in Fig. 3.3 €) to h).

In Fig. 3.4 the combiner signal was quieted down. Again the spectral fading is
very rapid and deep. Figure 3. 4 d) shows the signal when an airplane is entering the area,
e) shows the signals while in the common volume; and f) shows the signal upon leaving the
common volume.

From Fig. 3.2, it can be seen that the signals at this point still contained appreci-
able noise. We did take calibration curves of the tropo equipment at the time the data were
taken. We dealt with this in terms of voltages and our computer routines went through these
curves in terms of the voltages. (For the TPN and TPF series, we measured the calibration
curves directly in terms of power.)

The pictures will also confirm that we used the combiner signal as the measure of
diversity power in this TPJ series.

In one TPJ test (TPJ15), we turned the parametric amplifiers off. The Pp was
6.06 x 10'6. Hence, this is additional evidence that during the high-signal seasons additional
power is, of course, not crucial. The role of intersymbol influence because of the selective

fading also places a limit on the error improvement with additional power.
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TPJ7, Tuesday morning

a) (237) Typical fade behavior b) (336) Typical fade behavior

¢) (413) Typical fade behavior d) (110) Errors during typical fade

e) (448) Airplane entering area f) (476) Saturation and then airplane
leaving area

g) (545) Beginning of another air- h) (558) Airplane leaving area
plane fade

Fig. 3.3. Selected samples from TPJ7, August Tuesday morning tape.
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TPJ4, Monday afternoon

a) (171) Typical fading b) (125) Typical fading

c) (333) Typical fade d) (508) Airplane entering area

e) (515) Middle of airplane- f) (535) Airplane leaving area
affected area

Fig. 3.4. Selected samples from TPJ4, August Monday afternoon tape.
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3.1.3 November, 1964 Data (TPN). The November data are in the beginning of

the poor season (winter) for the error behavior. Our data are characterized by a great range
of PE in the tapes that we took. The gross PE data are shown in Table 3.3. The average PE
for the seven tapes is 1.45 x 10-3. This probably is poorer than would be expected. This is
accounted for by the unusually poor error rate on the Thursday morning data. This is proba-
bly because of the weather, since it was raining at the receiving terminal (Fort Monmouth).

In each of these Thursday morning tapes, channel B goes off scale at times. At these times

the AGC signal reacts as though it is single channel operation.

Label Corrected P Time of Day

E

TPN 4 | 1.53x 107° | Wednesday Morning, 11:00 a. m.

TPN 6 | 1.98x 10°% | Wednesday Afternoon, 2:00 p. m.

TPN 7 1.72x 1074 Wednesday Afternoon, 2:15 p.m.
TPN10 1.48x 1073 Wednesday Afternoon, 3:20 p. m.
TPN11 9.22x 1074 Thursday Morning, 9:45 a. m.

-3 rain at
TPN12 1.74x 10 Thursday Morning, 10:20 a. m. receiver
TPN 3 4.07x 1073 Thursday Morning,  10:40 a. m.

Table 3.3. November 18 and 19 Data (TPN).

Since channel B acted differently than channel A, we think there is some possibility
that the rain was affecting the actual receiving equipment.

Another item of interest is that the power was reduced by 3 db (500 watts) for one
tape (TPN5) on Wednesday morning. This reduced the error rate to 2.5 x 10~ 4, compared
to the previous Wednesday morning (TPN4) rate of 1.53 x 10-5. Clearly the power is suffi-
ciently marginal now that any reduction seriously affects the errors.

Pictures of the November multiplexed signals are shown in Figs. 3.5 and 3. 6. It
can be seen in Figs. 3.5 and 3. 6 that the signal behavior in November is more gentle and
rolling, rather than peaked. This is partly because of the filters, but also partly because of
the change signal. The fading bandwidth appears to be lower in November than in April or

July.
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TPN4, Wednesday morning 11:00 A. M. tape

a) (353) Normal signal behavior b) (389) Short error burst

¢) (413) Error burst due to d) (303) Airplane action
signal fade

TPN12, Thursday morning (rain at receiver)

e) (84) Severe error bursts f) (247) Severe error bursts

g) (178) Error bursts h) (21) Severe error bursts

Fig. 3.5. Selected samples from TPN4 and TPN12, November
Wednesday and Thursday morning tapes.
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TPN 10, Wednesday afternoon

a) (146) Errors due to typical b) (188) Errors due to typical
fading fading

c) (282) Long error run d) (580) Errors from typical fade

e) (349) Errors due to entering f) (383) Errors due to leaving
airplane airplane

Fig. 3.6. Selected samples from TPN10, November Wednesday afternoon,
3:20 p. m. tape.
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On Fig. 3.5 a) to d) (TPN4) both an AGC and a combiner signal were recorded.

The combiner is the top signal. Again the "morning' signals are channel A and channel B.
The intermediate line is an inverted AGC signal. (This is one of two AGC signals; the other
AGC signal was used most of the time.) As can be seen, the error bursts in Fig. 3.5 b) and
c) correspond to the drops in combiner signal. Note that the errors slightly lead the com-
biner signal. The effect of the filtering of our signals can be gauged by comparing the specu-
lar fading of Fig. 3.5 d) to the specular fading in Figs. 3. 1 through 3. 4.

Serious error bursts are shown in Fig. 3.5 e) through h). For this tape the chan-
nel A, channel B, and (preferable) AGC signal were recorded. The AGC signal is the upper-
most one in Fig. 3.5 e) through g). Also, it moves oppositely to the A and B signals. The
very serious errors are a somewhat special case since it was raining at the receiver. Note
that in Fig. 3.5 f) and h) the channel B signal has gone off-scale. At such times the receiver
is practically single channel.

Figure 3.6 shows a November afternoon tape. The signals are (starting from top
in a): combiner, AGC, channel A, and channel B. Again it is consistently true that the error
runs slightly lead the combiner drop, and even more lead the AGC peaking. This is entirely
a function of the equipment.

From the pictures it can be seen that the noise has been suppressed on the multi-
plexed signals. We used a 60 cycle per second notched filter for the channel A, the channel
B, the AGC and the combiner signals. In addition, we converted the variable gain operational
(analog) amplifier into an integrator (low pass). This suppressed the 1500 cps ripple and gave
us a fairly clean signal. Although these filters slightly altered the shape of the signal (most-
ly deep fades during airplane fading) we are confident that they have not altered the crucial
statistics of the signal.

We took calibration curves each half day for this data. The curves were taken
directly in terms of the input power of an individual channel.

3.1.4 February Data (TPF). The data that we encountered in February showed an

unusually high signal level for that time of year. The average PE encountered, over our

seven diversity tapes, was 1. 11 x 1074
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In this February data, the morning signals moved about a good deal more than the
afternoon signals. Also, the PE for the morning was about the same as in the afternoon;
usually the morning tapes have a better PE than the afternoon ones. Table 3. 4 below shows

the gross PE for the February diversity tapes.

Label Py Time

-
TPF 1 | 3.71x 10°° | Wednesday Afternoon, 2:35 p. m.
TPF 5 1.96 x 1074 Thursday Morning, 10:45 a. m.
TPF 6 1.14 x 10-4 Thursday Morning, 11:00 a. m.
TPF 7 | 3.81x 10—5 Friday Morning, 11:00 a. m.
TPF 9 | 2.26x 107° | Friday Morning, 10:05 a. m.
TPF 8 | 1.03x 10°% | Friday Morning, 11:20 a. m.
TPF12 | 2.72x 1074 | Friday Afternoon, 2:00 p. m.

Table 3. 4. February 24 to 26, 1965 data.

The signal was sufficiently strong on Wednesday afternoon that two reduced power
tests were made. When the transmitted power was reduced by 3 db (to 500 watts) the Py was
2.58x 10_7 (TPF2). This is startling. Either an unusual phenomenon can occur (such as
ducting) or the issue of intersymbol influence because of selective fading can help explain
this. Certainly reduced power tests should be given priority in any future work.

When the power was further reduced to 100 watts (TPF3), the PE observed was
2.46 x 10_5. This is about the same as the earlier full-power tape (TPF1).

Pictures of the multiplexed February signals are shown in Figs. 3.7 and 3. 8. The
signals recorded are, as in TPN10: combiner, channel A, channel B, and AGC. The order
stated here is the order of the signals at the left side of Fig. 3.7 a). Again the typical signal
behavior can be seen from these curves. As seen, the error runs lead the combiner slightly,
and the AGC signal even more. Figure 3.7 a) and b) are excellent illustrations of the relation

between the errors and the various signals.

Figure 3. 8 shows similar signals for a February Friday afternoon tape.
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TPF9, Friday morning

a) (27) Errors due to fade b) (138) Errors due to fade

c) (226) Typical fade activity d) (528) Typical fade activity

f) (206) Errors and fade activity e) (103) Errors and fade activity

Fig. 3.7. Selected samples from TPF8 and TPF9, February Friday morning tapes.
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TPF12, Friday afternoon

a) (481) Typical signal activity b) (193) Typical face activity
with errors

¢) (316) Errors during a fade d) (509) Errors during a fade

e) (71) Typical signal activity

Fig. 3.8. Selected samples from TPF12, February Friday afternoon tape.
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The data taking situation in February was similar to that in November. We used
the notch-noise filter and roll-off filter; later on we found that we didn't need them. Be-
tween November and February the noise conditions in the tropo room were considerably im-
proved. Since the filters were already in our system, we did not notice the change, and
consequently kept the filters in for this TPF data.

3.2 Description of Computer Analysis

In this section we will describe the gross data analyses conducted by the computer
on the data that were described in the previous section. The computer programs that were
written are of two types: 1) a signal analysis program, and 2) a level crossing program.

The major items in the signal analysis program are the probability of bit error
per signal level, probability of frame error per signal level, the error-free and error-run
tabulations, and the distributions of the various signals.

The major items in the level crossing analysis are the cumulative distributions
for the various signals at different power levels.

During the first attempts at data analysis we put the signal analysis and level
crossing in the same computer run. This meant that we had to compute a signal mean on
only an early portion of the tape, and the fade levels had to be chosen without knowing the sig-
nal behavior. For these reasons we separated the two programs. Thus, we could choose
the fade levels sensibly by referring to the computer output from the signal analysis portion.

We will now describe briefly the major calculations in both programs.

3. 2.1 Probability of Error Versus Signal Level. The probability bit error and

the frame error rate for each of the signal levels were computed. This probability is formed
at a given signal level, by taking the ratio of the number of bits in error at that level to the
total bits which occurred at that level. The equivalent is done for the frame error. In con-
junction with this plot we have a table printout which, for each signal level, shows the num-
ber of times a given error count occurred while at that level. This printout in effect shows
how the PE occurred at the given level. In another printout, we show the sequential error-
run--error-free run sample count for the entire six minute sample. This retains the time-

ordered run behavior, in case subsequent analysis requires this feature.
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3.2.2 Error-Free and Error-Run Tabulations. The computer computed the run-

length tally and the corresponding cumulative tally for the error runs. An error run is
simply the number of contiguous frames (56 bits) during which at least one error occurred.

A similar tabulation was made for the error-free runs. An error-free run is
simply the length (in 56 bit frames) between error runs (or frames).

3. 2.3 Distribution of Signal Levels. The computer plotted both the discrete den-

sity function and the cumulative function of all the signal levels recorded in the tests. This
was done for channel A, channel B, combiner signal, AGC signal, and A+B. The density
function is formed by the ratio of the number of times the signal was at the given level out
of the total number of sample points. The cumulative then was calculated by a cumulative
tally of the density tally.

A comment on the A + B situation is warranted. To gain additional evidence as to
the diversity behavior a linear sum A + B signal was generated by processing the individual
channel signals on a digital computer. This signal was generated by converting samples
from the magnetic tape to true input voltages using the log-linear calibration curves. The
time interlocked sample voltages from the A and B channels were then added together to
form the new linear sum signal. The mean of this special signal was compared to the means
of the AGC and combiner signals. The linear sum addition accomplished by the computer
corresponds to the action of an ideal predetection combining of input power. A distinct ad-
vantage of this signal over the true physical combiner signal and AGC signal is that this sig-
nal is not influenced by the varying gain of the IF amplifier. The probability distribution of
the signal amplitudes for this A + B signal should follow closely a convoluted Rayleigh distri-
bution. Also, it is possible to compare the statistics of this A +B signal with theoretical
results known for convoluted Rayleigh distributions.

Each of these distributions was also formed for all the signals "when errors oc-
curred. " In the beginning we found it instructive to compare the signal distribution when
errors occurred to the overall distribution. The two distributions are analogous to the
classical "noise alone' and "'signal-plus-noise' distributions in signal detectability descrip-

tions.
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Another table printout showed the scatter diagram of the A and B signal when er-
rors occurred. Although it is difficult to plot the results of such printouts, they are immensely
helpful in pursuing the cause of any action that becomes apparent during the analysis.

3.2.4 Level Crossing Program. The level crossing analysis found the density

function and the cumulative function for the length of level crossings for each of the signals.
For channel A and channel B, the analysis was done only at the mean. For the AGC, the

combiner signal, and A + B, the analysis was done at any level inserted as input data.

3.3 Summary of Analyzed Data

In Section 3. 1 we described the total range of recorded data when the receiver was
in its normal diversity mode. As mentioned there, we also recorded data when the receiver
was operated single channel, and diversity with the parametrics off.

Because of a time and economic limitation we could not, of course, pursue all pos-

sible aspects of all these data. We, therefore, determined priorities as the test program un-
folded. First of all, we eliminated for consideration those tapes in which the parametrics
were off. Next we decided not to pursue the single channel versus diversity comparison,
since it is not essential to our main concern--the synchronization issue. Therefore, we did
not analyze the single channel tapes.

After editing the total list of diversity tapes (discussed in Section 3. 1) we chose
about twenty tapes for detailed computer analysis. A further editing occurred when we ob-
tained the first signal analysis results from the computer. Our objective was to obtain about
a dozen tapes in which both the error count check and the signal-mean check indicated that
the data were reliable. In the cases in which these did not check, either the terminal equip-
ment or our data acquisition equipment malfunctioned during that tape.

The error-count test refers to comparing the error count noted at the site during
the data recording with the total error count noted by the computer. One legitimate course
of error in this comparison is the record-gap time of the digital tape.

The other aspect which we checked on was the agreement of means between the
various signals. We recorded three separate signal strengths (channel A, channel B and

AGC), and the means of these should be reasonably close to each other. Although channel A
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and channel B are instantaneously uncorrelated, the strength averaged over minutes is highly
correlated. Thus, the compatibility of channel A and channel B, and the compatibility of
these with the AGC (diversity) strength gave us confidence that the calibration procedures
were reasonably accurate.

For convenience, Table 3.5 shows the crucial signal parameters for all of the data
that will be reported on in the next sections. It will be useful to return to this table when
studying various curves in the following sections. This table then should be referred to, to

get the gross aspect when reading the various curves which follow.
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IV. STATISTICAL BEHAVIOR OF SIGNALS

Before presenting the error and fade data, in this section we will note the behavior
of the signals for the data considered here. This behavior can be considered as the cause
for the error behavior and the signal sync behavior to follow.

The first curves of interest here will be curves of the single channel behavior (dur-
ing diversity operation). These are the signals with which the combined signal is formed as
represented by the combiner or AGC. We will then note the distributions of the AGC signals,
which represent the effective diversity power. Finally, we will plot and compare the single

channel curves with the AGC and with the A + B data for given tapes.

4.1 Single Channel Distributions

It has been found that for most tapes the single channel signal agrees quite well
with a Rayleigh distribution. The November 1964 test series deviates the most from the the-
oretical Rayleigh distribution. Signals for the other three data sets (April 1964, July 1964,
and February 1965) are roughly comparable in the degree of closeness to a Rayleigh distri-
bution.

A series of curves is shown in Figs. 4.1 to 4. 4 which shows the behavior of the
single channel curves for the tapes from each of the recording test periods. Each graph
contains the theoretical Rayleigh distribution, the best (or closest) experimental distribution
found in that series of analyzed tapes, and the worst experimental distribution from that ser-
ies of analyzed tapes. In every case, the experimental and theoretical curves are matched

at the median. We will now comment on each series.

April Tests (Fig. 4.1)

Figure 4. 1 shows the bounds for the April tapes that we analyzed. In general (as
will be remembered from Ref. 13), the April data are characterized by the presence of air-

planes (approximately 20 to 30 percent of the time) which caused very deep and fast fades.
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During these airplane periods the fade rate can reach as high as 30 to 50 cycles per second.
It appears that the presence of this airplane effect provides the very deep fades which make

the April curves rise above the theoretical Rayleigh at the very low signal levels.

July Series (Fig. 4.2)

In the July curves, it is again true that the signal tended to be above the theoreti-
cal Rayleigh distribution at the low signal levels. The typical fade behavior for this July
data was about 1 to 2 cycle per second fades, based on looking at the signal versus time be-
havior. Although there was some hash on top of this July data, this did not particularly af-

fect these signal distributions.

November Data (Fig. 4.3)

In the November series, the signal (of the tapes analyzed) departs more from the
Rayleigh distribution than any of the other tapes. The signal behavior here was characteri-
zed generally by that of a slowly varying level, upon which there was a significant oscillatory
tape signal behavior. For the periods of these two tests the signal distribution was quite non-
Rayleigh. It is usually expected that a troposcatter signal distribution will most closely ap-
proximate a true Rayleigh distribution when the fade rates exceed something like 12 to 15 per
minute. In the November case we are seeing a signal which is somewhat of a different type.

An important question is whether or not this is a typical signal for this period of the year.
Two aspects affect these November data: (1) the inserted filters to reduce the 60

cycle ripple, and (2) the increased lower noise level in the calibration curves. The insertion
of the filters will alter the signal only if the frequencies of change appear in the notch, 30- 80
cps (see Fig. A.5 of Appendix A). This would affect low level signals, since the higher fre-
quencies occur when the signal is in the lower regions. Therefore, both the February and
November data will exhibit a tendency to roll-off from the true Rayleigh curve at the low sig-
nal end, because of the 60 cps filters.

In addition, the system appeared more noisy in November, characterized by the
fact that we could not get the calibration curves to reach the low signal values that were re-

corded when taking our July calibration curves.
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February Tests (Fig. 4.4)

In the February tests (Fig. 4.4), the signals follow the Rayleigh at the high end but

again dropped off at the low end. We attribute this mainly to the filter action. The time be-
havior of the signals here appeared to be normal fading signals, with about a 1 to 2 cycle per
second fading rate.

We have reached the following conclusions for these single channel distributions:
the signal levels for the single channel cases observed on our tests are essentially Rayleigh.
The excessive rise of the April data at the low end is presumably because of airplane fading. 1
The slight similar rise in the July data suggests calibration curves may be offset. In both
the November and February data, we have a drop-off at the lower signal end. We believe
that this is because of the combination of the filter and the noisier system input at these test
times. It does appear that 6 minute averages are reasonable for ascertaining the degree to

which a signal is Rayleigh.

4.2 Comparison of the Linear Sum of Channel A and Channel B Signals, AGC to a Combined

Rayleigh Distribution

The calculation of the linear sum of channel A plus channel B signal was added to
the computer program after the TPJ (July) data series. Thus, this linear sum signal is
available only for the TPN (November) and TPF (February) test series.

The significance of the A plus B signal is that it is an ideal linear addition of two
individual fading signals. The A plus B curve is related to the median of the (averaged) single
channel level. The single channel median is chosen by taking the average of the experimental
channel A with that of channel B. The curve resulting from A plus B is then plotted with re-
spect to the averaged single channel median. As seen in both Figs. 4.5 and 4. 6, the result-
ing curve follows very closely that of the theoretical diversity-combined Rayleigh. The ex-
cellent agreement between A plus B and the theoretical combined Rayleigh distribution indicates
that the individual signals do indeed have independent Rayleigh distributions with approximate-
ly equal medians. This indicates that it should be possible with this link to closely achieve

the theoretical advantage of an equal gain diversity system over a single channel system.

1The deviation from the Rayleigh distribution is similar to the curve presented in Ref. 13.
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In plotting the AGC curve, we again normalized to the (averaged) median of the
single channel. The AGC then appears as shown in Figs. 4.5 and 4. 6. We feel that this
curve shows how the combiner is "adjusted. " The evidence here shows that, the '"combined
power'' characteristic catches up with the theoretical at a high signal level. The combiner
does well at the low signals (where it is most critical) but apparently loses out in the inter-
mediate range (compare the AGC to the theoretical curve between -5 and +5 db).

The actual combiner signal is behaving roughly as expected. At the high signal re-
gions, it is affected by the varying IF gain and, therefore, the curve is flattened (relative to
theoretical Rayleigh). However, at the low values it should reasonably reflect the correct
combined power. It does this for the TPF/8 (Fig. 4. 6) case but not as well for the TPF/7
(Fig. 4.5). We cannot account, at this time, for any reasons why the combiner should differ
that significantly for the two cases.

In general, then the treatment of this action of the AGC and the combiner is useful

in describing how the system is working.
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V. STATISTICAL ERROR RESULTS

In this section we present the statistical error results for the data taken during
this series. The particular tapes analyzed are summarized in Table 3.5. Reference should
be made to that table as these curves are studied.

In general, we shall be interested to see: 1) if the error behavior is discernibly
different in the different seasons, 2) what parameter the behavior is highly correlated with,
and 3) what are the quantitative percentages of time which bound the error behavior.

The material here is best treated by referring to the various graphs. Consequent-

ly, the discussion and subsections will be keyed on the various figures.

5.1 Average PE Versus Average Signal Level

Figure 5. 1 shows the bit probability of error (PE) averaged over the entire 6 min-
ute sample versus the mean signal level for all the tapes which were analyzed in detail. Note
that this is the most frequently used form of measuring and plotting PE characteristics: one
usually averages the PE over an interval very long compared to a bit time and plots that
versus the signal averaged over the same period of time. PE plots like this are gross indi-
cators of the equipment performance (in response to the varying signals).

Note that in Fig. 5.1 we have ignored the "J" points (July - August data). There
are two crucial reasons for doing this: 1) there were so few errors in these tests that the
variance will be quite high, and 2) those errors that did occur were later found to be caused
by the oven control circuit (see Section 3. 1).

An interesting item in Fig. 5. 1 is that the TPN/10 point lies to the left of TPN/12.
The significance is that the TPN/10 data used the combiner signal for their diversity power
measure while TPN/12 used the AGC. Thus, the combiner measure gives a lower power, for

the same PE, than does the AGC. This agrees with the results to be seen on Fig. 5. 2.
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5.2 PE Versus Signal Level

Figure 5. 2 shows the entire set of points which resulted from plotting the PE ata
given signal level versus the signal level (in dom) for each of the tapes that we analyzed. The
scattering of the points on this figure is because of the variance from the relatively small
sample size (especially near both extremes of the curves). The PE is calculated by taking
the ratio, at each signal level, of the number of bits which were in error at that given signal
level divided by the total number of bits that occurred at the signal level. This curve yields
information about how the equipment operates. The information here is more direct than that
of Fig. 5. 1 since here the PE is calculated separately for each signal level. Thus, this in-
formation is especially meaningful in showing the consistency of equipment operation. If the
calibration curves were ideal, and if there were no sample variance, these curves would

directly show any changes in equipment performance.
On Fig. 5.2 the two matched-dashed lines show the nominal bounds for the PE

curves of those tapes which used the AGC for their diversity measurement. The left- most
curve shows the PE curve when the combiner signal was as the diversity signal measure, for
a November and an August tape. Note that other tapes using the combiner measure appear
to the right of the AGC group. Thus, the combiner curves do not appear very consistent in
their placement with respect to the AGC curves.

From Fig. 5.2 we can see that those tapes using the AGC as a diversity power
measure show a good deal of consistency--they are all within a 3 db bound. The combiner
curves, on the other hand, appear more inconsistent. The fact that the AGC curves are with-
in a 3 db range is a gross indication of the equipment consistency (between the November and
February tests).

The action in Fig. 5.2 suggests that, for a given actual diversity power the com-
biner will give a lower reading than the AGC calibration. This was corroborated in our fade
analysis data, which are described in Section 4.

Another item affecting Fig. 5.2 is the fact that the error runs lead the combiner
signal decrease, and even more lead the AGC signal. One evidence of this is that nearly all

curves in Fig. 5. 2 actually experience either a complete or a partial "S" type behavior

(around -90 dbm).
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5.3 Fraction of Time Spent in Error Runs > Abscissa

A basic feature of the error behavior is depicted in Fig. 5.3a. This shows the
cumulative distribution of the fraction of time in error run versus run length. This is the
same as the fraction of total (data) time that the error run length was greater than or equal
to the abscissa value (in milliseconds). These curves are reasonably consistent (for the dif-
ferent seasons). They suggest that one can estimate the cumulative error behavior by know-
ing the overall PE' Although also well correlated with the signal mean, it appears (and

seems plausible) that the P, is a better parameter for this set of curves.

E
Knowing the PE’ one can estimate the total time that error runs will exceed a given

length with the information of Fig. 5.3a. This is useful and necessary information when con-
sidering error-extension of encoding techniques and when devising and evaluating synchroniza-
tion circuits.

The information in Fig. 5. 3a can be shown in different form by the cumulative in-
formation in Fig. 5.3b. This plots the percent of error runs < the abscissa run length. It
is seen that the curves are all close to each other. From this curve we can see that 90 per-

cent of all error runs (over all seasons) are less than about 0. 4 msec.

5.4 Error-Free Run Distribution

Another basic indication of the error performance is shown in Fig. 5.4. This
shows the percent of samples that occurred in error-free intervals of length greater than or
equal to the abscissa value. Again the basic character of the curves is consistent between
November and February, and the PE is a good locator for the curves.

The values for these curves were found using the computer-derived tally table of
error-free runs. We modified the error-free tallies to include the error frame. This could
be done by starting at the ""1-long" end and consecutively subtracting the previous number of

error-free runs.

For the link situations encountered, the longest error-free runs lie between 3 sec-
onds and 10 seconds. Consider the 50 percent point: if the PE is about 1x 10—3, 50 percent
of the error-free runs are at greater than 1 second. For a P about 3 x 10-5, 50 percent are

greater than 8 seconds.

In general, the curves of Fig. 5. 4 indicate the "burstiness" of the data. Clearly



the better the PE, the more bursty are the errors (indicated by the steepness of the cumula-
tive curves). From the signal pictures in Section 3 we note that there are two levels of
burstiness. First, a clump of errors occurs when the signal momentarily experiences a
deep fade. Second, such deep fades themselves tend to be grouped; i.e., the clumps of er-
rors tend to occur in groups. This latter action is especially pertinent when specular fading
is the cause of the errors.

5.5 Cumulative Distribution of Error Rate

Still another useful form of the error data is shown in Fig. 5.5. This shows the
percent of the time that the error rate was as good as the abscissa for various tapes. This,
too, is useful in devising sync circuits. It specifies the total time during which the error
rate will be above a certain value, but it does not say how the errors are distributed. Again
it appears that this behavior is relatively insensitive to the particular season of the year and
can be estimated by knowing the overall PE.

When considering Fig. 5.5, it should be remembered that the "oven' errors (see

Section 3. 1) provided an artificial (equipment malfunction) error limitation of about 1x 10” 7.

6

Therefore, the curves in Fig. 5.5 should not be considered accurate above 10~
Consider the 90 percent point. If the PE is about 1.7 x 10-3, the error rate will
be as good as 5 x 10-3 for 90 percent of the time. If the Py is about 3 x 10_5, the error rate

will be as good as 3 x 10'5 for 90 percent of the time. From the data here it appears that,

given a PE’ the error rate will be as good as that PE about 90 percent of the time.
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VI. LEVEL CROSSING PROBABILITIES OF DIVERSITY SIGNAL

As was noted in the introduction there are two problems concerned with operating
digital systems in the presence of fading. One concerns the probability of error assuming
that synchronization is achieved and is successful. The other concerns the effect of the fading
on the ability to maintain the synchronism. It will be the purpose in this section to investigate
the experimental data in light of the second issue: the effect of the fading on the ability to re-
tain the bit and frame synchronization of the equipment. Assuming that the errors are direc-
tly related to signal fades, the crucial problem in assuring successful synchronization is then
concerned with the "level crossing' aspects of the fading signal.

In many cases, the synchronization problem can be simplified to guarantee that the
sync equipment can tolerate a faded (or loss of) signal for a given amount of time. In such a
case, one is interested in the probability of the diversity signal fading below a threshold for
a time greater than (or equal to) the tolerable time.

As an example of where it is necessary to deal with such probabilities, consider
the frame synchronization in a time-multiplexed PCM system. The basic problem is that
there is an ambiguity between the following two states:

(1) The system is still frame synchronized, but the signal is sufficiently

bad so that the ""decision making' device contains many errors.

(2) The system has lost frame sync, so that whether or not there is a

good signal present is not pertinent.

It is clear that here one must know the probabilities of being below thresholds for
various times to be able to sensibly design the sync time constants. For this reason, the
central problem here is the probability of incurring fade lengths greater than a given length
at various fade levels. This was a primary objective for collecting and analyzing the data.

We may note that the error results of the previous section are also directly related

to the level crossing probabilities. For example, the curves of Fig. 5. 3a give the fraction
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of time in error runs greater than or equal to the abscissa. If one assumed a sharp thresh-
old, with no errors when above the threshold and 50 percent errors when below, one could
find the level crossing probabilities from such error information. However, the threshold
action is actually gradual. Therefore, it is necessary to know the level crossing probabilities
in addition to the error performance.

In the past (Refs. 2 and 13), we performed a theoretical estimate of the level
crossing probabilities of the diversity signal by extending some known single channel proba-
bilities (Ref. 9). The essentials of these previous analytical attempts are as follows.

In Ref. 9, an analog computer was used to evaluate the level crossing probabilities
of a Rayleigh distributed random signal (equivalent to a single channel part of a diversity sig-
nal). In this work, the Rayleigh signal was generated by linear envelope detection of a nar-
rowband Gaussian noise. It is well known that the envelope of a band of normally distributed
noise approaches a true Rayleigh distribution as the bandwidth approaches zero. Essentially
the experiment is run for intervals of length T; the level crossing probability is obtained by
repeatedly running these experiments and by counting the number of times in which a fade
greater than a length to occurs.

To use these level crossing results, the following are required as input parameters:

11

fb fading bandwidth (approximately the average fading rate)

T observation time over which one observes the waveform

"

k

fading level (threshold), expressed as fraction of voltage mean.

In terms of these parameters, the precise level crossing probability measured in

Ref. 9 is P(be, fbto’ k), and is defined as follows:

P(be, fbto’ k) = the probability that there are one or
more fades of length greater than or
equal to t0 during an observation pe-
riod T.

When measuring the level crossing situation for a Rayleigh distributed waveform
(under the given conditions), Favreau (Ref. 9) found that an expression which fits the data

quite well is:
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-P'0) £ T
P(be, fbto’ k) % 1-e 6.1
where P'(0) = average time density of occurrence of events (fades exceeding or equal to to).
Since Eq. 6.1 is in the form of the cumulative distribution for an event whose proba-

bility P'(0) in an independent sample time —f—l— is small, one result of the measurements is as
b

follows: the level crossing situation in a Rayleigh case can be considered as taking indepen-
dent samples at time intervals T = ?1; . As noted before, fb is the bandwidth of the Rayleigh
signal. Note that we can now interpret P'(0) as being the probability of a fade in the interval
flg . This result simplifies the level crossing analysis.

Furthermore, the experimental measurements mentioned found the value of P'(0)
versus k. P'(0) can be expressed as:

-f t /r(k)
P'(0) = I(k) e (6.2)

where:
I(k) = intercept of Eq. 6.2 at fity = 0

r(k) = reciprocal of slope of Eq. 6.2 on log-log paper.

Using the resulting functions I(k) and r(k), we can find values of P'(0) for any combination of
the parameters fb and to'

Given that Eq. 6. 1 is the level crossing probability (versus fade length to) for a
single channel signal, we then extended this concept to the diversity signal (Ref. 2). This
was done by assuming that an equation analogous to (6. 1) holds approximate for the diversity
signal also. That is, let:

—P'l’ 2(0) be

1 ~ - 1]
P4, T, fit, k) ~ 1-e P'(t ) (6. 3)

where:

P'(be, fbto’ k) = the probability that there are one or more fades of
length greater than or equal to to during an observa-
tion period T, in the diversity signal

average time density of occurrence of fades exceed-

s
-
X

—

o

S
I

ing or equal to to’ in the diversity signal.
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Assuming that the single channel crossing model approximately describes the di-
versity case, then the issue remained to evaluate P'l, 2(0) for the equal-gain diversity case.
This was done (Ref. 13), and values of P'(be, fbto’ k) were plotted versus observation times

T. This was the theoretical estimate of the level-crossing probabilities of the diversity sig-
nal mentioned before.

Using measured fade data of the diversity signal, we will now apply the model im-
plied by Eq. 6.3 to these data. Consider again the implications of this model. As for the
single channel (Rayleigh) case, one can think of the fading situation as follows. The average
fading (fb) can be visualized roughly as providing the "opportunity" for a fade of a certain
length. In other words, the average number of times in which the signal is "down" is given
by this average fb' Then, in evaluating P', one is in effect evaluating the joint probability of
both being down and of staying below a certain level for a given amount of time. As would be
expected such a result is dependent on the fine detail of the spectrum.

Another way to express this is as follows: We are assuming that at a given level
ko’ the frequency of successful fades (> to) is given by the exponential distribution. Since
the exponential distribution is the approximation to the binomial distribution (if N is large
and p small) this certainly seems intuitively plausible, at least at those levels where fades
occur only infrequently.

In applying Eq. 6.3 to our data, the first step is to plot the cumulative distribution
of the time spent in fade below a given level. This plot was calculated in our level-crossing
computer program (see Section 3. 2) by calculating the fraction of time in fade for a time
greater than the abscissa value. We will label these values P'(be, fbto’ k), or P'(to) as a
shortened form. With this interpretation the T is the 6-minute data recording period and the
fb is the extant fading bandwidth for that tape.

Figures 6. 1 through 6.5 show plots of P'(to) versus to for various fade levels, for
five analyzed tapes. Two sets of curves are on each graph: one set is plotted from an AGC
measure of the diversity signal while the other is plotted from a combiner measure of the di-
versity signal. The AGC ones are marked (A) while the combiner ones are marked (C). The
diversity power level obtained directly from the calibration procedure is also shown on each

curve. Also, in the box, the numbers show the "db below AGC mean' for each of the levels.
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As could be expected from the past discussion (Fig. 5. 2), the AGC set forms a con-
sistent pattern, and the combiner set forms a consistent pattern. Comparing the two, how-
ever, shows that the combiner set "looks' more like a lower diversity signal level than the AGC
set. This is entirely commensurate with the results of Fig. 5.2. We had to choose one set
as correct to proceed with this issue. The AGC set was chosen because: 1) the AGC consist-
ently shows a good agreement among the single channel versus diversity signal, and 2) using
this set gives the conservative results.

Therefore the AGC set was used to "calibrate' the levels for the combiner set. The

values shown circled in Figs. 6. 1 through 6.5 give the estimated levels in db below media.n1

for the combiner-derived curves. These estimated combiner curves were used to pursue this
issue; they were used instead of the AGC set because they had more sensitivity at the lower

signal level. The AGC saturates at the very low signal level.

As additional information, the plots of P'(to) using the linear sum signal A +B
(see Section 3. 2. 3) are shown in Appendix C, for the same tapes as covered by Figs. 6.1
through 6.5. These curves generally corroborate the fade levels determined by the method

just described.

Referring to Figs. 6.1 through 6.5, it can be seen that all of the graphs, of course,
have the same general form on the log-log plots. They are nearly flat and then incur a steep
dropoff around 100 milliseconds. These curves can sensibly be compared to those of Fig. 5. 2.
The cumulative error run curve of Fig. 5.2 for TPN6 (Fig. 6. 1) would lie around -12. 5 db be-
low the mean on Fig. 6. 1. Therefore, in an approximate fashion, the equipment appears to
have a threshold at -83.1- 12 = -95.1 dbm. In comparing the other curves (Figs. 6.2 - 6.5)
with their respective counterparts on Fig. 5.2, it appears that the equipment can be consid-
ered as having a simple threshold about -95 to -97 dbm.

By comparing the curves of Figs. 6.1, 6.2, and 6. 3 with those of Figs. 6.4 and
6.5 we can note the season-to-season aspect. The November plots are all consistent, and so
are the February plots. However, these data suggest that the November signals move deeper

from the mean than do the February ones.

1
Note that the mean and median of the diversity signals are fairly close (see Table 3.5).
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Fig. 6. 1. Probability of one or more fades of length greater than or equal
to the abscissa, during a period (T) of 6 minutes, for TPN®.

59

1000



P'(,T, fot, k) = P'(t )

Fraction of Time in Fade > Abscissa at Level

-89.8 (A) Mean

hd

-91.4(A) |-1.6
A A

¢

[

D
P

A A A A
-96.7(C) -3.7
10'1 =2 — 34 ( d N
-93.0 (A)
¢ o R -98. 1 (A)
e © © © o
-101.5 (C) [=1L 7]
> A VAN A (C) DA @
1072 |~
r: _ -103.6 (C) (9)
-106. 4 (C) @
P N <> PPN P
1073
<
1074 =
10'5 I | ] |
0.1 1 10 100 1000

to in milliseconds

Fig. 6.2. Probability of one or more fades of length greater than or equal
to the abscissa, during a 6 minute period for TPN10.
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Fig. 6.4. Probability of one or more fades of length greater than or equal to
the abscissa, during a 6 minute period, for TPF8.
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Fig. 6.5. Probability of one or more fades of length greater than or equal
to the abscissa, during a 6 minute interval for TPF9.
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The next step in finding the level crossing probabilities for any observation time (T)
--using the assumptions implied in Eq. 6. 3--is to use the data in Figs. 6. 1to 6.5 and find
the P'l, 2(0). The resulting plots of P'l, 2(0), for all the combiner-curves in Figs. 6.1, 6. 2,
6.4, and 6.5, are shown plotted in Fig. 6.6. The P'l, 2(O) calculated with Eq. 6.3 is plotted
versus the fade length t0 in milliseconds.

It is remembered that we are using the combiner-measured curves for this fade
analysis because the AGC saturates at the very low power levels. However, we have used
the AGC-generated set to correct (or estimate) the absolute level described by a given curve.
This is because we have found that the AGC signal has provided an accurate measure of di-
versity power, by using the checks described before.

To calculate the P'l, 2(0) from the P'(to) values, we had to find the fading bandwidth.
For this we used the fading bandwidth of the single channel signals. In Ref. 4 it is shown
that, for a signal with a Rayleigh distribution and a Gaussian power spectrum with standard

deviation o, the number of one-way crossings per second is given by

3 E E \°
N(E) = (87 £n2)? ¢ T ) exp ~(4n2) o (6. 4)
m m
where:
E = the signal level in volts
Em = the mean signal level in volts
o = the standard deviation of the Gaussian spectrum.

Given the experimental number of one-way crossings at a particular level, Eq. 6.4 can be

solved for the standard deviation of the spectrum o . Reference 4 notes that the bandwidth fb

of a flat power spectrum equivalent to the Gaussian spectrum with standard deviation o is

_ 125¢
f, = o (6.5)

where fb is in cycles per second and ¢ is in radians per second. Since our level crossing

program found the number of crossings at the mean of channel A and channel B (see Section
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3.2), we found that fb for the various types using the relation (from Eqs. 6. 4 and 6. 5)

fb = 0.0953 N(Em) cps (6. 6)
where:

N(Em) = number of one-way crossings at the mean, per second.

Although the fading bandwidths are included in Table 3.5, the short table below

summarizes the f, 's used in the calculation of P} (0).

b 1,2
iy, of fy, of Estimated
Tape No. Channel A Channel B fb
TPN 6 2.68 2. 065 2.68
TPN10 2.24 2.36 2. 36
TPF 8 3.03 1.772 3.03
TPF 9 3.64 1.915 3.64

Table 6. 1. Fading bandwidths.

In Fig. 6.6 the numbers on the curves give the values, for each tape, in db below
the median. As mentioned previously, the AGC fade curves were used to estimate these val-
ues. The curves of Fig. 6.6 also indicate that the November tapes are consistent among
themselves, as are the February ones. However these data do show a discernibly different
statistical fade behavior between November and February.

Although we have considered the P'l’ 2(0) of Fig. 6.6 as a means of evaluating the
level-crossing probabilities in general (next figure), the curves in Fig. 6.6 indicate some
direct conclusions regarding sync. Given that the median signal is fixed by the transmitted
power-path loss situation, and the receiver threshold is given in absolute dbm, one can locate
the proper curve on a set such as in Fig. 6.6. The nature of the curves indicates that there
is a fairly sharp threshold with regard to "tolerable fade lengths. " That is, there is little
profit in increasing the synchronization tolerable fade lengths until one reaches the knee in
Fig. 6.6. Assume that we have a threshold -10 db below the median signal. Then we see

that increases in tolerable fade lengths are relatively profitless until 30 to 40 milliseconds.
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Increases in tolerable fade lengths beyond this point reduce the fade probability by a substan-
tial amount.

Using the P'l, 2(0) of Fig. 6.6 and Eq. 6.3, we can now predict the level crossing
probabilities for any fading bandwidth and observation time product (be). Curve of P'(to)
versus be are shown in Fig. 6.7 for the November data, and Fig. 6.8 for the February data.
For both graphs, the P'l, 2(0) value was estimated by grossly averaging the values from the
respective two tapes.

It was mentioned earlier that this P'(to) versus be was estimated earlier (Refs. 2
and 13) by theoretically predicting the change from a single channel case. Comparing the
previous theoretical estimates to the experimental curves here, we find that their probability
of fades, in a given time, is far lower here than was previously estimated.

Using Fig. 6.7, let us consider an example. Let us assume that the synchroniza-
tion threshold of interest is about 10 db below the median, and that we cannot tolerate fades
longer than 100 milliseconds. Assume an fb of 2 cps. From Fig. 6.7 we see that the proba-
bility of exceeding such a fade in 500 seconds (about 8.3 minutes) is of the order of 2.5 x 10 4.
The probability of exceeding this fade in an 8 hour period would be of the order of 1.4 x 10_2.

Similar data can be extracted from the February curves in Fig. 6. 8.

The curves of Figs. 6.8 and 6.9 are some of the most important results of this
data recording and analysis. Using the 6-minute samples of data, and the assumptions inher-
ent with Eq. 6.3, we can predict the probability of exceeding given fade lengths during any
period of time. The alternative to this procedure would be to take link data over a very long
time, and do a level crossing analysis on the large amount of data.

Finally, Fig. 6.9 shows P'(to) as a function of t0 for three different observation
times (be). This shows, for a given observation time, how the probability of exceeding a
given fade length will change with respect to increasing the to' The data here used the -10 db
curve for TPN6 (in Fig. 6.6). It can be seen that not much improvement in the probability is
obtained until the tolerable fade length t0 reaches the order of 30 milliseconds. Then the
probability drops steeply. Consequently, if one can extend the permissible to (or tolerable
fade) beyond 100 milliseconds, one can obtain sizeable reductions in the probability of ex-
ceeding the critical fade.

Figure 6. 10 shows the average fade length versus db below median for three data
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tapes. For these plots the AGC level crossing information was used. It was found that the
combiner level crossing information gave a rather erratic median fade length versus db be-
low the median. We attribute this to the inaccuracy of the "level' reading for the combiner
signal (discussed in Sections 3. 1 and 4. 1). As expected, the average fade length in millisec~

onds decreases as one goes below the median. The average fade lengths are much smaller
than have been predicted for convoluted Rayleigh signals (Ref. 4). We attribute this to the

fact that specular fading reduces the fade length, and also to the fact that any "hunting'' on

the part of the coherent diversity combiner will contribute to shorter diversity signal fades.

68



P'(to)

P'(ibT, fites k)

10

1074

10

1077

1078

NOVEMBER DATA

%0

20
~9b
] o
N
%e“ & -10 db Below Median
& ‘ © —
SO & e O P} o0 = 2.26x 107 for t, = Imsec
w/ ® & O P ,0) = 9x1077  for t = 60 msec
£ Y] & ’ ,
. - -7 -
b3 K & A PlyZ(O) =3.1x100 for t = 100 msec
” C
o X0 .
0 -13.7 db Below Median
X0 -7
® PI,Z(O) = 1.95x 10 ' for to = 1 msec
A
o
e
2 3 4 10° 108 107 108
10 10 10 10 0

Fig. 6.7. Probability of one or more fades of length greater than or equal to the t0 shown, ina time be.

69



»

P'(t

.
PULT, £t K)

-1

10

1073

1077

10

FEBRUARY DATA

-10 db Below Median

o P40 = 1.25x10°° for 1
O P} ,0) - 6.6x 1077 for t
a P40 = 26x 107 for ¢,
-12 db Below Median

@ Pj,0 - 7.1x10°8 for 4

1 msec
60 msec

100 msec

1 msec

10

2

10 108 107

be

Fig. 6.8. Probability of one or more fades of length greater than or egual to the to shown, in a time be.

70



P'(£, T, f t, K) = P'(t)

1 —
November Data
10 db Below Median
107!
£, T = 10,000
[ & o o
1072 |~
£,T = 1,000
i -5—
1073
be = 100
A A A
1074 |-
107° I | I L 1
0.1 1 10 30 60 100
t0

Fig. 6.9. Probability of one or more fades of length > abscissa,
for three observation times.

71



Average fade length in msec.

100

10

1.0

0.1

AGC level-crossing data

Fig. 6.10. Average fade length versus db below median.

| I I | | | I l

-3Z 0 2 4 6 8 10 12
Db below median

72



VII. CONCLUSIONS

The error and signal performance of troposcatter links are a function of three items:
natural signal behavior (including fading, weather and seasonal effects), unnatural effects
(such as specular fading), and terminal equipment behavior. When viewing any experimental
results these three items must be kept in mind.

We will discuss the conclusions in terms of the following six areas:

1. An important conclusion from these data is that the role of specular fading as
caused by airplanes must be brought to the forefront in considering tactical troposcatter links.
The incidence of such specular fading in a tactical situation is going to be continuously in-
creased. (For a strategic troposcatter link, the airplane specular fading issue will depend
on the proximity of the common volume to airplane traffic.) Another reason for emphasizing
specular fading is that much of the classical theory and discussion deals with the convoluted
Rayleigh fading signals and ignores the specular fading issue.

During specular fading, two major changes occur on the tropo system. First, the
specular fading greatly increases the fading rate of the single channel signals. The rate in-
creases from the order of a few cycles per second to the order of 30 to 50 cycles per second
(when the airplane is both approaching and receding from the common volume). This will af-
fect the time constants of the synchronization circuits.

Second, the pattern of the error bursts is changed by the specular fading. Without
specular fading, the errors tend to occur in single (relatively isolated) bursts. With the spec-
ular fading occurring while the airplane is approaching or receding, groups of error bursts
tend to occur. When the airplane is in the common volume, of course, the signal is higher
than otherwise and there should be no errors during that period.

In general then a major conclusion of these data is that specular fading should be
included when designing synchronization circuits, and when performing error predictions.

2. A second conclusion concerns the particular equipment operation encountered

here. First, it appears that the equipment, so far as error performance is concerned, could
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be modeled by a sharp threshold occurring around -95 to -97 dbm. This is indicated by the
PE versus carrier level curves (Fig. 5. 2), and by comparing the fraction of time spent in
error run curves (Fig. 5. 3a), with the fade probability curves of Figs. 6. 1 through 6. 5.

A peculiarity of this equipment is that the error runs slightly precede both the com-
biner signal (dip) and the AGC peak. The error run peaks first, the combiner next, and then
the AGC. This is evident from the figures of signal behavior in Section 3. 1. This phenomenon
also can be seen on the computer table printouts of the error count at each signal level, and
from the scatter diagram printout of signal A and signal B during errors (neither of these
printouts could sensibly be shown in a report).

The PE versus carrier level curves of Fig. 5.2 also show this "phase difference. "
As can be seen in Fig. 5.2, the poorest PE does not occur at the lowest carrier level en-
countered. It should be remembered that the PE behavior is determined by the combination
of the selective fading behavior and the equipment response. It would be desirable to have,
as auxiliary data, information about mathematical mode descriptions (such as the differen-
tial delay) when interpreting the behavior. Any future data should multiplex such data with
the type taken here.

The data and pictures suggest that the errors are proportional to the combination
of "low carrier level" and "rapidity of carrier change." In any event, it does appear that any
such action is because of the manner in which the coherent phase combiner (of the equal-gain
combiner) operates.

Finally, we found that the combiner measure of the carrier level was consistently
lower than the AGC measure. Since the AGC measure yielded good checks, we relied on the
AGC signal as the measure of the carrier level.

3. The error results found here have shown that the longest error run encountered
lasted 15 milliseconds (Fig. 5. 3b). Also, 90 percent of the error runs are less than 0. 4 mil-
lisecond in length.

Conversely for the intervening error-free runs, 90 percent of the error-free runs
were greater than 30 milliseconds for the poorest PE encountered (PE of 1.39 x 10~ 3—-Fig.
5.4). For the best PE encountered in Fig. 5.4, 90 percent of the error-free runs exceeded

four seconds.
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At the poorest PE of 1.7x 10-3, the error rate was better than 4 x 10'3 for 90
percent of the time (Fig. 5.5). At the best PE of 3.3x 10_5 the error rate was better than
3x 10_5 for 90 percent of the time. A rule of thumb appears to be that the locally averaged
PE rate will be exceeded approximately 90 percent of the time.

4. For the diversity signal fade behavior it was found, under the given assumptions,
that the probability of achieving a fade 10 db below the median for a time greater than 100
milliseconds in an interval of 8 hours is about 1.4 x 10_2 (Fig. 6.7. This indicates that fad-
ing margins of 10 to 15 db and tolerable fade lengths of 100 milliseconds or greater should
result in successful synchronization.

For any given fade margin, it has been shown that increases in tolerable fade length
are not profitable until one reaches the area of 30 to 50 milliseconds (Fig. 6.6). Increases
in tolerable fade lengths beyond 30 to 50 milliseconds sharply reduce the probability of en-
countering such fades.

5. We saw that the single channel curves have essentially a Rayleigh distribution,
perturbed in the expected manner by specular fading.

6. With regard to seasons, our data have not shown any substantial variation from
season to season. Rather the data here are most strictly correlated with the total error rate.
Although we did see discernible differences in the cumulative behavior of the signal (between
November and February), the error performance does not show any appreciable change with
season. This is probably because such random variables as specular fading and weather con-
ditions cover up small changes in error behavior. Therefore, we are led to the conclusion
that the major error behavior can be predicted simply by knowing the mean or median, and

dealing with the relative db.
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APPENDIX A

THE EXPERIMENTAL EQUIPMENT

E. P. Gould

The basic experimental block diagram is shown in Fig. 2.2 of Section 2 in the text.
The material here expands, where necessary, 'on that description.

The way in which the error count is formed, and the timing with which this error
count is sampled along with the other signals is shown in Fig. A. 1. This figure shows the
interface equipment between the tropo receiver and our multiplexer. From the tropo receiver,
we obtain the three outputs for the amplitude samples of the three signals. In addition, the
two error signals from the terminal equipment are:

1) an indication a bit error has occurred,

2) a clock signal which indicates when a bit has arrived.

The occurrence of a bit error is indicated by a negative pulse output formed by using digital
logic on signals internal to the error detection circuitry. A basic 288-kec positive pulse clock
with a one-one correspondence with every two incoming data bits is provided by a second test
point of the terminal equipment. The basic idea behind processing these two signals to form
an analog waveform whose height is proportional to the number of bit errors per frame is as

follows:

(1) The 288-kc clock pulses are counted down in a special flip-flop count-down cir-
cuit. This circuit puts out pulses corresponding to each frame (whether 14, 28, or 56 bits)
and a basic clock pulse of 41, 142-ke to drive the A-D/tape unit. The pulses corresponding
to each frame are used to transfer data to a flip-flop buffer and to reset the bit error counter.

(2) The bit error pulses are counted in a basic flip-flop counter. This counter can
be reset by a frame pulse in 0.5 microsecond so that no bit error pulses are dropped at the
end of a frame. At the end of each frame, the contents of each stage of the counter are read
out into a flip-flop buffer. The contents of this buffer are automatically transferred to a D-A

unit which converts the input bits to a voltage level proportional to the number of errors
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counted in the frame.

The proper transfer of bits necessitates the use of delays of the proper magnitude,
as indicated by the timing diagram of Fig. A. 1. A more detailed discussion of the original
circuitry is contained in Appendix A of Ref. 13. Since the basic equipment was described in
detail in that predecessor report, here we need only describe the modifications made since the
reporting time of Ref. 13. These modifications were made both to increase the reliability of

the equipment and to improve its performance.

A.1 The Test Equipment

A block diagram of the entire system was presented in Fig. A. 1. Referring to this
block diagram, we can divide the system into the following sections:

1) Error detector circuit

2) Inverter amplifier

3) Pulse standardizer

4) Resettable bit error counter
5) Flip-flop buffer

(=)

Frame counter

-3

Delay units

© @

Analog amplifiers

)
)
)
) D-A converter unit
)
10)

Multiplexer A-D conversion equipment, and IBM tape deck.

Of these units, differences from the equipment described in Ref. 13 exist only in
units 1, 6, and 9. Only these three equipment units are described in this appendix. A de-
scription of the remaining units can be found in Appendix A of Ref. 13,

A. 1.1 Error Detection Circuit. A completely new interface circuit between the

RCA data processing equipment (Ref. 7) and the Cooley Electronics Laboratory data process-
ing equipment was developed. Internal circuit points of the error detection chassis, instead

of the bit error pulse output previously used, were used as inputs to an interface circuit.

Inputs to the new interface circuit were taken from test points 3 and 4 of the error
detection chassis. Test point 4 provides a locally generated 576-kc reference pulse train
synchronized with the incoming information bits. Test point 3 provides the output of a multi-
vibrator which fires every time there is no error. These signals were combined to provide

a negative-going pulse from zero volts to -6 volts each time an error occurred. These error
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Fig. A.2. Logic diagram and waveforms of interface circuit.

pulses were then fed into the data processing equipment. A logic diagram of the circuitry that
was used is shown in Fig. A.2. The final output pulse, which corresponds directly to an error,
was used to drive the Cooley system and also a counter. The counts on this counter were
compared directly with the counter tied to the error detection chasses. During the tests, it
was found the counter agreed exactly on almost all runs. This indicated that the RCA and
Cooley systems operating in parallel were receiving the same data.

The buffer amplifiers (Figs. A.2 and A. 3) that were used to interface with test
points 3 and 4 were designed and built by R. Lillie of Cooley Electronics Laboratory. The

remainder of the logic was Raytheon digital logic cards.
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The Schmitt trigger circuits with internal inverter stage were Raytheon ST-23 digi-
tal logic cards. These were used to shape the signals from the buffer amplifier giving sharp
rise time square pulses for the following NAND circuit, a Raytheon NA-2 logic card. The
delay circuit was used to make the bit error pulses coincident in time with the timing pulses
generated from the incoming video signal. The delay circuit was a Raytheon one-shot, OS-
23, digital logic card which was fired off the trailing edge of the bit error pulse forming the
same polarity of pulse with a width that was adjustable by external capacitors. The 0 to -6

volt output pulses were directly connected into the input of a pulse standardizer.
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1

A. 1.2 Frame Counter.” This circuit is used to subdivide the basic 288-kc clock of

the tropo system to derive clock pulses at the frame rates of either 41. 142, 20.571, or

0. 285 kc. These frequencies correspond to frame sizes of 56, 28, and 14 bits per frame.
One output of this circuit, the 41, 142-ke clock, is always used to clock the A-D tape unit.
This output and the other outputs, depending on the frame size being used, are used to reset
the bit error counter and to transfer the data from the bit error counter to the flip-flop buf-
fer at the end of each frame. This circuit was built from Harvey-Wells Digital Data Blocs.
These blocs are versatile front, patch-wired units. The wiring diagram of the frame counter
(Fig. A.4) indicates the wiring of the Harvey-Wells packages. The digital logic requires 0 or
-4 volt input and gives a 0 or -4 volt output. A logical "one'" is 0 volts and a logical "zero"

is -4 volts. This frame counter circuit is composed of a four-stage binary counter package (of
which only 3 stages are used), and a two-stage binary counter built from flip-flops. By some
associated digital logic, the three-stage binary counter can be used as a divide-by-seven cir-
cuit. The first stage of the two-stage binary counter can be a divide-by-two circuit, and the
output of the second stage of the counter can be a divide-by-four circuit with respect to the
input clock of the binary counter. Thus, beginning with the 288-kc clock frequency from the
tropo terminal equipment, the output of the divide-by-seven circuit is 288/7 or 41. 142 kc,

the output of the first stage of the binary countdown circuit is 41. 142/2 or 20.571 kc and the
output of the second stage of the binary countdown circuit is 20.571/2 or 10. 285 ke.

The divide-by-seven circuit uses a NAND circuit, an inverter, and two gated pulse
amplifiers in addition to the four-stage binary counter previously mentioned. The counter unit
can be reset at any time to an all zero state by applying a pulse to a reset terminal. The
counter changes state with the application of a pulse to the input terminal. The input to this
circuit is the 288-kc pulse train. This pulse train is fed into two different gated pulse ampli-
fiers. The output of one pulse amplifier which goes to the counter reset terminal is also the
divide-by-seven pulse output. The output of the other pulse amplifier goes to the counter
input terminal. At any one time, pulses will be present at only one pulse amplifier output

because of the NAND and inverter logic used for the gating levels. It is easiest to explain the

1The frame counter used before was a 3-stage shift register. This was improved by using a
binary counter circuit described here. The basic counting idea is still the same as in Ap-
pendix A of Ref, 13.
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operation of this circuit by assuming the counter to be in the binary zero state. In this state,
the gating levels allow the next pulse from the 288-kc pulse train to pass through the pulse
amplifier to the input of the counter advancing the counter to the binary-one state. This ac-
tion is repeated until the counter is in the binary-six state. The NAND circuit recognizes
this state by changing voltage level which in turn changes the gating levels. The next pulse
from the 288-kc pulse train is steered to the reset terminal, resetting the counter to the
zero state, With this type of operation, one out of every seven pulses from the 288-kc pulse
train is used to reset the binary counter and thus provides the 288/7 = 41. 142-kc pulse train.
This 41. 142-kc pulse train is then used as the input clock to the two-stage binary counter cir-
cuit. This operation of a binary counter circuit of this type has previously been described in
Section A. 1. 3.2 of Ref. 13. The outputs of the two-stage binary counter are 20.571 and

10, 285-kc pulse trains.

A. 1.3 Analog Amplifiers. To help eliminate spurious 60-cycle noise on the analog

signals, a special 60-cps notch filter was inserted before the input of each analog amplifier.
Also, to help eliminate spurious 1500-cps noise, an RC filter was placed in the feedback path
of the feedback amplifier. This produced a 6-db per octave roll-off characteristic. The com-
bined filter characteristics are shown in Fig. A.5.

An additional operational (Philbrick) amplifier was wired as a cathode follower
buffer between the output of the D-A converter and the multiplexer. This, plus the use of
twisted pair-wires instead of coaxial cable, reduced the capacitive and resistive load on the D-A
converter. This allowed the D-A converter output voltage to change levels without a notice-
able RC charge curve transition between levels. It increased the reliability that at the time
of sampling the D-A output had reached a final, quiescent value and the proper number of

errors per frame was recorded on the digital magnetic tape.
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APPENDIX B

DESCRIPTION OF COMPUTER PROGRAMS FOR THE ANALYSIS
OF TROPOSPHERIC SCATTER

E. P. Gould and A. M. Collins

The programs to be described have been written in two languages, MAD (Michigan
Algorithm Decoder) and UMAP (University of Michigan Assembly Program), and have been
processed on an IBM 7090 digital computer at The University of Michigan with the Michigan
Executive System. Some subroutines used in the programs for printing and tape handling are
unique to this system. MAD, a compiler language similar to FORTRAN, has been employed
for all parts of programs which do not consume extensive computer time. UMAP (an adapta-
tion of the Bell Telephone Laboratory assembly program) has been used where repetition
makes optimal programming worth the additional cost in programming and debugging. Tape
reading time is minimized by buffering, so that while one record is being unpacked and pro-

cessed on tape, the next record is being read into core storage.

B.1 Computer Programs for Data Analysis

The analysis of tropo tapes has been divided into two parts: a general analysis pro-
gram for all tapes, and then a level crossing program for tapes selected for further analysis
from the results gained from the general analysis program. These two programs will be dis-
cussed separately in the next two sections.

B. 1.1 Tropo Analysis Program. Two different computer programs have been

written for analysis of the tropo tapes produced: one program for 2 channel tapes, and one
program for either 4 or 5 channel tapes. As was discussed in Section 2. 2. 1, the 2-channel
case multiplexed an error count with one signal level; the 4-channel case multiplexed both
individual signal levels, either the AGC signal or the combined signal level, and the error
count; and the 5-channel case multiplexed both individual channels, the combined channel,

the AGC channel, and the error count.
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In each case, there is a main program written in the MAD language which sets up

storage; calls the subroutines to read, unpack, and store the data for each record; and finally,

sets up and prints out the information. In addition, there are two UMAP subroutines. One
subroutine reads in a 4001 word record from tape into core storage. The other unpacks the
data and counts the occurrences of the various events needed to compute the distributions
printed at the end of the main program.

Each input frame for a channel is in a six-bit mode. For the signal channels, the
voltage level can be one of 26 (or 64) different levels coded as 0-63 in the two programs.
The error channel, the count of the number of samples in error in each frame, has a maxi-
mum of 28 for the 2-channel case, and 56 for the 4- and 5-channel case. In the programs the
two signal channels are labeled A and B, the combined signal channel C, the error channel D,
and the AGC channel E. 1In all cases, each computer word read in from tape contains 6 frames
of 6 bits each (or 36 bits). The 2-channel case includes both D and A channels, and each word
contains 3 frames arranged D-A|D-A[D-A. The 4-channel case has 3 frames packed into
each 2 computer words as follows: either, 1) D-C-A-BID-C, 2) A-B|D-C-A-B, or,
1) D-E-A-BID-E, 2) A-BID-E-A-B. The 5-channel case has two formats. For the Novem-
ber 1964 test series, the 5-channel case has 6 frames packed into each 4 computer words as
follows: 1) D-C-A-BID-E, 2) A-BID-C-A-B, 3) D-E-A-BID-C, 4) A-B|D-E-A-B. For
the February 1965 test series, the 5-channel case has 6 frames packed into each 4 computer
words as follows: 1) D-E-A-BID-C, 2) A-BID-E-A-B, 3) D-C-A-BID-E, 4) A-B|D-E-A-B.
In each record of data the multiplexer must start with the D channel as shown, for the pro-
grams assume this in unpacking each record of data.

B.1.1.1 The UMAP Tape Reading Subroutine RDTAPE. RDTAPE is buffered

tape routine which reads data records of 4001-words into the computer core. The first com-
puter word in each record is treated as a record identification word resulting in 4000 data
words being read at one time. The record length is based on space limitations in storage
for the 5-channel case. The troposcatter tape has up to 600 records (the exact number to be
processed is specified by input data) in one file, with a file mark at the beginning and two file
marks at the end of the data file. The routine has the following two entries:

(1) SETRD sets initial addresses and reads the first record into the lower half of
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the buffer. If two records in a row at the beginning of tape have parity errors, the program
halts.

(2) RDTAPE initiates a read into the other half of the buffer after checking that the
previous record has been read correctly. If an end-of-file or a parity error is found in the
previous record, the next record is read over the record in error and the program waits un-
til the new record is read in. If there are two end-of-files in succession, the program assumes
it is at the end of tape and transfers to the print out read of the main program. The tape read-
ing will also stop after a preset number of records (input data), if the record number speci-
fied is less than the total number of records on tape.

RDTAPE is a buffered routine which always reads one record ahead of the data

record being processed. This buffered action reduces the tape processing time considerably.

B.1.1.2 The UMAP Unpacking and Processing Subroutine. While RDTAPE reads

into one-half of the buffer another UMAP routine unpacks and processes the data in the other
half. Separate routines are used for the 2 channel (STORE) and 4 and 5 channel tapes. Two
routines exist for the 4 and 5 channel tape: one routine, STOR-4, is used for the TPN data
series; and STOR-1 is used for the TPA, F, J series. These routines all work in a similar
fashion with only slight differences because of the different data formats and the statistics
needed. A special difference exists in the STOR-4 routine. To eliminate errors in recording,
4 errors were added to each error frame at the time of recording. These falacious 4 errors
are subtracted out in the STOR-4 routine. STORE unpacks one frame at a time finding the
values for D and A and then makes appropriate entries in tables, before handling the next
frame. STOR-4 and STOR-1 unpack 4 computer words at a time and then make appropriate
entries in tables before unpacking the next 4 computer words. The STOR-4 and STOR- 1 pro-
grams are altered at running time to use either the 4 or 5 channel format by reading an input
data card which specifies whether the tape being processed is a 4 or 5 channel tape.

A description of the tables prepared for each case follows. Most of the following
tables are constructed by increasing a counter for each frame that has a particular value in
some channel(s). Hence, a linear or two-dimensional array is formed for the entire tape,
with each entry containing the count of the number of frames with that value. Some tables,
however, are based on runs of frames. These tables are carried over from record to rec-

ord, even though some frames are lost during record gaps in preparing the tapes. The data
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are treated as though the first frame after the record gap actually occurred adjacent to the
last frame of the previous record. Figure B. 1 shows the STORE routine for the 2-channel
case. Figure B. 2 shows the STOR-4 and STOR- 1 routine for the 4 and 5 channel cases.

B.1.1.2.1 Two Channel Tables.

(1) A distribution of the total number of frames in each entry of an AxD matrix
(signal level vs. number of errors).

(2) A run-time table is formed listing in order each error run and each error-
free run and its length. For example, two frames in a row without an error are called an
error-free run of length 2. This table has limited storage and is compiled only until that
storage is exhausted.

(3) Distributions of the total number of error-free runs and error runs of differ-
ent lengths during the entire tape. For this table, the lengths of runs are grouped to show,
for example, the total number of runs between 20 and 50 frames in length (the size of the
length groupings is approximately logarithmic).

(4) Distributions of the total number of frames with each signal level (A), both

when errors occurred and overall.

B.1.1.2.2 Four Channel Tables.

(1) As in the 2-channel case, but the entries are in either a CxD matrix (com-
bined signal vs. number of errors) or an E x D matrix (AGC vs. number of errors) depending
on which signal has been used on the tape.

(2) and (3) As in the 2-channel case.

(4) As in the 2-channel case, but for either the combined signal (C) or AGC signal
(E).

(5) Distribution of the total number of frames in each entry of an A x B matrix
both when errors occurred and overall.

B.1.1.2.3 Five Channel Tables.

(1) A distribution of the total number of frames in each entry of an E x D matrix
(signal level vs. number of errors).

(2) and (3) As in 2-channel case,

(4) As in the 2-channel case but for both the combined Signal C and AGC signal E.

(5) As in the 4-channel case.
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B.1.1.3 The Main Program. There are two versions of the main program: one

for the 2 channel tapes and one for the 4- and 5-channel tapes. The differences exist because
of the different tables computed for the different tapes. The main program (Fig. B. 3) contains
a short loop that reads in and processes each record individually. This loop contains the
calls to RDTAPE and one of the three STORE routines. All the records are processed before
any printing is started. When the loop is completed, the main program terminates the final
error and error-free runs in the run table of (2) and (3) described in Section B. 1, 1.2. 1. The
remainder of the program for the 2-channel and 4- and 5-channel cases consists of setting
up and printing the following:
(1) Error Statistics
a) Overall probability of a bit error and frame error.
b) Distribution of probability of bit errors and frame errors
vs. signal level, Channel A for 2-channel, either combiner
or AGC for 4-channel, aﬁd AGC for 5-channel.
¢) Distribution of length of error runs and error-free runs.
d) Distribution of time spent in error runs.
e) Run time table (described in Section B. 1. 1. 2. 1, part (2).
f) Distribution of average number of errors per frame vs.
frame size.
(2) Signal Statistics
a) Mean variance and standard deviation of signal levels both
when errors occurred and overall, Channel A for 2-chan-
nel; channels A, B either combined or AGC, and linear sum
of A and B for 4-channel; channel A, B, AGC, combined and
linear sum of channels A and B for 5-channel.
b) Distribution of signal levels both when errors occurred and
overall. These tables correspond to statistics of part a).

¢) Distribution of channel A vs. channel B when errors occurred.

As noted, the voltage levels received have been compressed into 64 levels for digital analysis.
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For the signal statistics, means, variance, and standard deviations are determined in db
units as well as in the compressed levels. Db units are obtained by reading in calibration
curves as input data to the program. The calibration curves are derived from calibration
data taken at the same time the data are recorded.

B. 1.2 Level Crossing Analysis Program. The level crossing analysis program is

used to calculate a family of curves denoting the cumulative probability of the signal fades
below a predetermined arbitrary signal level for a time greater than or equal to to (Fig. B. 4).

The strength of the signal in db below the signal mean is used as the parameter of the curves.

Cum. Prob. a Fade > 60

5 db Below Mean

t sec
o

Fig. B.4. Output of level crossing program.

Level crossing curves can be calculated for channel A and B, the AGC, combiner,
and the linear sum of the A and B signals. The program can be used to calculate a variable
number of curves for each channel. The individual fade lengths are determined and then
grouped into standardized fade lengths for easier data processing.

Inputs needed by the program are:

(1) The number of records to be read on the input tape.

(2) The values of the vector which contain the time quantization levels into which

the fade data are to be quantized.

(3) The number of quantization slots minus one.
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(4) The values of the various thresholds in computer levels from 1 to 63.
(5) The values of the thresholds in db below the mean as a decimal number.
(6) The calibration tables for channel A and channel B from computer levels to

dbm. These are the same tables as were used in the main tropo analysis program.

Outputs of the program are:

(1) The input calibration curves of channel A and channel B, that are being used
for the particular tape being run, are printed out.

(2) The number of tape records read and the number of bad records, if any, are
printed out.

(3) The results of the fade program are read out with the following results given:

a) The threshold value in computer level used in the fade program.

b) The threshold value in db below the mean used in the fade program.

¢) The total number of fades at this threshold level.

d) A table giving the number of fades and the cumulative probability
of a fade length greater than or equal to the quantization fade
lengths used.

There is an output of (3) for each fade curve being calculated.

The program has three main parts: a main program called MLEVC written in the
MAD language, and two subroutines written in UMAP. One subroutine called RDTAPE reads
the binary input tape into the computer core, while the second subroutine called LEVCRX
determines the fade curves. The subroutine RDTAPE is the same binary tape reading rou-
tine used for the main tropo analysis program. A write-up of the operation of this routine
was given in Section B. 1. 1.

Both the main program and the subroutine LEVCRX are organized in such a way
that changes in the total number of fade curves and the particular signals used in calculating
the fade curve can easily be changed. This is accomplished in the main program by having
the printout organized as an internal function so that the only change needed to add or sub-
tract a fade curve is to add or delete a call for the internal function. The subroutine LEVCRX
uses several macros. The only change needed to add or subtract a fade curve is to add or

delete a call for the fade macro. Since the number of quantization levels and their values are
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read in as input data, it is easy to change the quantization levels used. The present program
is written only for 5-channel tropo tapes. Because of the special format used on the 5-channel
TPN tapes, a special UMAP routine LVXTPN must be used in place of LEVCRX. Only three
statements differ between the two programs.

B.1.2.1 The Main Program. The main program written in MAD is used for

eight distinct functions. These are:
(1) to set up storage locations for the tables needed by the program.
(2) to read in the input data.
(3) to calculate a table used to calculate the linear sum of channel A
and channel B.
(4) to call the test program which can be called if a test of the pro-
gram is desired.
(5) to zero out all the tables that are used.
(6) to call the UMAP subroutines.
(7) to calculate the total number of fades and the cumulative proba-
bility of a fade.
(8) to print out the results.
In this program, the vast majority of the variables are stored in common to facilitate the
use of the data by both the main program and the UMAP subroutine. A block diagram of the
main program is shown in Fig. B.5. The programming used to calculate a table for the lin-
ear sum of channel A and channel B is of enough importance to warrant more detailed discus-
sion.

Linear Sum of A and B

To keep the fade routines of LEVCRX the same for all data channels, it is neces-
sary to convert the linear sum of channels A and B in dbm to one of 64 integers ranging from

0 to 63. The method used for doing this is the following: First, a table is set up where in a

95



Dimension Variables
Zero Out Tables

!

Read In and
Print Out Data

v

Calculate Table
of Watts vs.
Computer Level
and Linear Sum
of Channel A
Plus
Channel B

L = Total No. of
Records to
be Read

|

L=L+1

Yes e

Read a Record of
Data into Core
Return Location
of Buffer Half to
Process

Y

Call LEVCRX
Process a
Record of Data

]

No

—

Print
Results
RECNUM
RECBAD

Y

Calculate Number of
Samples Processed

1

Print Fade Results
by Calling Internal
Function Resul.
Once for Each
Fade Curve

Fig. B.5.

96

Internal
Function
Resul.

Print Fade Threshold
in Computer Level and
db Below Mean

y

Calculate
Total
Fades

Y

Calculate
Cumulative
Probability

Y

Print Fade
Length, Number,
and Cumulative

Probability

Block diagram of main program.




vector ARCOMTF of 64 locations ranging from 0 to 63 is stored a table of values of dbm rang-

ing downward in 1 dbm steps from 57 in location ARCOMF(63) to 120 in ARCOMF(0), that is,

ARCOMF (63) = 57
ARCOMF (62) = 58
ARCOMF (1) = 119
ARCOMF (0) = 120

The values of dbm are absolute values since we are actually concerned with minus dbms in
the true experiment. The computer program considers all signals as being positive dbm for
convenience. Second, a table (WVCOM) of values of the linear sum of channels A and B is
prepared. This table is a matrix 64 x 64 corresponding to all combinations of the 64 possi-
ble values of channel A and the 64 values of channel B. This table is a floating point table
and the values of the linear sum are decimal numbers not necessarily integers. This table
of numbers is now quantized to integers lying between 57 and 120 by comparing the values of
the WVCOM table with the vector ARCOMF. Instead of storing the integer quantized number,
however, the location of the quantized number in the ARDOMF vector (which ranges from 0
to 63) is stored in IWVCOM (an integer table stored in the same location as WVCOM). The re-
sult of this sequence of programming is a matrix 64 x 64 which contains numbers ranging
from 0 to 63 which have a one-to-one correspondence to the values of the linear sum of
channels A and B to the nearest dom. Each time a sample pair of values of channel A and
channel B is encountered the IWVCOM table is consulted to bring back a number from 0 to

63 which corresponds directly with the dbm value of the linear sum of channel A plus chan-
nel B.

B. 1. 2.2 Subroutine LEVCRX. This UMAP subroutine has three functions:

1) Unpacking the experimental multiplexed data.
2) Using the computer levels of channels A and B, calculating a number used by

the matrix IWVCOM to find the effective value of the linear sum of channels A and B.

3) Calculating the fade tables.
The subroutine uses 5 macros which are called many times to generate the majority of the

program. Because of this organization into macros, it is relatively easy to make changes
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in the program. In this program, the value of the number of errors in a frame is not needed,
so in unpacking this channel it is discarded. A block diagram of the subroutine LEVCRX is
shown in Fig. B.6. This subroutine has been designed with efficiency of operation as a pri-
mary concern rather than efficiency of storage locations to reduce the running time to a min-
imum.

The entire sequence of instructions used to calculate whether a signal is in a fade;
and if so, of what duration is the fade if contained in the macro FADE which is called with
different arguments depending on the signal being processed. The sample under considera-
tion is compared with the threshold being used. If the signal is in a fade, a counter is up-
dated by one. If the signal is not in a fade, a check is made to see whether this sample
denotes the end of a fade. If this sample is the end of a fade, a routine is entered to store
the length of the fade in the proper fade table location. If the sample is just one of many
samples above the fade threshold, an exit is made from the routine. If for some reason a
fade length is large enough to exceed the maximum size of the fade table, the length of the
fade is printed out on-line. It is very unlikely that any on-line printouts will occur since the

final entry in the fade table was made extremely large to avoid on-line printouts.
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APPENDIX C

CUMULATIVE FADE CURVES FOR A +B SIGNAL

The curves, C. 1 through C.5 depict the "fraction of time in fade for a time greater
than the abscissa value' for the linear sum signal A+ B. As described in Section 3. 2. 3, this
signal was formed during the computer 'analysis to permit comparison to the actual diversity
achieved by the system.

These curves may be compared, respectively, to those in Figs. 6. 1 through 6. 5.

To be consistent with the levels on Figs. 6.1 through 6.5 the levels here are ex-
pressed in terms of "single channel. " To accomplish this, 3 db was subtracted from the
experimentally found values of each level of A+ B. Thus if the actual level of A + B read
80. 2 dbm, this is equivalent to 83.2 dbm on a single channel basis.

Comparison of the figures here to those of Figs. 6. 1 through 6.5 shows that the
corresponding fade levels are grossly comparable, using the technique described in Section

5.5 for estimating the fade levels.
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