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This paper is the thirtieth in a series growing out of studies of radar cross sections at The University of Michigan Research Institute. The primary aims of this program are:

1. To show that radar cross sections can be determined analytically.

2. A. To obtain means for computing the radiation patterns from antennas by approximate techniques which determine the pattern to the accuracy required in military problems but which do not require the exact solutions.

   B. To obtain means for computing the radar cross sections of various objects of military interest.

   (Since 2A and 2B are interrelated by the reciprocity theorem it is necessary to solve only one of these problems.)

3. To demonstrate that these theoretical cross sections and theoretically determined radiation patterns are in agreement with experimentally determined ones.

Intermediate objectives are:

1. A. To compute the exact theoretical cross sections of various simple bodies by solution of the appropriate boundary-value problems arising from electromagnetic theory.

   B. To compute the exact radiation patterns from infinitesimal sources on the surfaces of simple shapes by the solution of appropriate boundary-value problems arising from electromagnetic theory.

   (Since 1A and 1B are interrelated by the reciprocity theorem it is necessary to solve only one of these problems.)

2. To examine the various approximations possible in this problem and to determine the limits of their validity and utility.

3. To find means of combining the simple-body solutions in order to determine the cross sections of composite bodies.
4. To tabulate various formulas and functions necessary to enable such computations to be done quickly for arbitrary objects.

5. To collect, summarize, and evaluate existing experimental data.

K.M. Siegel
It is shown that the inhomogeneous wave equation, \( \nabla^2 u - u_{tt} = \rho \, e^{i\omega t} \), with prescribed initial conditions and subject to outer boundary conditions on a smooth closed surface, has a solution of the form \( v(x, t) \, e^{i\omega t} \), and that \( \lim_{T \to \infty} T^{-1} \int_0^T v(x, t) \, dt \) is given by the formula \( \phi(x) = \lim_{s \to 0} \phi(x, s) \), where \( \phi(x, s) \) is the solution of \( \nabla^2 \phi + (\omega - is)^2 \phi = \rho \), subject to the same boundary conditions as \( u \), and which is square-integrable in the exterior region. The theory of analytic resolvents of Sims and Phillips is applied to obtain a representation of the solution of this equation as a contour integral. In the case of the sphere, this integral is the same as the representation obtained by others by use of the Watson transform. In the case of the axially symmetric scattering of a plane wave by a prolate spheroid, the integral can be evaluated, in the shadow region, as a residue series which can be summed, following Franz, as a sum of "creeping waves". The computations are performed only for the surface distribution; the methods of Langer are exploited for the asymptotic evaluation, for large \( \omega \), of the residues. The attenuation of the "creeping waves" is shown to be proportional to \( \omega^{\frac{1}{3}} R^{-\frac{2}{3}} \), where \( R \) is the radius of curvature at the tip; this contradicts several previously held theories.
INTRODUCTION

In a series of papers (Refs. 3, 9, 10), Franz and Depperman showed how one could obtain representations of the solution of problems involving diffraction by cylinders and spheres which converged much more rapidly, for large frequencies, than does the classical Mie series*. Their methods involved, on the one hand, an investigation of the integral equation for the field (scalar or vector), and on the other hand, the direct application of the Watson transform to the Mie series. The first technique had the advantage of not depending, in the general nature of its conclusions, upon the shape of the diffracting body, and gave results, in the penumbra region, consistent with those earlier published by Fock (Refs. 5, 6, 7, 8).

The second technique, despite its specialization to the sphere and cylinder, was especially interesting because, aside from physical considerations, it exhibited an expansion of the solution in terms of the "radial part" of the operator $\nabla^2 + k^2$. Marcuvitz had previously obtained a similar result, through direct consideration of the one dimensional "radial" operator (Ref. 17), and independently, Imai obtained a similar result using similar methods (Ref. 13). More recently, Felsen has used like techniques to solve problems which separate in spherical coordinate systems (Ref. 4).

In the present paper, the analogue of the Franz residue series (Ref. 9) will be derived for the axially symmetric scalar scattering of a plane wave by a prolate spheroid. The method is apparently new, but it is a refinement of the idea of

* Throughout this paper, the phrase "Mie series" will be used to describe expansions in series of spherical harmonics.
Marcuvitz. An outline of the method is given in Section 5 and in Section 6 it is applied to the sphere, for the sake of comparison with known results. In Section 7 and Section 8 the work on the prolate spheroid is carried out.

As will be seen, the method consists of obtaining a contour integral representation of the solution of the scalar wave equation, in which the wave number is given a small negative imaginary part, eventually to be allowed to converge to zero. The introduction of this imaginary part permits a rigorous application of the work of Sims (Ref. 19), and Phillips (Ref. 18), described in Section 4, to secure the contour integral. It also permits a rigorous application of the work of Langer (Refs. 15 and 16), in the asymptotic representation, for large wave numbers, of the residues of the integrand. This is done in the Appendix, which was written by N. D. Kazarinoff.

The introduction of this imaginary part is discussed in Sections 1, 2, and 3. The situation is not simple enough to be described in a few words, but roughly, it is shown that the method is merely the correct use of the Laplace transform in solving the time dependent wave equation.

The technique employed here is applicable to any boundary surface which is a level surface in a coordinate system in which the scalar wave equation separates. Further, it is easy to verify, since all such systems are known, that the evaluation of the residues invariably involves the study of a second order differential equation at a simple turning point. This introduces circular functions of order 1/3, and is the basis for what has come to be known as the "Fock" approximation. A survey of
this approximation has been written by R. F. Goodrich (Ref. 11), whose helpful comments during the preparation of this manuscript are gratefully acknowledged.
I

THE CLASSICAL PROBLEM

The classical approach to scalar diffraction problems is to solve, if possible, the scalar wave equation:

\[
\left\{ \nabla^2 + \omega^2 \right\} \phi = \rho(x).
\] (1.1)

In Equation (1.1), \( \rho(x) \) represents a spacial distribution of radiating sources, \( \omega \) is the frequency of the radiation, and \( \phi \) satisfies an homogeneous boundary condition at the surface of the scattering body. As a mathematical problem, this is not well-set; the introduction of the radiation condition satisfies the dual purpose of guaranteeing that the solution behave, asymptotically, as an outgoing wave, and that the solution be unique.

The apparently ad hoc introduction of the radiation condition is a disturbing aspect of the theory, since it violates the principle that the correct mathematical representation of a physical problem should be a well-set mathematical problem. To appreciate the difficulty it is necessary to examine the genesis of Equation (1.1). This equation is obtained by assuming that the time dependent distribution, \( u(x,t) \), which is a solution of the equation:

\[
\nabla^2 u - u_{tt} = \rho(x) e^{i\omega t},
\] (1.2)

can be represented in the form:

\[
u(x,t) = \phi(x) e^{i\omega t}.
\] (1.3)
There are two objections to be raised. First, Equation (1.2), as it stands, is not a well-set problem. It does not become well-set until, for example, the values of $u(x,t)$ and its time derivative are specified for some value of $t$. Second, once this specification has been made, the representation (1.3) may no longer be justified. This can be verified very easily for the one-dimensional problem, for which the solution can be computed exactly.

Thus is exhibited the paradox: Starting with the well-set physical problem - namely, a distribution known to satisfy the inhomogeneous wave equation (1.2), and having, together with its first time derivative, a specified value at some fixed time, the derivation of the scalar wave equation (1.1) cannot, in general, be justified. On the other hand, the Equation (1.1), with the radiation condition imposed, is known to give satisfactory results in the theory of diffraction.
II
THE REFORMULATION

It is possible to resolve the paradox. First, to be definite, let it be assumed that \( u(x,t) \) satisfies the Equation (1.2), and that at time \( t = 0 \), \( u(x,t) \) satisfies the initial condition:

\[
u(x,0) = f(x) ; \quad u_t(x,0) = g(x) .
\]

(2.1)

Further, let it be assumed that on the boundary of a smooth, closed surface, \( B \), the normal derivative is zero, i.e.:

\[
u_n(x,t) \quad x \in B = 0 .
\]

(2.2)

Let it finally be assumed that \( f(x) \), \( g(x) \), and \( \rho(x) \) vanish outside a bounded region. If the Kirchoff integral equation, which involves the use of retarded potentials, is set up, this last condition is seen to imply that for a fixed value of \( t \), \( u(x,t) \) vanishes for \(|x| > |x_0| + t\); the \(|x_0|\) just introduced is the radius of a sphere exterior to which \( f(x) \), \( g(x) \) and \( \rho(x) \) vanish.

If \( v(x,t) \) is defined to be

\[
v(x,t) = e^{-i\omega t} u(x,t) ,
\]

(2.3)

it follows, from Equation (1.2), that

\[
\nabla^2 v - \left[ v_{tt} + 2i\omega v_t - \omega^2 v \right] = \rho(x) .
\]

(2.4)

At this point, following the notation of Phillips (Ref. 12), the column vectors \( y(x,t), z(x,t) \) will be defined to be:
\[ y(x, t) = \begin{pmatrix} v(x, t) \\ v_t(x, t) \end{pmatrix}; \quad z(x, t) = \begin{pmatrix} u(x, t) \\ u_t(x, t) \end{pmatrix}. \quad (2.5) \]

Then, the following relationships hold
\[
y(x, t) = e^{-i\omega t} \begin{pmatrix} 1 & 0 \\ -i\omega & 1 \end{pmatrix} z(x, t); \quad y_n(x, t) \bigg|_{x \in B} = 0. \quad (2.6)\]

Now Equation (2.4) can be written in a more suggestive form:
\[
\frac{d}{dt} y(x, t) = \mathbf{\Pi} y(x, t) + y_o(x). \quad (2.7)
\]

In Equation (2.7) \(\mathbf{\Pi}\) and \(y_o(x)\) are respectively an operational matrix and a column vector described by the equations:
\[
\mathbf{\Pi} \cong \begin{pmatrix} 0 & 1 \\ (\nabla^2 + \omega^2) & -2i\omega \end{pmatrix} \quad (2.8)
\]
\[
y_o(x) \cong \begin{pmatrix} 0 \\ -\rho(x) \end{pmatrix} \quad (2.9)
\]

\(\mathbf{\Pi}\) is the infinitesimal generator of a semi-group. To see this, consider the homogeneous equation
\[
\frac{d}{dt} z(x, t) = \mathbf{\Pi} z(x, t). \quad (2.10)
\]

In Equation (2.10), \(\mathbf{\Pi}\) is the operational matrix:
\[
\mathbf{\Pi} \cong \begin{pmatrix} 0 & 1 \\ \nabla^2 & 0 \end{pmatrix} \quad (2.11)
\]

This equation, subject to initial conditions and boundary conditions at \(B\), is known to have a semigroup for its solution (Ref.12). Following the notation of this reference, the solution of Equation (2.10) can be represented by the formula:
\[ z(x, t) = \exp(\mathcal{L} t) z(x, 0). \quad (2.12) \]

If \( y(x, t) \) is related to \( z(x, t) \) by the first equation in Equation (2.6), then
\[ y(x, t) = e^{-i\omega t} \begin{pmatrix} 1 & 0 \\ -i\omega & 1 \end{pmatrix} \exp(\mathcal{L} t) \begin{pmatrix} 1 & 0 \\ i\omega & 1 \end{pmatrix} y(x, 0). \quad (2.13) \]

If one computes \( y(x, t_1 + t_2) \) from Equation (2.13), and makes use of the fact that \( \mathcal{L} \) is the infinitesimal generator of a semigroup, one finds that Equation (2.13) represents a semigroup. Then, if one differentiates Equation (2.13) with respect to \( t \), and takes the limit as \( t \to 0 \), the infinitesimal generator of this semigroup is seen to be \( \mathcal{L} \).

Now, by using the method of variation of parameters, the solution of Equation (2.7) is seen to be
\[ y(x, t) = \exp(\mathcal{L} t) y(x, 0) + \left( \int_0^t \exp(\mathcal{L} t) \, dt \right) y_o(x). \quad (2.14) \]

Until now, the class of functions to which the operators are being applied has been left unspecified. The only description of the functions which have come into the discussion has been that they vanish outside of bounded sets. To apply correctly the theory of semigroups, a complete space of functions should be provided; so the functions considered should be thought of as being embedded in a complete space; in particular, a space in which the functions vanish at \( \infty \). If in this space \( \mathcal{L} \) has a bounded inverse, it is possible to apply a Tauberian theorem (Ref. 12), and to demonstrate that the (C-1) limit of \( \exp(\mathcal{L} t) \) is zero. That is,
\[ \lim_{T \to \infty} \int_0^T \exp(\mathcal{L} t) \, dt = 0. \quad (2.15) \]
If one then considers Equations (2.14) and (2.15), one obtains:

\[
\lim_{T \to \infty} T^{-1} \int_0^T y(x,t) \, dt = \mathbf{\Pi}^{-1} y_0(x) . \tag{2.17}
\]

If the left member of Equation (2.17) is designated to be the column vector

\[
\mathbf{\vec{y}}(x) = \begin{pmatrix} \mathbf{\vec{1}}(x) \\ \mathbf{\vec{2}}(x) \end{pmatrix} , \tag{2.18}
\]

then Equation (2.17) can be written as

\[
\mathbf{\Pi} \mathbf{\vec{y}}(x) = y_0(x) . \tag{2.19}
\]

Taking into account Equations (2.8), (2.9), (2.18) and (2.19), it is found that

\[
(\nabla^2 + \omega^2) \mathbf{\vec{1}}(x) = \rho(x) ; \quad \mathbf{\vec{2}}(x) = 0 . \tag{2.20}
\]

The preceding remarks can be summed up in the form of a theorem:

**IF THE CLASS OF FUNCTIONS FROM WHICH THE INITIAL CONDITIONS AND SOURCE DISTRIBUTION ARE CHOSEN HAS A COMPLETION IN WHICH THE SCALAR WAVE EQUATION HAS A UNIQUE SOLUTION, IF \( u(x,t) \) IS A SOLUTION OF THE WELL-SET PROBLEM, EQUATIONS (1.2) AND (2.1), AND IF \( v(x,t) = e^{-i\omega t} u(x,t) \), THEN \( \lim_{T \to \infty} T^{-1} \int_0^T v(x,t) \, dt \) EXISTS AND SATISFIES THE SCALAR WAVE EQUATION.**
III

THE USE OF THE LAPLACE TRANSFORM

The preceding sections show that the scalar wave equation should be solved to find the (C-1) limit of \( v(x, t) \). To show this, a Tauberian theorem has been used. But now an Abelian theorem can be applied to secure this (C-1) limit by means of the Laplace transform. If \( V(x, s) \) is the Laplace transform of \( v(x, t) \), and if (C-1) limit exists, then (Refs. 2 and 12),

\[
\lim_{T \to \infty} T^{-1} \int_{0}^{T} v(x, t) \, dt = \lim_{s \to 0^+} s \, V(x, s) . \quad (3.1)
\]

Since it has been seen in Section II that the limit in the left member of Equation (3.1) is independent of the initial conditions, no generality is lost in assuming the initial conditions to vanish. But then, from Equation (2.4), it is found that if \( \phi(x, s) = s \, V(x, s) \), then

\[
\nabla^2 \phi + (\omega - is)^2 \phi = \rho(x) . \quad (3.2)
\]

The condition mentioned above, that \( \rho(x) \) vanishes outside a sphere of radius \( |x_0| \), implies that \( \phi(x, s) \) vanishes exponentially as \( |x| \to \infty \). In fact,

\[
\phi(x, s) = \int_{|x| - |x_0|}^{\infty} e^{-st} \, v(x, t) \, dt ; \quad (3.3)
\]

since \( v(x, t) \) is of exponential type, a fact which is assured by consideration of Equation (2.14), the stated result follows.
It is also true that Equation (3.2), together with the boundary condition at B and the imposition of the requirement that $|\phi|^2$ be integrable over the volume exterior to B, presents a problem whose solution is unique. For if
\[
\nabla^2 \phi + (\omega - is)^2 \phi = 0 ,
\]
and the boundary and integrability conditions are satisfied by $\phi$, then
\[
\nabla \cdot \left\{ \phi \nabla \bar{\phi} - \bar{\phi} \nabla \phi \right\} + 4 is \omega |\phi|^2 = 0 ,
\]
so that
\[
4 is \omega \int_{V_R} |\phi|^2 \, dx = \int_{\Sigma_R} (\phi \nabla \bar{\phi} - \bar{\phi} \nabla \phi) \cdot d \Sigma_R .
\]

In Equation (3.6), $\Sigma_R$ designates the surface of a sphere of radius $R$, and $V_R$ is the volume interior to this sphere and exterior to B. But the integrability condition assures that $\phi'(x, s) = o \left( \frac{1}{|x|} \right)$, $\phi = o \left( \frac{1}{|x|^2} \right)$, so that the surface integral in Equation (3.6) vanishes as $R \rightarrow \infty$. This proves the stated result. Thus, the unique solution will not only satisfy the integrability condition, but, on the basis of the preceding result, will vanish exponentially as $|x| \rightarrow \infty$. In the applications, this will be seen to lead to a solution of the scalar wave equation which satisfies the radiation condition.
IV

THE THEORY OF SECOND ORDER DIFFERENTIAL OPERATORS

Before the preceding formulation is used to solve specific problems, certain mathematical results should be stated. The results to be used here are to be found in various places. The theory of singular self-adjoint second order differential operators is treated extensively in the monographs of Titchmarsh and of Stone (Refs. 20 and 21). The modified theory, in which the coefficients of the operator are permitted to be complex, has been studied by Phillips (Ref. 18) and Sims (Ref. 19). It is from these references that the remarks to follow derive their justification.

Let $L$ be a formal differential operator, defined by the expression:

$$ L\ y = - \left\{ p(x) y' \right\}' + q(x) \ y \ . $$  \hspace{1cm} (4.1)

In Equation (4.1) the prime indicates differentiation with respect to $x$; the values of $x$ lie on an interval $-\infty < a < x < b < +\infty$; $p(x)$ is a real valued function and $p(x) > 0$ for all $x$ on the interval $a < x < b$; $q(x)$ is a complex valued function, and on the interval $\text{Im} [q] \geq q_0$.

There exist integral operators, $R_\lambda$, called resolvents, defined and analytic in the half-plane $\text{Im} [\lambda] < q_0$, having the property that if $L\ y$ exists, and if $y$ and $L\ y$ are square integrable on the interval, then

$$ R_\lambda (L\ y - \lambda\ y) = y $$  \hspace{1cm} (4.2)

and

$$ \int_{-i\delta - \infty}^{-i\delta + \infty} R_\lambda\ y\ d\lambda = -\pi iy \ , \text{ for } \text{Im} [\lambda] < q_0 \ , $$  \hspace{1cm} (4.3)
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both hold. In general, $R_\lambda$ is not uniquely determined, depending upon "boundary conditions" at $a$ and $b$, and upon the nature of $q(x)$. In diffraction problems, only two cases are of importance.

**Case I.** This case is defined by the conditions:

\[-\infty < a; b = \infty; p(a) \neq 0; \text{ the homogeneous equation } Ly - \lambda y = 0, \quad (4.4)\]

$\text{Im } [\lambda] < q_0$, has exactly one solution which is square integrable on $a < x < \infty$.

In this case, if an homogeneous boundary condition is defined, and it is required that at $x = a$, $R_\lambda y$ satisfy this boundary condition and that $R_\lambda y$ be square-integrable on $a < x < \infty$, then $R_\lambda y$ is uniquely determined; in fact, it is described by an integral operator of the form:

\[R_\lambda y = \int_a^\infty G(x,x',\lambda) y(x') \, dx'. \quad (4.5)\]

The kernel in the integral, called the resolvent Green's function, is represented by a formula:

\[G(x,x',\lambda) = \frac{1}{p(x) W(y_1,y_2)} \begin{cases} y_1(x) y_2(x'), & \text{if } x < x' \\ y_1(x') y_2(x), & \text{if } x' < x. \end{cases} \quad (4.6)\]

In Equation (4.6), $y_1$ is the solution of $L(y) - \lambda y = 0$ which satisfies the boundary condition at $x = a$, and $y_2$ is the solution of the same equation which is square integrable; $W(y_1,y_2)$ is the Wronskian determinant of $y_1$ and $y_2$.

**Case II.** This case is defined by the conditions:

\[-\infty < a < b < \infty; \quad p(a) = p(b) = 0; \quad a \text{ and } b \text{ are regular singular points for the differential equation } Ly - \lambda y = 0. \quad (4.7)\]
Here, aside from the condition that $R_\lambda y$ be square integrable, no boundary conditions are needed in order to specify $R_\lambda$. $R_\lambda$ again has a representation of the form (4.5) (in which, of course, "\omega" is replaced by "\beta"). In this representation, the kernel is again described by Equation (4.6), except that the $y_1$ and $y_2$ which appear in Equation (4.6) are now, respectively, the solutions of $Ly - \lambda y = 0$ which are regular at \( a \) and at \( b \).
It is now possible to outline a procedure by means of which one can solve diffraction problems in the case where the surface $B$ is a level surface for a coordinate system in which the scalar wave equation is separable. Roughly speaking, the three coordinates $(\xi_1, \xi_2, \xi_3)$ can be thought of as respectively the "radial", the "angular", and the "axial" variable. The axial variable, $\xi_3$, has a range, $0 \leq \xi_3 \leq 2\pi$, and the solution is expected to be periodic in $\xi_3$. Hence, a preliminary Fourier decomposition is applied, reducing the problem to one in which only the coordinates $\xi_1$ and $\xi_2$ appear. The differential operators involving $\xi_1$ and $\xi_2$ are respectively in Cases I and II of the preceding section (it is to be remembered that the equation to be solved is Equation (1.1), in which "$\omega$" has been replaced by '$\omega - is$'). It is then possible to apply the resolvents of these differential operators to both sides of Equation (1.1) in such a way that there exists a path, $\Gamma'$, in the $\lambda$ plane such that when the equation which is secured by applying the resolvents is integrated along $\Gamma'$, an integral representation for the solution of Equation (1.1) is obtained. This integral representation can be evaluated by means of a residue series. The singularities of the integrand occur both above and below the path $\Gamma'$. These correspond, respectively, to singularities caused by poles of the resolvents of the radial and angular differential operator. The problem then reduces to the evaluation of this integral.
To illustrate, these methods shall be applied first to the case in which B is a sphere, and second to the case in which B is a prolate spheroid. In the first case, the well-known result, obtained by other methods (Ref. 9), and which leads to the residue series which is called the "creeping wave" approximation is obtained. In the second case, an analogous, but apparently new, representation is secured, and by application of the asymptotic theory of second order differential equations, an analogous residue series shall be given.
VI

THE SPHERE

The source distribution will be assumed to be axially symmetric. This simply eliminates an inessential complication. The equation to be solved is:

\[ (r^2 \phi_r)_r + k^2 r^2 \phi + \frac{1}{\sin \theta} (\sin \theta \phi_\theta)_\theta = r^2 \rho(r, \theta). \] (6.1)

In Equation (6.1), \( k = \omega - is \); the range of \( r \) is \( 0 < a \leq r < \infty \); the range of \( \theta \) is \( 0 < \theta < \pi \); and the solution is required to obey the boundary condition

\[ \phi_r \bigg|_{r=a} = 0. \]

The differential operator,

\[ L_r \phi = -(r^2 \phi_r)_r - k^2 r^2 \phi, \quad a \leq r < \infty, \] (6.2)

will be studied. When regarded as an ordinary differential operator, this is clearly of the form (4.1), and \( \text{Im} \[ q \] \geq 2\omega s \ a^2 \). The equation

\[ L_r \phi - \lambda \phi = 0 \] (6.3)

is easily found to have two solutions,

\[ \frac{w_1(r, \lambda)}{r} \sim \frac{1}{r} e^{ikr}; \quad \frac{w_2(r, \lambda)}{r} \sim \frac{1}{r} e^{-ikr}. \] (6.4)

In Equation (6.4), as elsewhere, the symbol \( \sim \) is used to designate an asymptotic representation. If the variable with respect to which the representation is asymptotic is not apparent, this will be explicitly stated. In the present case, \( r \), not \( k \), is this variable.
These two solutions are linearly independent; the first is not square integrable on \( a < r < c \); the second is. Hence, the condition for Case I of Section IV applies.

The resolvent Green's function is described by the formula

\[
G(r, r', \lambda) = \frac{1}{-a^2 \phi_1(a, \lambda) \phi_2'(a, \lambda)} \begin{cases} 
\phi_1(r) \phi_2(r') & (r < r') \\
\phi_1(r') \phi_2(r) & (r > r')
\end{cases}
\]

(6.5)

In Equation (6.5), the \( \phi_1 \) and \( \phi_2 \) are defined as:

\[
\begin{align*}
\phi_1(r, \lambda) &= [a w_2'(a, \lambda) - w_2(a, \lambda)] \frac{w_1(r, \lambda)}{r} - [a w_1'(a, \lambda) - \omega_1(a, \lambda)] \frac{w_2(r, \lambda)}{r} \\
\phi_2(r, \lambda) &= \frac{w_2(r, \lambda)}{r}
\end{align*}
\]

(6.6)

For later use it should be observed that

\[
\phi_2(r, \lambda) = k \sqrt{\frac{\pi}{2}} e^{-\frac{i}{4} \frac{r}{k}} e^{-\frac{i\mu\pi}{2}} \left[ \frac{H_\mu^{(2)}(kr)}{\sqrt{kr}} \right].
\]

(6.7)

In Equation (6.7), \( \mu^2 = 1/4 - \lambda \), and \( H_\mu^{(2)} \) is the Hankel function (Ref. 1). This follows from the observation that \( \frac{\phi_2}{\sqrt{T}} \) is a circular function of order \( \mu \) which is asymptotic to \( e^{-ikr/r} \). Using Equation (6.5), the resolvent, \( R_\lambda \) is defined by Equation (4.5).

Next, it is necessary to consider the differential operator \( L_\theta \), defined by the formula:

\[
L_\theta \phi = -\frac{1}{\sin \theta} (\sin \theta \phi_{\theta})_\theta, \quad 0 < \theta < \pi.
\]

(6.8)

If the substitution \( \eta = \cos \theta \) is made, and \( L_\theta \) is considered to be an ordinary differential operator in \( \eta \), it can be seen that condition (4.7) is satisfied. The
resolvent, $R_\gamma$, is given by the formula
\[
\tilde{R}_\gamma y = \int_0^\pi H(\theta, \theta', \gamma) y(\theta') \sin \theta' \, d\theta'.
\] (6.9)

In Equation (6.9), $H(\theta, \theta', \gamma)$ is defined by the formula:
\[
H(\theta, \theta', \gamma) = \frac{\pi}{2 \sin \pi \nu} \left\{ \begin{array}{ll}
P_\nu (-\cos \theta) P_\nu (\cos \theta') & (\theta' < \theta) \\
P_\nu (-\cos \theta') P_\nu (\cos \theta) & (\theta' > \theta).
\end{array} \right.
\] (6.10)

In Equation (6.10), $\nu$ is given by the relation
\[
\nu(\nu + 1) = \tilde{\gamma},
\] (6.11)
and $P_\nu$ is the Legendre function.

Now, Equation (6.1) can be written in the following form:
\[
-L_r \phi - L_\theta \phi = r^2 \rho(r, \theta).
\] (6.12)

If $\lambda = i \delta + \ell$, $0 < \delta < 2 \omega a^2$, and the integral operator $R_\lambda$ is applied to both members of Equation (6.12), there is obtained the equation:
\[
-\phi - \left\{ L_\theta R_\lambda \phi + \lambda R_\lambda \phi \right\} = R_\lambda \left[r^2 \rho(r, \theta)\right].
\] (6.13)

This follows from two facts: first, Formula (4.2) is applicable; second, that \textit{a priori}, it is known that $\phi$ decreases exponentially in $r$; hence, the integral describing $R_\lambda \phi$ converges uniformly with respect to $\theta$, so the operators $L_\theta$ and $R_\lambda$ can be commuted.

If now the operator $\tilde{R}_-\lambda$ is applied to all members of Equation (6.13), there is obtained the formula:
\[
-\tilde{R}_-\lambda \phi - R_\lambda \phi = \tilde{R}_-\lambda R_\lambda \left[r^2 \rho(r, \theta)\right].
\] (6.14)

If all members of Equation (6.14) are then integrated with respect to $\ell$, $\ell$
going from $-\infty$ to $+\infty$, consideration of Equation (4.3) shows that

$$
\phi (r, \theta) = \frac{1}{2\pi i} \left( \int_{i\delta - \infty}^{i\delta + \infty} \bar{R}_\lambda R_\lambda \left[ r^2 \rho (r, \theta) \right] d\lambda \right) = \frac{1}{2\pi i} \int_{i\delta - \infty}^{i\delta + \infty} \int_{0}^{\pi} \int_{0}^{\infty} H(\theta, \theta', -\lambda) G(r, r', \lambda) \rho(r', \theta') r'^2 \sin \theta' d\theta' dr' d\lambda.
$$

(6.15)

If it is recalled that axial symmetry has been assumed, the iterated integral with respect to $r'$ and $\theta'$ can be thought of as a volume integral. Hence if $\rho(r, \theta)$ is the distribution corresponding to a point source located at $r = R, \theta = 0$ the corresponding $\phi(r, \theta)$ is given by

$$
\phi (r, \theta) = \frac{1}{2\pi i} \int_{i\delta - \infty}^{i\delta + \infty} H(\theta, 0, -\lambda) G(r, R, \lambda) d\lambda.
$$

(6.16)

If Equation (6.16) is evaluated and $s$ is allowed to approach 0, the resulting expression will be the Green's function for a sphere. If this evaluation is performed by summing over the residues in the lower half-plane, the Mie series results.

In general, it is easier to perform the computation by setting $r = a$, finding the pressure distribution on the boundary of the sphere, and then solving the scalar wave equation by the conventional double-layer technique of potential theory. If this is done, taking into account Equations (6.16), (6.5), (6.7), (6.10), and (6.11) the following representation is obtained:

$$
\phi (a, \theta) = -\frac{1}{\pi i} \frac{e^{\pi i/4} \sqrt{\pi/2}}{k^2 a^2} \int_{C_{\mu}} \frac{\mu P_{\mu-1/2} (-\cos \theta) e^{\pi i \sigma}}{\cos \pi \mu \left[ \frac{H^{(2)}_\mu (z)}{z} \right]'} d\mu
$$

(6.17)

where $C_{\mu}$ is the contour in the plane indicated in Figure 1.
Equation (6.17) is identical to the result obtained in References 9 and 3 by applying the Watson transform to the Mie series. The apparent discrepancy in path (in Ref. 9 and in Ref. 3 the path is in the first quadrant) is accounted for by the use of $H^{(2)}$ instead of $H^{(1)}$. 
VII

THE PROlate SPHERoid

With modifications, the technique of Section 6 can be duplicated to secure a representation of the surface distribution in the case where B is a prolate spheroid. Here again, axial symmetry will be assumed. The prolate spheroidal coordinates \((\xi, \eta)\) will be used; \(\xi\) is a parameter defining an ellipsoid of revolution about its major axis, with semi-focal distance \(c\) and eccentricity \(\frac{1}{\xi}\). As \(\xi\) takes on all values \(1 < \xi < \infty\), a family of confocal ellipsoids is generated. As \(\eta\) ranges over the interval \(-1 < \eta < 1\), the associated coordinate surfaces form the family of confocal hyperboloids orthogonal to the members of the first family. In this coordinate system the equation to be solved becomes:

\[
\left\{(\xi^2 - 1) \frac{\partial}{\partial \xi}\right\}_\xi + \gamma (\xi^2 - 1) \phi + \left\{(1 - \eta^2) \frac{\partial}{\partial \eta}\right\}_\eta + \gamma^2 (1 - \eta^2) \phi = J(c, \xi, \eta) \rho .
\]

(7.1)

In Equation (7.1), \(\gamma = kc = (\omega - i s)c\), and \(J(c, \xi, \eta)\) is the volume Jacobian. If radial symmetry were not assumed, the term:

\[
-m^2 \left[ \frac{1}{\xi^2 - 1} + \frac{1}{1 - \eta^2} \right] \phi
\]

(7.2)

would have to be added to the left member of Equation (7.1), and the \(\rho\) in the right member of Equation (7.1) would be replaced by the \(m^{th}\) Fourier coefficient of \(\rho\). The solution would then be not \(\phi\), but the \(m^{th}\) Fourier coefficient of \(\phi\) (with respect to the
axial variable. This is a complication which, even in the idealized case of
diffraction of a plane incident wave, creates difficulties that are not present in the
sphere problem. The question will be considered in another paper.

The boundary condition is given by the equation:

\[
\phi_{\xi=\xi_o} = 0 .
\]  
(7.3)

In Equation (7.3), \( \xi_o > 1 \) is the reciprocal of the eccentricity of the
particular spheroid under consideration. The differential operator \( L_{\xi} \), defined
by the formula

\[
L_{\xi} \phi = -\left\{ (\xi^2 - 1) \phi_{\xi} \right\} _{\xi} - \psi^2 (\xi^2 - 1) \phi ,
\]  
(7.4)
is introduced. This is an operator of the type considered in Section 4, and if
\( \xi \geq \xi_o \), \( \text{Im } [ q ] \geq 2\omega_c^2 (\xi_o^2 - 1) \). To construct the resolvent, it is
necessary to study the homogeneous equation \( L_{\xi} \phi - \lambda \phi = 0 \), when
\( \text{Im } \lambda < 2\omega_c^2 (\xi_o^2 - 1) \).

If \( w \) is related to \( \phi \) by the equation

\[
w = (\xi^2 - 1)^{1/2} \phi ,
\]  
(7.5)
then the homogeneous equation for \( \phi \) is transformed into an equation for \( w \). This
equation is:

\[
w_{\xi}\xi + \left\{ \psi^2 + \frac{1}{\xi^2 - 1} + \frac{1}{(\xi^2 - 1)^2} \right\} w = 0 .
\]  
(7.6)

Equation (7.6) has two linearly independent solutions, \( w_1(\xi, \lambda) \) and \( w_2(\xi, \lambda) \)
which are, for large \( \xi \), asymptotic respectively to \( e^{i\psi \xi} \) and \( e^{-i\psi \xi} \). Only the
second of the corresponding \( \phi(\xi, \lambda) \) is square integrable on the interval \( \xi_o \leq \xi < \infty \).
Thus, Case I of Section 4 applies.
The functions $\phi_1(\xi, \lambda)$, $\phi_2(\xi, \lambda)$ are defined by the formulas:

$$
\phi_1(\xi, \lambda) = (\xi^2 - 1)^{-1/2} \left\{ \left( \frac{\xi^2}{\xi_0^2} - 1 \right) w_2'(\xi_0, \lambda) - \frac{\xi}{\xi_0} w_2(\xi_0, \lambda) \right\} w_1(\xi, \lambda) - \\
\left( \frac{\xi^2}{\xi_0^2} - 1 \right) w_1'(\xi_0, \lambda) - \frac{\xi}{\xi_0} w_1(\xi_0, \lambda) \right\} w_2(\xi, \lambda)
$$

(7.7)

$$
\phi_2(\xi, \lambda) = (\xi^2 - 1)^{-1/2} \ w_2(\xi, \lambda)
$$

Then, $\phi_1(\xi, \lambda)$ satisfies the boundary condition (7.3), and the resolvent Green's function is computed to be:

$$
G(\xi, \xi', \lambda) = \frac{1}{2 \pi \sqrt{(\xi_0^2 - 1) w_2'(\xi_0, \lambda) - \xi_0 w_2(\xi_0, \lambda)}} \left\{ \begin{array}{ll}
\phi_1(\xi, \lambda)\phi_2(\xi', \lambda) & (\xi < \xi') \\
\phi_1(\xi', \lambda)\phi_2(\xi, \lambda) & (\xi > \xi')
\end{array} \right.
$$

(7.90)

It should also be noted that

$$
\phi_1(\xi_0, \lambda) = -2i \ \sqrt{(\xi_0^2 - 1)^{1/2}},
$$

(7.9)

and

$$
(\xi_0^2 - 1) w_2'(\xi_0, \lambda) - \xi_0 w_2(\xi_0, \lambda) = (\xi_0^2 - 1)^{3/2} \phi_2'(\xi_0, \lambda).
$$

(7.10)

The resolvent $R_\lambda$ is then given by the formula

$$
R_\lambda y = \int_{\xi_0}^{\infty} G(\xi, \xi', \lambda) y(\xi') \ d\xi'.
$$

(7.11)

The differential operator $L_\eta$ is defined to be:

$$
L_\eta \ \phi = - \left\{ (1 - \eta^2) \phi \right\}_\eta - \eta^2 (1 - \eta^2) \phi, \ -1 < \eta < 1.
$$

(7.12)

This, again, is an operator of the type considered in Section 4, where

\[ \text{Im} \ [q] > 0 \text{ on the interval } -1 < \eta < 1. \] Case II of Section 4 applies; thus if
\( \psi_2(\eta, \xi) \) is the solution of the homogeneous equation \( L_\eta \psi = -\xi \psi = 0 \) which is regular at \( \eta = 1 \), and normalized so that \( \psi_2(1, \xi) = 1 \), and if \( \psi_1(\eta, \xi) = \psi_2(-\eta, \xi) \), then the resolvent Green's function for the operator \( L_\eta \) is:

\[
G(\eta, \eta', \xi) = \frac{1}{(1 - \eta^2) W(\psi_1, \psi_2)} \begin{cases} 
\psi_1(\eta') \psi_2(\eta), & (\eta < \eta') \\
\psi_1(\eta) \psi_2'(\eta), & (\eta > \eta')
\end{cases}
\tag{7.13}
\]

and the resolvent, \( \widehat{R}_\xi \), is:

\[
\widehat{R}_\xi y = \int_{-1}^{1} G(\eta, \eta', \xi) y(\eta') \, d\eta'.
\tag{7.14}
\]

Equation (7.1) can be rewritten in the form

\[
-L_\xi \phi - L_\eta \phi = J \rho.
\tag{7.15}
\]

Let \( \gamma \) be a path in the complex \( \lambda \) plane defined by the conditions:

\[
\lambda = i \delta + \lambda, \quad 0 < \delta < 2\omega \pi c^2 (\xi_o^2 - 1).
\tag{7.16}
\]

\( \gamma \) is oriented in such a fashion that increasing \( \lambda \) corresponds to positive orientation. As in Section 6, successive application of \( R_\lambda \) and \( \widehat{R}_{-\lambda} \) to (7.15) yields:

\[
-L_{-\lambda} \phi - R_\lambda \phi = \widehat{R}_{-\lambda} R_\lambda \left[ J \rho \right].
\tag{7.17}
\]

If Equation (4.3) is considered, Equation (7.17) implies that

\[
\phi(\xi, \eta) = \frac{1}{2\pi i} \int_{\gamma} \widehat{R}_{-\lambda} R_\lambda \left[ J \rho \right] \, d\lambda.
\tag{7.18}
\]

The integrand of the right member of Equation (7.18) has the value:

\[
\int_{-1}^{1} \int_{0}^{\infty} G(\eta, \eta', -\lambda) G(\xi, \xi', \lambda) J(c, \eta', \xi') \rho(\xi', \eta') \, d\xi' \, d\eta'.
\tag{7.19}
\]
Because the assumption of axial symmetry has been made, Equation (7.19) can be regarded as a volume integral. If $\rho(\xi, \eta)$ is a distribution corresponding to a point source at $\xi = \Xi$, $\eta = 1$, Equation (7.19) becomes:

$$\begin{align*}
\widetilde{R}_{\lambda} \mathcal{R}_{\lambda} \left[ J \rho \right] &= \widetilde{G}(\eta, 1, -\lambda) G(\xi, \Xi, \lambda).
\end{align*}$$

In this case, $\phi(\xi, \eta)$ has the integral representation:

$$\begin{align*}
\phi(\xi, \eta) &= \frac{1}{2\pi i} \int \widetilde{G}(\gamma, 1, -\lambda) G(\xi, \Xi, \lambda) \, d\lambda.
\end{align*}$$

This, when $s \to 0$, is the Green's function for the prolate spheroid relative to a point on the axis of symmetry.
VIII

EVALUATION OF THE INTEGRAL

In this section, the representation (7.21) will be used to obtain the surface distribution induced on a prolate spheroid by a plane wave whose front is orthogonal to the axis of symmetry. To prepare the problem, first Equation (7.21) will be rewritten in terms of the functions defined in Section 7, and for \( \xi = 0 \). Taking into consideration Equations (7.21), (7.13), (7.8), (7.9) and (7.10), it is possible to rewrite Equation (7.21) as:

\[
\phi(\xi_0, \eta) = -\frac{1}{2\pi i} \int \frac{\psi_1(\eta, -\lambda) \phi_2(\Xi, \lambda) d\lambda}{(1-\eta^2)(\xi_0^2-1) \phi_2'(\xi_0, \lambda) W(\psi_1, \psi_2)}.
\]  

(8.1)

Now \( \phi_2(\Xi, \lambda) \) is asymptotic, for large \( \Xi \), to \( (\Xi^2 - 1)^{-1/2} e^{-i \sqrt{\Xi}} \). Then, the standard physical considerations lead to the definition of the "plane wave" solution to be:

\[
\phi_p(\xi_0, \eta) = -\frac{1}{2\pi i} \int \frac{\psi_1(\eta, -\lambda) d\lambda}{(1-\eta^2)(\xi_0^2-1) \phi_2'(\xi_0, \lambda) W(\psi_1, \psi_2)}.
\]  

(8.2)

A word of caution is necessary. The desired solution of the exact problem is obtained by evaluating Equation (8.1), letting \( s \to 0 \), and then letting \( \Xi \to \infty \). In deriving Equation (8.2) from Equation (8.1), it is necessary to show that

\[
\lim_{s \to 0} \phi_p(\xi_0, \eta) = \lim_{\Xi \to \infty} (\Xi^2 - 1)^{1/2} e^{ic\omega\Xi} \lim_{s \to 0} \phi(\xi_0, \eta).
\]  

(8.3)

This is, in fact true, but the argument will not be given; now to evaluate the integral in Equation (8.2) one can use the residue series in the lower half-plane, corresponding to the zeros of \( W(\psi_1, \psi_2) \). This choice is simply the analogue of
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finding the Mie series, and on the basis of classical Sturm-Liouville theory, can be shown to converge and to give a representation of \( \rho_p ( \xi_0, \eta ) \). The proof of this depends on the fact that the differential operator, \( L_\eta \), on the interval \(-1 < \eta < 1\), and for \( \gamma \) real, is a self-adjoint operator with a pure point spectrum (Refs. 20 and 21). However, even for \( \gamma \) real, the operator \( L_\xi \) does not fit into the classical Sturm-Liouville theory. The reason for this is that the requirement that the resolvent be asymptotic to \((\xi^2 - 1)^{-1/2} e^{-i\gamma \xi}\) for \( \gamma \) complex, becomes the equivalent of imposing the radiation condition for \( \gamma \) real. But the operator, \( L_\xi \), subject to the radiation condition, is not self-adjoint. Therefore, whether the integral (8.2) can be evaluated as a residue series in the upper half-plane is a question which must be settled by considerations removed from Sturm-Liouville theory. The work now follows very closely that of Franz (Ref. 9). Let attention be focused on the two equations which must be studied:

\[
\begin{align*}
\{(1 - \eta^2) y_\eta\}_\eta &+ \left\{\gamma^2 (1 - \eta^2) - \lambda \right\} y = 0 \\
\{(\xi^2 - 1) y_\xi\}_\xi &+ \left\{\gamma^2 (\xi^2 - 1) + \lambda \right\} y = 0.
\end{align*}
\]

(8.4)

If \( |\lambda| > \gamma^2 \), the second bracket in Equation (8.4) can be replaced by the single term, \(-\lambda\). This is justified by the restriction of \( \eta \) to the interval \(-1 < \eta < 1\), so that any asymptotic estimate can be made uniformly with respect to \( \eta \). But, this replacement having been made, Equation (8.4) is just the Legendre equation of order \( \nu \), \( \nu(\nu + 1) = -\lambda \), and the resolvent Green's function is the same as that obtained in the case of the sphere.
Care must be taken with Equation (8.5). Let \( \widetilde{y}(\xi) \) be defined by the relation:

\[
y(\xi) = (\xi^2 - 1)^{-1/4} \widetilde{y}(\xi).
\]

Then, if \( y(\xi) \) is a solution of Equation (8.5), \( \widetilde{y}(\xi) \) satisfies the equation:

\[
(\xi^2 - 1) \frac{d}{d\xi} \frac{d}{d\xi} + \xi \frac{d}{d\xi} \widetilde{y} + \left\{ 2(\xi^2 - 1) - \frac{1}{4(\xi^2 - 1)} + (\lambda - \frac{1}{4}) \right\} \widetilde{y} = 0.
\]

Let \( z \) be the new variable defined by

\[
z = \frac{1}{2} \left\{ (\xi^2 - 1)^{1/2} + \xi \right\}.
\]

Then, Equation (8.7) becomes:

\[
z^2 \frac{d^2}{dz^2} + z \frac{d}{dz} \widetilde{y} + \left\{ \left( \frac{3}{2} + \frac{1}{4} - \lambda \right) + \frac{1}{4(z + \frac{1}{4z})^2} \right\} \widetilde{y} = 0.
\]

If \( \mu^2 = \frac{3}{2} + \frac{1}{4} - \lambda \), Equation (8.9) resembles the Bessel equation of order \( \mu \), and if the last term in the bracket is suppressed, the solutions of Equation (8.9) are precisely the circular functions \( C \mu (\varphi z) \). The use of these circular functions is valid for either fixed \( \lambda \) and large \( z \) or fixed \( z \) and large \( \lambda \), \( \varphi^2 \) being held fixed. Hence, the identification with the function which, except for factors, behaves for large \( \xi \) as \( e^{-\varphi \xi} \) can be made, and the resolvent Green's function, although not the same, even for large \( \mu \), as that for the sphere, is similar to that for the sphere, the difference being established explicitly by means (8.6) and (8.8). Hence, for \( |\lambda| \gg \varphi^2 \), the integrand resembles that of the sphere case sufficiently closely that the argument of Franz can be applied to show that in the illuminated region; i.e., for positive values of \( \eta \), the residue series diverges, whereas, for negative values of \( \eta \), the series
converges, and represents the solution. The evaluation of the integral consists, then, of two parts. First the residues in the upper half-plane will be computed for values of $\lambda$ which are comparable to $\gamma^2$. Then, the residue series will be exhibited as a double series, which, if the order of summation is interchanged, can be interpreted as a series of "creeping waves". It will be seen that if the first "creeping wave" is deleted from this series, that the remaining series converges even in the illuminated region. And finally, it will be shown that the terms which have been removed can be re-evaluated by the stationary phase technique, and shown to correspond to the optical contribution.

The residues which will be of significance in the computation are those which occur at values of $\lambda$ which are comparable to $\gamma^2$. More precisely, these values of $\lambda$ satisfy the relation (A.17), given in the appendix. The immediate task is to refine this estimate. It should be observed, before doing this, that the values of $\lambda$ for which $\phi'_2(\xi_o, \lambda)$ vanish are in the upper half-plane. This is a consequence of the material in Section IV.

Now, consideration of formulas (A.12), (A.13), (A.6), (A.7) and (A.4) of the appendix leads to the conclusion that $\lambda$ will be a zero (comparable to $\gamma^2$) of $\phi'_2(\xi_o, \lambda)$, if and only if

$$\lambda = (1 - \frac{x^2}{x_1^2}) \gamma^2,$$

(8.10)

$$\int_{x_1}^{\xi_o} \frac{x^2 - x_1^2}{x^2 - 1} \ dx = \frac{\alpha_n}{\gamma} \left[ 1 + O\left(\frac{1}{\gamma}\right) \right]$$

(8.11)

where $\alpha_n$ is a root of the equation
\[
\frac{d}{d\alpha} R^{(2)}_{1/3} (\alpha) = 0 .
\]  

(8.12)

The left member of Equation (8.11), when expanded in powers of \((x_1 - \xi_0)\), becomes

\[
- \frac{2}{\xi_0^2 - 1} \left( x_1 - \xi_0 \right)^{3/2} \left[ 1 + \ldots \right] .
\]  

(8.13)

In Equation (8.13), the dots indicate higher powers of \((x_1 - \xi_0)\), and the branch of \((x_1 - \xi_0)^{3/2}\) will remain unspecified. Making use of Equations (8.11) and (8.13) there is obtained the relationship:

\[
(x_1 - \xi_0)^3 \left[ 1 + \ldots \right] = \left( \frac{\xi_0^2 - 1}{2 \xi_0} \right)^{2/3} \left( \frac{\alpha_n}{\gamma} \right)^{2/3} \left[ 1 + 0 \left( \frac{1}{\gamma} \right) \right] .
\]  

(8.14)

from which is derived the formula:

\[
(x_1 - \xi_0) = e^{-\frac{\pi i}{3}} \left( \frac{\xi_0^2 - 1}{2 \xi_0} \right)^{1/3} \left( \frac{\alpha_n}{\gamma} \right)^{2/3} \left[ 1 + 0 \left( \frac{1}{\gamma} \right) \right] .
\]  

(8.15)

Here, again the ambiguity of the branch will remain unresolved. By replacing \(x_1\) in Equation (8.10) by its value given in Equation (8.15), one obtains:

\[
\lambda = \left( 1 - \xi_0^2 \right) z^2 \left\{ 1 + e^{-\frac{\pi i}{3}} \left( \frac{2 \xi_0 \alpha_n}{(\xi_0^2 - 1) \gamma} \right)^{2/3} + 0 \left( \frac{1}{\gamma^3} \right) \right\} .
\]  

(8.16)

Now if \(\rho^2 = -\lambda\), the values \(\{\rho_n\}\), corresponding to the values of \(\lambda\) at which the residues must be taken is given by the formula

\[
\rho_n = \left( \xi_0^2 - 1 \right)^{1/2} \gamma \left\{ 1 + \frac{1}{2} e^{-\frac{\pi i}{3}} \left( \frac{2 \xi_0 \alpha_n}{(\xi_0^2 - 1)} \right)^{2/3} + 0 \left( \frac{1}{\gamma^3} \right) \right\} .
\]  

(8.17)
There remains an ambiguity as to the branch of the cube root to be chosen. But if the real part of \( \rho_n \) is positive, it is clear, from the observation that \( \lambda \) lies in the upper half-plane, that the imaginary part of \( \rho_n \) must be negative. Now it is possible to write the values of the residues. Using formulas (A.21), (A.42) and (A.43) of the appendix, and using the asymptotic relation (A.17), the residues for values of \( \lambda \) comparable to \( \gamma^2 \) become

\[
R_n = \gamma^{(4/3)} x^{3/4} \frac{\gamma}{12} \left( \frac{\gamma^2 - 1}{(1 - \gamma^2)(\gamma^2 - \gamma^2)} \right)^{1/4} \left( \frac{\gamma^2}{\gamma^2 - 1} \right)^{1/2} \frac{1}{\sqrt{\rho_n}}.
\]

\[
\cdot \left( \frac{\gamma^2 - 1}{\gamma^2} \right)^{1/6} \left( \frac{\gamma^2}{\gamma^2 - 1} \right)^{1/6} e^{i \rho_n \left( \frac{\gamma^2}{\gamma^2 - 1} \right)} \cdot f \left( \frac{\gamma^2}{\gamma^2 - 1} \right) \cos \left[ \rho_n \Phi (-\gamma) - \frac{\pi}{4} \right] \frac{1}{\cos \left[ 2 \rho_n \Phi (0) \right]}.
\]

where

\[
\Phi (x) = - \frac{1}{(\gamma^2 - 1)^{1/2}} \int \frac{1}{x} \left( \frac{\gamma^2 - z^2}{1 - z^2} \right)^{1/2} \mathrm{d}z. \tag{8.19}
\]

To evaluate the functions, \( f \left( \frac{\gamma^2}{\gamma^2 - 1} \right) \), \( f' \left( \frac{\gamma^2}{\gamma^2 - 1} \right) \), let it first be observed that

\[
f \left( \frac{\gamma^2}{\gamma^2 - 1} \right) = \lim_{x \to \infty} \left\{ \int \frac{\sqrt{x^2 - \frac{\gamma^2}{\gamma^2 - 1}}}{\sqrt{x^2 - \gamma^2}} \mathrm{d}x - x \right\}. \tag{8.20}
\]

If, in Equation (8.20) \( z = \frac{\gamma^2}{\gamma^2 - 1} \) is chosen as the new variable, then

\[
f \left( \frac{\gamma^2}{\gamma^2 - 1} \right) = \lim_{z \to 0} \left\{ \frac{1}{\sqrt{\gamma^2 - z^2}} \left( \int \frac{1}{z^2} \sqrt{\frac{1 - z^2}{\gamma^2 - z^2}} \mathrm{d}z - \frac{1}{z^2} \right) \right\} = \lim_{z \to 0} \left\{ \frac{1}{\sqrt{\gamma^2 - z^2}} \left( \int \frac{1}{z^2} \sqrt{\frac{1 - z^2}{\gamma^2 - z^2}} \mathrm{d}z - \frac{\gamma^2}{z} \right) \right\} \tag{8.21}
\]
Integration by parts can then be performed; this results in the formula:

\[
f(\frac{\chi}{\varphi_0}) = \lim_{z \to 0} \frac{\sqrt{(1-z^2)(\varphi_0^2-z^2)}}{z} - \frac{1}{\varphi_0} - \int \frac{\sqrt{\varphi_0^2-z^2}}{1-z^2} \, dz = \]

\[
= - \int_0^1 \frac{\sqrt{\varphi_0^2-z^2}}{1-z^2} \, dz = (\varphi_0^2 - 1)^{1/2} \, \tilde{\Phi}(\varphi_0) \tag{8.22}
\]

where \(\tilde{\Phi}\) has been defined by Equation (8.19). Also,

\[
f'(\frac{\chi}{\varphi_0}) = - \int_0^1 \frac{\varphi_0}{\sqrt{(\varphi_0^2-z^2)(1-z^2)}} \, dz \tag{8.23}
\]

These computations having been made, it is now possible, by introducing some new parameters, to rewrite the formulas (8.18) in a more suggestive form. But first it shall be supposed that the limit of the residues as \(s \to 0\) has been taken. In this case, \(\chi\) can be replaced by \(\varepsilon \omega\), where \(\varepsilon = \frac{1}{\varphi_0}\) is the eccentricity of the ellipse, and \((1 - \varepsilon^2)^{1/2}\) \(a = b\), the semiminor axis.

Further, let \(d(\gamma)\) and \(d^*(\gamma)\) be defined by the formulas:

\[
d(\gamma) = b \left\{ \frac{\Phi(-\gamma)}{\varphi_0} - \frac{\Phi(\gamma)}{\varphi_0} \right\}; \quad d^*(\gamma) = -b \left\{ \frac{\Phi(-\gamma)}{\varphi_0} + \frac{\Phi(\gamma)}{\varphi_0} \right\} \tag{8.24}
\]

The quantities \(d(\gamma)\) and \(d^*(\gamma)\) have the following geometric interpretation. Let a point on the ellipsoid be designated by its coordinate, \(\gamma\). Then \(d(\gamma)\) is the length of the shortest geodesic arc from the point to the shadow boundary; i.e., the curve \(\gamma = 0\). If \(-1 < \gamma < 0\), \(d(\gamma) > 0\); if \(0 < \gamma < 1\), \(d(\gamma) > 0\). \(d^*(\gamma)\) is the length of that geodesic arc from the point to the shadow boundary which passes through \(\gamma = -1\). (See Figure 2).
Also, let
\[ \nu_n = -\frac{\rho_n}{b} = -\omega \left( 1 - \frac{3}{2^{1/3}} \left( \frac{\alpha_n}{\frac{b^2}{a}} \omega \right)^{2/3} + 0 \left( \frac{1}{\omega^{4/3}} \right) \right) \] (8.25)

The second equality in Equation (8.25) is obtained from Equation (8.17). The imaginary part of \( \nu_n \) is positive. Finally, observe that if \( L \) is the length of the circumference of the ellipse in Figure 2, then
\[ 4b \ \Phi(o) = -L \] (8.26)

If the \( \sqrt{\rho_n} \) which appears in Equation (8.18) is replaced by \( \left( \frac{\xi_o^2}{\xi_o^2} \right)^{1/2} \), and if the results and formulas (8.22) - (8.26) are used, one obtains:
\[
\lim_{s \to 0} R_n = -\frac{\Gamma(4/3)(9/2)^{2/3}}{F(\varepsilon)} \frac{e^{7\pi i/12}}{\left((1 - \eta^2)(1 - \varepsilon^2 \eta^2)^2\right)^{1/4}} \frac{1}{(1 - \varepsilon^2)^{5/6}(\nu_{\omega})^{1/3}} \nonumber
\]
\[
= \frac{\pi i}{4} \frac{i \nu_n d(\eta)}{e^{\frac{\pi i}{4}} e^{\nu_n L}} + \frac{\pi i}{4} \frac{i \nu_n d^*(\eta)}{e^{\frac{\pi i}{4}} e^{\nu_n L}} \frac{1}{1 + e^{i \nu_n L}}
\] (8.27)
In Equation (8.27), \( F(\varepsilon) \) is the complete elliptic integral of the first kind. If the residues in Franz's paper are specialized to the case of a plane wave, and if the formula (8.27) is specialized by allowing \( \varepsilon \to 0 \), the two results coincide. It is clear that for \( d(\eta) > 0 \), the series of residues converges, and from the remarks at the beginning of this section, represents the solution. If, however, \( d(\eta) < 0 \), this residue series has large early terms. The situation is dealt with in the following way:

Let the right member of Equation (8.27) be designated by:

\[
A(\varepsilon) = \left\{ \frac{\pi i}{4} e^{\frac{i \nu}{n}} d(\eta) + e^{\frac{-\pi i}{4}} e^{\frac{i \nu}{n}} d^*(\eta) \right\} \cdot \frac{1}{1 + e^{\frac{i \nu}{n} L}} \]  \hspace{1cm} (8.28)

In the shadow, \( d(\eta) > 0 \), and the residue series can be summed by the "creeping wave" representation

\[
\sum_{n} R_n = A(\varepsilon) \sum_{\ell=0}^{\infty} (-1)^{\ell} \left\{ \sum_{n} \frac{\pi i}{4} e^{\frac{i \nu}{n}} (d(\eta) + \ell L) \right\} \] \hspace{1cm} (8.29)

If one rewrites this last summation as

\[
\sum_{n} R_n = A(\varepsilon) \left\{ \sum_{n} \frac{\pi i}{4} e^{\frac{i \nu}{n}} d(\eta) \right\} + \sum^* \] \hspace{1cm} (8.30)

\( \sum^* \) represents a series which converges even in the illuminated region. The first member on the right in Equation (8.30), however, is the integral

\[
- \frac{1}{2\pi i} \int_{\Gamma} \sqrt{\frac{\pi}{2\rho}} \frac{e^{\frac{\pi i}{4}} e^{-\frac{i\rho}{b}} d(\eta)}{(\frac{\Phi_0^2}{\Phi_0^2-1})^2 \Phi_0' \lambda} \, d\lambda \] \hspace{1cm} (8.31)
Now an examination of Equation (8.9) reveals that if the combination $\mathcal{Y}^2z^2 - \mu^2$ is large in comparison to $(z + \frac{1}{4z})^2$, the Hankel function representation for $\phi_2^{\prime}(\xi_o, \lambda)$ can be used. In this case, the integral (8.31) can be evaluated by a stationary phase technique, making use of the Langer asymptotic representations of the Hankel functions. The computation follows that of Franz. The stationary phase point occurs for the value of $\lambda$ which causes the equality

$$\frac{d(\lambda)}{d} = \alpha, \cos \alpha = \frac{\mu}{\mathcal{Y}z}$$

(8.32)

to be true. But Equation (8.32) is inconsistent with the assumption that $\mathcal{Y}^2z^2 - \mu^2$ be large unless $\alpha$ is larger than zero, or that $|d(\lambda)|$ be large. This means that this saddle point evaluation is legitimate only in the neighborhood of the specular point of the spheroid; as a matter of fact, the evaluation of the integral (8.31) by the saddle point method gives precisely the geometric optic solution.

It is not clear what happens in the region between the shadow and the optical regions. If $z$, and consequently $\xi_o$, is very large, one sees that the Hankel function representation, can be used for the function $\phi_2(\xi_o, \lambda)$ even in the neighborhood of the stationary phase point, and that a Fock type approximation can be used (Ref. 11). But large $\xi_o$ corresponds to small eccentricity, and this might have been predicted in advance. The question which for the present must remain unanswered is whether, in the so-called transition region, the denominator of the integrand in Equation (8.31) can be represented as a 1/3-order Hankel function of an argument which depends on the parameters $\mathcal{Y}, \lambda$, and $z$. If this can be accomplished, the Fock approximation will apply.
This completes the discussion of the evaluation of the integral (8.2). A final observation, however, should be made. In the shadow region, the representation (8.29) seems to describe a physical picture in which surface waves, generated at the shadow boundary, propagate with an attenuation factor which is proportional to $\omega^{1/3} \frac{1}{R^{2/3}}$, where $R$ is the radius of curvature at the tip and not at the shadow boundary. This appears to contradict the work of Keller (Ref. 14), and of Fock. It seems, on the basis of the local theory of Fock, that what is happening here is that only in the transition region is the attenuation of the surface waves dependent upon the local radius of curvature, whereas in the shadow and optical region, one can merely say that the surface waves behave as if they had been generated at the shadow boundary, with an attenuation which depends upon the radius of curvature at the tip.
APPENDIX

(by N. D. Kazarinoff)

The problem is to evaluate the residues of the function

\[ \frac{\psi'_2(\eta, -\lambda) \psi_1(\xi, \psi_2(\xi, \lambda))}{(\xi^2 - 1)(1 - \eta^2) w(\psi_1, \psi_2)} \]

at the values of \( \lambda \) in the upper half \( \lambda \)-plane which make this function (considered as an analytic function of \( \lambda \)) singular. Although an exact representation of these residues is not to be expected, the application of the asymptotic theory of second order differential equations makes possible an asymptotic representation of the residues with respect to large values of \( |\gamma| \). The theory of Section IV guarantees that these singularities will occur only for the values of \( \lambda \) which annul \( \psi_2(\xi, \lambda) \).

The program to be followed is:

i) Obtain an asymptotic representation for the zeros of \( \psi_2(\xi, \lambda) \).

ii) At these zeros, obtain an asymptotic representation for \( \frac{d}{d\lambda} \psi_2(\xi, \lambda) \).

iii) At these zeros, obtain an asymptotic representation for \( \frac{\psi'_2(\eta, -\lambda)}{w(\psi_1, \psi_2)} \).

In carrying out (i), only those zeros which are comparable to \( \gamma^2 \) will be found. If \( |\lambda| << |\gamma|^2 \), it will be seen that no zeros exist; the zeros, if any, which occur for \( |\lambda| >> |\gamma|^2 \) will simply not be considered.
For convenience, in this appendix, a change of notation will be made: \( x \) will be the independent variable and \( y \) will be the dependent variable. The homogeneous equation to be considered is:

\[
\{ (x^2 - 1)y' \}' + \{ y^2(x^2 - 1) + \lambda \} y = 0, \quad x \gg 1 + \varepsilon, \quad \text{Im}(y) < 0.
\] (A.1)

Let

\[
y = (x^2 - 1)^{-1/2} w.
\] (A.2)

Then

\[
\omega'' + \left\{ y^2 + \frac{\lambda}{x^2 - 1} + \frac{1}{(x^2 - 1)^2} \right\} \omega = 0.
\] (A.3)

For \( |\lambda| < |y|^2 \), (A.3) has linearly independent solutions \( w_j \sim e^{\mp_1 x^2 y} \), \( j = 1, 2 \).

(Whenever this notation appears, the upper sign is to be used when \( j = 1 \), the lower sign when \( j = 2 \).) Thus \( y_j = (x^2 - 1)^{-1/2} w_j = (x^2 - 1)^{-1/2} e^{\mp_1 x^2 y} \left[ 1 + \frac{0(1)}{y} \right] \) are the independent solutions of (A.1). But \( y'_j = \left( \mp_1 y - \frac{x}{x^2 - 1} \right) w_j \). Hence \( y'_j = 0 \) implies that

\[
\frac{x}{x^2 - 1} = 0(1) y \quad \text{for} \quad |\lambda| \ll |y|^2.
\]

But if \( |\gamma| \) is large, and \( x \gg 1 + \varepsilon \), this does not happen. Therefore, for \( |\lambda| \ll |y|^2 \), \( y'_j \) has no zeros.

Since it is now to be assumed that \( \lambda \) is comparable to \( \gamma^2 \), the auxiliary parameter \( x_1 \gg 1 + \varepsilon \) is introduced so that

\[
(x_1^2 - 1) y^2 + \lambda = 0.
\] (A.4)

For this configuration of \( x_1, \gamma, \lambda \), (A.3) exhibits a simple turning point at \( x_1 \); and eliminating \( \lambda \), one finds that

\[
w'' + \left\{ y^2 + \frac{x^2 - x_1^2}{x^2 - 1} + \frac{1}{(x^2 - 1)^2} \right\} w = 0.
\] (A.5)
The behavior of the solution of (A.5) which \( \sim e^{-1/3} v x \) as \( x \to \infty \) will now be determined. In the notation of Langer (Refs. 15, 16), let

\[
\phi^2 = \frac{x^2 - x_1^2}{x^2 - 1},
\]

(A.6)

where \( \phi \) is the root which is positive for \( x > x_1 \).

Also define

\[
\Phi(x) = \int_{x_1}^{x} \phi(t) \, dt, \quad \text{and} \quad \xi = \gamma \Phi.
\]

(A.7)

Then introduce the function:

\[
\Psi(x) = \Phi^{1/6} \phi^{-1/2}, \quad \Psi(x_1) = \lim_{x \to x_1} \Psi(x).
\]

(A.8)

With this definition, \( \Psi(x) \) is regular at \( x_1 \).

The equation

\[
v'' + (\phi^2 \phi^2 - \frac{\Psi''}{\Psi}) \, v = 0 \tag{A.9}
\]

has solutions:

\[
v_j = \Psi^{1/3} j_{1/3}(\xi), \quad j = 1, 2.
\]

(A.10)

The general theory (Ref. 14) guarantees that on the half line \( x \geq 1 + \epsilon \), the solution which is sought has the following representation:

\[
w = e^{i \gamma f(x_1)} \phi^{-1/2} e^{-i \frac{\xi}{3}} \left[ 1 + \frac{B(x, \gamma)}{\gamma} + \frac{B(\xi)}{\xi} \right], \quad (|\xi| > N)
\]

(A.11)

\[
w' = -i \gamma \phi^{1/2} e^{i \gamma f(x_1)} e^{-i \frac{\xi}{3}} \left[ 1 + \frac{B(x, \gamma)}{\gamma} + \frac{B(\xi)}{\xi} \right]
\]

and

\[
w = \gamma^{1/6} e^{i \gamma f(x_1)} \left[ \gamma_1 v_1 + \gamma_2 v_2 + \frac{B(x, \gamma)}{\gamma} \right], \quad (|\xi| < N).
\]

(A.12)

\[
w' = \gamma^{1/6} e^{i \gamma f(x_1)} \left[ \gamma_1 v_1' + \gamma_2 v_2' + B(x, \gamma) \right]
\]
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In these formulas, $B$ is a generic notation for a bounded function of its arguments,

$$
\gamma_1 = i \sqrt{\frac{2\pi}{3}} e^{-\frac{5\pi i}{12}}, \quad \gamma_2 = -i \sqrt{\frac{2\pi}{3}} e^{-\frac{\pi i}{12}},
$$

(A.13)

and

$$
f(x) = \lim_{x \to \infty} \frac{\phi(x) - x}{x^{1/2}}.
$$

(A.14)

To find the zeros of $y' = \left(\frac{x^2-1}{x^2-1}\right)^{1/2} w$, it is necessary to find the zeros of

$$
w' - \frac{x}{x^2-1} w.
$$

(A.15)

If $|\xi| > N$, (A.15) has zeros only if

$$
x = -i \gamma (x^2-1)^{1/2} \left(\frac{x^2-x_1}{x^2-1}\right)^{1/2} + 0 \left(\frac{1}{|\gamma|^2}\right).
$$

(A.16)

This results from considering Equations (A.15), (A.11) and (A.6). If $x > x_1$, both square roots which appear in (A.16) are real; hence $x$ must have an imaginary part, which is impossible. If $x < x_1$, $(x^2-1)^{1/2}$ is pure imaginary, and again $x$ must have an imaginary part, since $\gamma$ does. Therefore, for unbounded $|\xi|$, if $|\gamma|$ is large and $\gamma$ has an imaginary part, $y'$ has no zeros. On the other hand, if $|\xi| < N$, the defining relationship, (A.7), for $\xi$, shows that $x - x_1 \sim N \gamma^{-2/3}$.

Thus, if $\lambda$ obeys (A.4), the only zeros of $y'(x, \lambda)$ are, for large values of $\gamma$, asymptotic to $x_1$. From this, and the facts developed previously, it is then possible to infer that if $y'(x_0, \lambda) = 0$, then, for large $|\gamma|$, $\lambda$ obeys the asymptotic relationship:

$$
\lambda = (1 - x_0^2) \gamma^2 \left[1 + 0 \left(|\gamma|^{-2/3}\right)\right].
$$

(A.17)

Thus, to compute $\frac{\partial}{\partial \lambda} y'(x_0, \gamma, \lambda)$ at the value of $\lambda$ for which $y'(x_0, \gamma, \lambda) = 0$, it is sufficient to compute
\[
\frac{\partial y'}{\partial \lambda} = \frac{\partial y'}{\partial x_o} \frac{\partial x_o}{\partial \lambda},
\]
where \( y' \) means \( \frac{dy}{dx} \bigg|_{x=x_o} \), and \( \frac{\partial x_o}{\partial \lambda} \) is asymptotically computed from (A.17). The representations (A.12) are used to evaluate \( y \) and \( y' \), because \( \xi(x_o) = 0 \). \( [x_1 \text{ is now replaced by } x_o] \).

Now
\[
y'(x_o) = \gamma^{1/6} e^{i \xi f(x_o)} \left\{ \left( x_o^2 - 1 \right)^{-1/2} \left[ y_1 v_1' + y_2 v_2' + B(x, y) \right] - x_o \left( x_o^2 - 1 \right)^{-3/2} y_1 v_1 + y_2 v_2 + \frac{B(x, y)}{y} \right\}.
\]
(A.19)

If the derivative \( \frac{\partial y'(x_o)}{\partial x_o} \) is computed, because of the presence of the \( y \) in the exponential, only the term
\[
i \gamma^{7/6} f'(x_o) e^{i \xi f(x_o)} \left\{ \right. \] need be considered. In (A.20) the expression in the brackets is the same as in (A.19).

But if the defining relationships for \( v_j \) are studied, one finds that in the bracketed expression, the term involving \( v_2(x_o) \) has the factor \( \gamma^{2/3} \), and the other terms have lower powers of \( \gamma \) as factors. Hence, for the asymptotic evaluation, one finds that
\[
\frac{\partial y'}{\partial \lambda} \sim -2^{1/6} 3^{-4/3} \sqrt{\pi} e^{-\frac{\pi}{12}} e^{i \xi f(x_o)} f'(x_o) \left( \frac{x_o}{x_o^2 - 1} \right)^{-1/6} \gamma^{-1/6}.
\]

Referring to the integrand described at the beginning of this appendix, it is seen that the contribution of the factor
\[
\frac{1}{(\xi_o^2 - 1) \phi_{\xi} (\xi_o, \lambda)}
\]
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to the residues at the zeros of $\phi_2(\xi_o, \lambda)$ is, for large $|\lambda|$, asymptotic to

\[
- \frac{\Gamma(4/3) 3^{4/3} e^{\pi^2/12}}{\pi^{1/6}} \left( \frac{x_o}{(x_o^2 - 1)^{1/2}} \right) e^{-i \Phi(x_o)} \left( \frac{x_o^2 - 1}{x_o} \right)^{1/6} \lambda^{1/6} \]

(A.21)

To find the contribution of the $\eta$ term to the residue, the equation which must be studied is

\[
\left\{ (1 - x^2) y' \right\}' + \left\{ \gamma^2 (1 - x^2) - \lambda \right\} y = 0, \quad -1 < x < 1. \quad (A.22)
\]

If

\[
y = (1 - x^2)^{-1/2} w,
\]

then

\[
w'' + \left\{ \gamma^2 - \frac{\lambda}{1 - x^2} + \frac{1}{(1 - x^2)^2} \right\} w = 0. \quad (A.24)
\]

Using the relationship (A.17), and setting $\lambda = -\rho^2$, one can write (A.24) in the form:

\[
w'' + \left\{ \rho^2 \left[ \frac{x_o^2 - x^2}{(x_o^2 - 1)(1 - x^2)} \right] + \frac{B(x, \rho)}{(1 - x^2)^2} \right\} w = 0. \quad (A.25)
\]

Let

\[
\phi^2 = \frac{x_o^2 - x^2}{(x_o^2 - 1)(1 - x^2)}, \quad \phi \text{ being the positive root}, \quad (A.26)
\]

\[
\phi(x) = \int_1^x \phi(t) \, dt, \quad \xi = \rho \Phi, \quad \text{and} \quad \mathcal{V}' = [\phi \Phi]^{-1/2}, \quad (A.27)
\]

where $\mathcal{V}'$ is defined to be continuous at $x = 1$.

If

\[
v = \mathcal{V}' \xi C_0(\xi), \quad (A.28)
\]

where $C_0(\xi)$ is any circular function, then $v$ satisfies the equation

\[
v'' + \left[ \rho^2 \phi^2 + \frac{1}{(1 - x^2)^2} + k \right] v = 0, \quad (A.29)
\]
where \( k \) is a function of \( x \) which is \( O\left(\frac{1}{1-x}\right) \) on the closed interval \([-1, 1]\). Hence for large \(|\rho|\), the solutions of (A.22) behave asymptotically on the interval \(-1 < x < 1\) like functions of the form (A.28). In particular, if

\[
v(x) = \frac{\Psi}{\xi} J_o(\xi),
\]

then the function

\[
y(\eta) = (1 - \eta^2)^{-1/2} v(\eta)
\]

has the same asymptotic behavior, for large \(|\rho|\), as the solution of \((L \eta + \lambda) \Psi\)

which is regular at \( x = 1 \).

Now it is easy to verify that if \( y(\eta) \) is given by (A.31), then

\[
\lim_{\eta \to 1} y(\eta) = \frac{1}{\rho},
\]

and thus, for large \(|\rho|\), the function \( \Psi_2(x, -\lambda) \) has the asymptotic representation

\[
\Psi_2(x, -\lambda) \sim \frac{1}{\rho} \left(1 - x^2\right)^{-1/2} \frac{\Psi}{\xi} J_o(\xi) = \frac{1}{\rho} \left(1 - x^2\right)^{-1/2} v(x).
\]

\[
\Psi_2(x, -\lambda) \sim \frac{1}{\rho} \left\{ (1 - x^2)^{-1/2} v'(x) + x (1 - x^2)^{-3/2} v(x) \right\}
\]

and \( \Psi_1(x, -\lambda) = \Psi_2(-x, -\lambda) \) satisfies the relations

\[
\Psi_1(x, -\lambda) \sim \frac{1}{\rho} \left\{ (1 - x^2)^{-1/2} v(-x) \right\}
\]

\[
\Psi_1(x, \lambda) \sim \frac{1}{\rho} \left\{ - (1 - x^2)^{-1/2} v'(-x) + x (1 - x^2)^{-3/2} v(x) \right\}.
\]

Using (A.33) and (A.34), one obtains:

\[
(1 - x^2) W(\Psi_1, \Psi_2) \sim \frac{v'(x) v(x) + v'(x) v(-x)}{\rho^2}.
\]
and since this is independent of $x$,

$$ (1 - x^2) W(\Psi_1, \Psi_2) \sim \frac{2 v(o) v'(o)}{\rho^2} . \quad \text{(A.36)} $$

Now,

$$ 2 v(x) v'(x) = \frac{d}{dx} \left[ v(x) \right]^2 = \frac{d}{dx} \left[ \Phi^2 \Phi^2 J_0^2(\xi) \right] = \rho^2 \frac{d}{dx} \left[ \frac{\Phi}{\rho} J_0^2(\xi) \right] = \rho^2 \left\{ 2 \Phi \rho J_0(\xi) J_0'(\xi) + \Phi^2 - \frac{\Phi}{\rho^2} J_0^2(\xi) \right\} . \quad \text{(A.37)} $$

Since, if any closed subinterval of the open interval $(-1, 1)$ is to be considered, $\xi$ is large for large $\rho$, and the representations:

$$ J_0(\xi) \sim \left( \frac{2}{\pi \xi} \right)^{1/2} \cos \left( \xi - \frac{\pi}{4} \right), \quad J_0'(\xi) \sim -\left( \frac{2}{\pi \xi} \right)^{1/2} \sin \left( \xi - \frac{\pi}{4} \right) \quad \text{(A.38)} $$
can be used.

Therefore, using the highest power of $\rho$ that is present in (A.37), one finds that

$$ 2 v(o) v'(o) \sim 2 \rho^3 \Phi(o) J_0(\rho \Phi(o)) J_0'(\rho \Phi(o)) \sim -\frac{4}{\pi} \rho^2 \cos (\rho \Phi(o) - \frac{\pi}{4}) \sin (\rho \Phi(o) - \frac{\pi}{4}) \quad \text{(A.39)} $$

Thus,

$$ (1 - x^2) W(\Psi_1, \Psi_2) \sim \frac{2}{\pi} \cos (2 \rho \Phi(o)) . \quad \text{(A.40)} $$

Also,

$$ \Psi_2(-x,-\lambda) \sim \frac{1}{1 \rho} (1 - x^2)^{-1/2} \Psi(\xi) J_0(\xi) \quad \text{(A.41)} $$

$$ \sim \frac{1}{1^4} \left( \frac{x_o^2 - 1}{(x_o^2 - x^2)(1 - x^2)} \right)^{1/4} \sqrt{\frac{2}{\pi \rho}} \cos (\rho \Phi(-x) - \frac{\pi}{4}) . $$
Consequently, if \( \{ \rho_n \} \) is the set of values of complex values corresponding to those zeros \( \{ \lambda_n \} \) of \( \phi_n(x, \lambda) \) for which \( \lambda_n \sim (1 - x^2_o) r^2 \), then the corresponding contribution to the residue by the factor

\[
\frac{\Psi_2(-\eta, -\lambda)}{(1 - \eta^2) W(\psi_1, \psi_2)}
\]

is asymptotically,

\[
\frac{\Psi_2(-\eta, -\lambda)}{(1 - \eta^2) W(\psi_1, \psi_2)} \bigg|_{\lambda = \lambda_n} \sim -i \sqrt{\frac{\pi}{2\rho_n}} \left( \frac{\xi_o^2 - 1}{(1 - \eta^2)(\xi_o - \eta^2)} \right)^{1/4} \frac{\cos(\rho_n \Phi(\eta) - \frac{\pi}{4})}{\cos(2\rho_n \Phi(\eta))}
\]

where,

\[
\Phi(x) = -\frac{1}{(\xi^2_o - 1)^{1/2}} \int_x^1 \left( \frac{\xi^2_o - t}{1 - t^2} \right)^{1/2} \, dt = \frac{\xi_o}{(\xi^2_o - 1)^{1/2}} \left\{ E \left( \frac{1}{\xi^2_o}, \sin^{-1} x \right) - E \left( \frac{1}{\xi^2_o}, \frac{\pi}{2} \right) \right\}
\]

Here, \( E(k, z) \) is the elliptic function of the second kind.
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Patrick Air Force Base, Florida  
ATTN: MU-411 (MTE - CLASSIFIED) |
| AF 28 | Tactical Air Group  
Directorate of Research and Development, DCS/D  
Headquarters, USAF  
Washington, D. C.  
ATTN: Major R. L. Stell |
| AF 63 | Commander  
Wright Air Development Center  
Wright–Patterson Air Force Base, Ohio  
ATTN: WCLRS-6, Mr. Fortune |
| AF 43 | Wright Air Development Center  
Wright–Patterson Air Force Base, Ohio  
Flight Research Laboratory, Research Division  
ATTN: WCRRA |
| AF 65 | Commander  
Wright Air Development Center  
Wright–Patterson Air Force Base, Ohio  
ATTN: WCLNQ-4, N. Draganjac |
| AF 68 | Commander  
Wright Air Development Center  
Wright–Patterson Air Force Base, Ohio  
ATTN: WCLRE-5, Mr. Paul Springer |
AF 140
Commander
Air Technical Intelligence Center
Wright-Patterson Air Force Base, Ohio
ATTN: AFCIN-4Bla

AF 141
Commander
Wright Air Development Center
Wright-Patterson Air Force Base, Ohio
ATTN: WCLJH, Dr. C. A. Traenkle

AF 124
Commander
Rome Air Development Center
Griffiss Air Force Base, New York
ATTN: RCSSTL-1

AF 120
Commander
Rome Air Development Center
Griffiss Air Force Base, New York
ATTN: RCUE, Mr. Donald Dakan

AF 139
Commander
Air Force Missile Development Center
Holloman Air Force Base, New Mexico
ATTN: HDOIL, Technical Library

AF 194
Commander
Rome Air Development Center
Griffiss Air Force Base, New York
ATTN: RCHEM

AF 195
Commander
Rome Air Development Center
Griffiss Air Force Base, New York
ATTN: RCOPP

AF 196
Commander
Wright Air Development Center
Wright-Patterson Air Force Base, Ohio
ATTN: WCLRE-, Mr. W. F. Bahret

AF 197
Commander
Air Research and Development Command
Andrew Air Force Base
Washington 25, D. C.
ATTN: Col. P. S. Bechtel, RDZPA
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AF 198
Commander
Air Force Ballistic Missile Division
Headquarters, ARDC
P. O. Box 262
Inglewood, California
ATTN: WDSIT

AF 199
Commander
Strategic Air Command
Offutt Air Force Base, Nebraska
ATTN: OAET

AF 200
Commander
Air Force Ballistic Missile Division
Headquarters, ARDC
P. O. Box 262
Inglewood, California
ATTN: WDTLAR

AF 205
Defence Research Member
Canadian Joint Staff
2450 Massachusetts Ave., N.W.
Washington 8, D. C.
(for
Defence Research Board, Ottawa, CANADA
ATTN: R. I. Primich
THRU: Commander
Wright Air Development Center
Wright-Patterson Air Force Base, Ohio
ATTN: WCOSR)

AF 201
Operations Analysis Division
Directorate of Operations
Deputy Chief of Staff, Operations
Headquarters, USAF
Washington 25, D. C.
ATTN: Mr. Leroy Brothers

AF 202
Air Defense Command
Headquarters Ent Air Force Base
Colorado Springs, Colorado
ATTN: Lt. Col. Charles Miller
<table>
<thead>
<tr>
<th>Code</th>
<th>Name and Address</th>
</tr>
</thead>
</table>
| AF 203 | Special Projects Branch  
Hq. Armed Forces Special Weapons Project  
Washington 25, D. C.  
ATTN: Lt. Col. R. H. May |
| AF 204 | Office for Development Planning  
Deputy Chief of Staff, Development  
Headquarters, USAF  
Washington 25, D. C. |
| AR 42 | Director  
U.S. Army Ordnance  
Ballistic Research Laboratories  
Aberdeen Proving Ground, Maryland  
ATTN: Ballistic Measurements Laboratory |
| AR 47 | Director  
Evans Signal Laboratory  
Belmar, New Jersey  
ATTN: Mr. O. C. Woodyard |
| AR 5 | U.S. Army Signal Research and Development Laboratories  
Evans Signal Laboratory  
Belmar, New Jersey  
ATTN: Technical Document Center |
| AR 40 | Director  
Evans Signal Laboratory  
Belmar, New Jersey  
ATTN: S. Krevsky, Chief,  
Microwave DF and Antenna Section |
| AR 10 | Massachusetts Institute of Technology  
Signal Corps Liaison Officer  
Cambridge 39, Massachusetts  
ATTN: A. D. Bedrosian, Room 26-131 |
| AR 67 | Commander  
Redstone Arsenal  
Huntsville, Alabama  
ATTN: Technical Library |
| AR 76 | Operations Research Office  
Department of the Army  
6410 Connecticut Avenue  
Chevy Chase, Maryland  
ATTN: Dr. W. W. Nicholas |
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AR 3
Commander
U.S.A. Signal Engineering Laboratories
Antenna and Microwave Circuitry Section
ATTN: Mr. O. C. Woodyard, Belmar, N. J.

AR 9
Department of the Army
Office of the Chief Signal Officer
Washington 25, D. C.
ATTN: SIGRD-7

AR 41
Department of the Army
Office of Chief Signal Officer
Engineering and Technical Division
Washington 25, D. C.
ATTN: SIGNET-5

AR 39
Commander
U.S. Army Signal Engineering Laboratories
Fort Monmouth, New Jersey
ATTN: Mr. F. J. Triola

AR 48
Diamond Ordnance Fuze Laboratories
Guided Missile Fuze Library
Washington 25, D. C.
ATTN: R. D. Hatcher, Chief
Microwave Development Section

AR 49
Commanding General
U.S. Army Signal Engineering Laboratories
Fort Monmouth, New Jersey
ATTN: SIGFM/EL-AT

G 2
Armed Services Technical Information Agency
Document Service Center
Arlington Hall Station (8 and master)
Arlington 12, Virginia
ATTN: TICSP

G 6
Office of Technical Services
Department of Commerce (6)
Washington 25, D. C.
ATTN: Technical Reports Section
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M 5  HQ Air Force Cambridge Research Center
     Air Research and Development Command
     Laurence G Hanscom Field
     Bedford, Massachusetts
     ATTN: CROTR - P. Condon

M 6  HQ Air Force Cambridge Research Center
     Air Research and Development Command
     Laurence G Hanscom Field
     Bedford, Massachusetts
     ATTN: CROTR - J. Armstrong

N 1  Director, Avionics Division (AV)
     Bureau of Aeronautics
     Department of the Navy
     Washington 25, D. C.

N 3  Chief, Bureau of Ships
     Department of the Navy
     Washington 25, D. C.
     ATTN: Mr. E. Johnston, Code 833E

N 16 Commander
     U. S. Naval Air Missile Test Center
     Point Mugu, California
     ATTN: Code 366

N 23 U. S. Naval Ordnance Laboratory
     White Oak
     Silver Spring 19, Maryland
     ATTN: The Library

N 26 Commander
     U. S. Naval Ordnance Test Station
     China Lake, California
     ATTN: Code 753

N 28 Air Force Development Field Representative
     Naval Research Laboratory
     Washington 25, D. C.
     ATTN: Code 1072

N 29 Director
     U. S. Naval Research Laboratory
     Washington 25, D. C.
     ATTN: Code 2027
N 30  
Dr. J. I. Bohnert, Code 5210  
U. S. Naval Research Laboratory  
Washington 25, D. C.  

N 35  
Commanding Officer and Director  
U. S. Navy Underwater Sound Laboratory  
Fort Trumbull, New London, Connecticut  

N 37  
Chief of Naval Research  
Department of the Navy  
Washington 25, D. C.  
ATTN: Code 427  

N 85  
Commanding Officer and Director  
U. S. Navy Electronics Laboratory (Library)  
San Diego 52, California  

N 9  
Chief, Bureau of Ordnance  
Department of the Navy  
Washington 25, D. C.  
ATTN: Code Ad3  

N 86  
Chief, Bureau of Ordnance  
Department of the Navy  
Surface Guided Missile Branch  
Washington 25, D. C.  
ATTN: Code ReSl-e  

N 87  
Chief, Bureau of Ordnance  
Department of the Navy  
Washington 25, D. C.  
ATTN: Fire Control Branch (ReS4)  

N 88  
Department of the Navy  
Bureau of Aeronautics  
Technical Data Division, Code 4106  
Washington 25, D. C.  

N 91  
Commander  
U. S. Naval Air Test Center  
Patuxent River, Maryland  
ATTN: ET-315, Antenna Branch  

N 92  
New York Naval Shipyard  
Material Laboratory, Code 932  
Brooklyn 1, New York  
ATTN: Mr. Douglas First  

1CLASSIFIED REPORTS TO:  
Director, U. S. Naval Research Laboratory, Washington 25, D. C.  
ATTN: Code 5200
N 93  Director  
    Naval Ordnance Laboratory  
    Corona, California  

N 97  Commanding Officer  
    U. S. Naval Ordnance Laboratory  
    Corona, California  
    ATTN: Mr. W. Horenstein, Division 72  

N 32  Director  
    U. S. Naval Research Laboratory  
    Washington 25, D. C.  
    ATTN: W. S. Arrent, Code 5271  

N 131  Chief, Bureau of Ordnance  
      Navy Department  
      Washington 25, D. C.  

N 132  Chief, Bureau of Ordnance (SP)  
      Navy Department  
      Washington 25, D. C.  

I 529  Radio Corporation of America  
      Missile and Surface Radar Department  
      Moorestown, New Jersey  
      ATTN: David Shore  

I 530  Raytheon Manufacturing Company  
      P. O. Box 398  
      Bedford, Massachusetts  
      ATTN: W. R. Hutchins  

I 531  Bell Telephone Laboratories, Inc.  
      Whippany, New Jersey  
      ATTN: C. A. Warren  

I 532  AVCO Manufacturing Company  
      20 South Union Street  
      Lawrence, Massachusetts  
      ATTN: Henry C. Alberts  
      Systems Analysis Group  

I 533  AVCO Manufacturing Company  
      750 Commonwealth Avenue  
      Boston, Massachusetts  
      ATTN: Mr. John W. Marchetti
| I 534 | AVCO Manufacturing Company  
| 2385 Revere Beach Parkway  
| Everett, Massachusetts  
| ATTN: Dr. A. R. Kantrowitz |
| I 535 | Ramo-Wooldridge Corporation  
| Guided Missile Research Division  
| 5760 Arbor Vitae Street  
| Los Angeles, California  
| ATTN: F. S. Manov |
| I 536 | General Electric Company  
| 3198 Chestnut Street  
| Philadelphia 4, Pennsylvania  
| ATTN: P. R. Gehman, MOSD |
| I 537 | General Electric Company  
| Electronics Park  
| Syracuse, New York  
| ATTN: R. S. Mushrush |
| I 56  | Hughes Aircraft Company  
| Culver City, California  
| ATTN: Dr. Van Atta |
| I 208 | Hughes Aircraft Company  
| Culver City, California  
| ATTN: D. Adcock |
| I 538 | Battelle Memorial Institute  
| 505 King Avenue  
| Columbus, Ohio  
| ATTN: George K. Falkenbach |
| I 539 | Convair, Division of General Dynamics Corp.  
| San Diego, California  
| ATTN: Wm. Monroe |
| I 278 | Lockheed Aircraft Corp.  
| Missile Systems Division  
| 7701 Woodley Avenue  
| Van Nuys, California |
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I 541
Cornell Aeronautical Laboratories
4455 Genesee Street
Buffalo 21, New York
ATTN: W. Schatz

I 542
Sylvania Electric Products, Inc.
100 First Street
Waltham, Massachusetts
ATTN: A. Schneider

I 543
Douglas Aircraft Company
Guided Missiles Division
Santa Monica, California
ATTN: J. M. Tachig

I 544
Missile Section
Bendix Aviation Corporation
400 Beiger Street
Mishawaka, Indiana

I 206
Republic Aviation Corporation
Guided Missiles Division
223 Jericho Turnpike
Mineola, Long Island, New York

I 194
The Rand Corporation
4700 Main Street
Santa Monica, California
ATTN: Dr. A. L. Hiebert

U 220
Columbia University
Electronic Research Laboratory
New York, New York
ATTN: L. O'Neill, Director

U 221
Lincoln Lab., MIT
Box 73
Lexington 73, Massachusetts
ATTN: M. Skolnik
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I 1
Airborne Instruments Laboratory, Inc.
160 Old Country Rd., Mineola, N. Y.
ATTN: Dr. E. G. Fubini, Director
Research and Engineering Division
DISTRIBUTION LIST
PART B (continued)

I 8
Bell Aircraft Corporation
P. O. Box 1
Buffalo 5, New York
ATTN: Mrs. J. Mulcahey
   Technical Librarian

I 56
Hughes Aircraft Company
Florence and Teale Sts
Culver City, California
ATTN: Dr. L. C. Van Atta, Associate Director
   Research Laboratories

I 66
The W. L. Maxson Corporation
460 West 34th Street
New York, New York
ATTN: Miss Dorothy Clark

I 82
Northrop Aircraft, Inc.
Hawthorne, California
ATTN: Mr. E. A. Freitas,
   Library Department 3145
   1001 E. Broadway

I 96
Sandia Corporation, Sandia Base
P. O. Box 5800, Albuquerque, New Mexico
ATTN: Classified Documents Division

I 116
Melpar, Inc.
3000 Arlington Boulevard
Falls Church, Virginia
ATTN: Engineering Technical Library

I 136
The Glenn L. Martin Company
Rocket Research Library
P. O. Box 179
Denver 1, Colorado
ATTN: Jack McCormick

I 149
Raytheon Manufacturing Co.
Missile Systems Division
Bedford, Massachusetts
ATTN: Mr. Irving Goldstein

I 142
Sanders Associates
95 Canal Street
Nashua, N. H.
ATTN: N. R. Wild, Library
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I 126
Convair, A Division of General Dynamics Corp.
Fort Worth, Texas
ATTN: K. G. Brown, Division Research Librarian

I 145
Microwave Radiation Company, Inc.
19223 South Hamilton Street
Gardena, California
ATTN: Mr. Morris J. Ehrlich, President

I 230
Jansky and Bailey, Inc.
1339 Wisconsin Avenue, N. W.
Washington 7, D. C.
ATTN: Mr. Delmer C. Ports

I 233
Radio Corp. of America
RCA Laboratories
Rocky Point, New York
ATTN: P. S. Carter, Lab. Library

I 244
American Machine and Foundry Company
Electronics Division
1085 Commonwealth Avenue
Boston 15, Massachusetts
ATTN: Mrs. Rita Moravosik, Librarian

I 246
Bendix Aviation Corporation
Pacific Division
11600 Sherman Way
North Hollywood, California
ATTN: J. R. Breninger, Engineering Librarian

I 247
Bendix Radio
Division of Bendix Aviation Corporation
East Joppa Road
Towson 4, Maryland
ATTN: Dr. D. M. Allison, Jr.
Director of Engineering and Research

I 249
Boeing Airplane Company
Pilotless Aircraft Division
P. O. Box 3707
Seattle 24, Washington
ATTN: R. R. Barber, Library Supervisor
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I 250  
Boeing Airplane Company  
Wichita Division Engineering Library  
Wichita 1, Kansas  
ATTN: Kenneth C. Knight, Librarian

I 251  
Boeing Airplane Company  
Seattle Division  
Seattle 14, Washington  
ATTN: E. T. Allen, Library Supervisor

I 256  
Douglas Aircraft Company, Inc.  
P. O. Box 200  
Long Beach 1, California  
ATTN: Engineering Library (C-250)

I 240  
Technical Research Group  
17 Union Square West  
New York, 3, N. Y.  
ATTN: M. L. Henderson, Librarian

I 257  
Douglas Aircraft Company, Inc.  
827 Lapham Street  
El Segundo, California  
ATTN: Engineering Library

I 258  
Douglas Aircraft Company, Inc.  
3000 Ocean Park Boulevard  
Santa Monica, California  
ATTN: P. T. Cline, Eq. Sec. Reference Files  
Eq. Eng. A250

I 266  
Federal Telecommunication Laboratories  
500 Washington Avenue  
Nutley 10, New Jersey  
ATTN: Technical Library

I 271  
Goodyear Aircraft Corp.  
1210 Massillon Road  
Akron 15, Ohio  
ATTN: Library D/120 Plant A

I 207  
Hughes Aircraft Company  
Antenna Department, Microwave Laboratory  
Bldg. 12, Rm 2617  
Culver City, California  
ATTN: M. D. Adcock
<table>
<thead>
<tr>
<th>Code</th>
<th>Address</th>
</tr>
</thead>
</table>
| I 280 | The Glenn L. Martin Company  
Baltimore 3, Maryland  
ATTN: Engineering Library,  
Antenna Design Group |
| I 282 | McDonnell Aircraft Corp.  
Lambert Saint-Louis Municipal Airport  
Box 516, St. Louis 3, Missouri  
ATTN: R. D. Detrich, Engineering Library |
| I 284 | North American Aviation, Inc.  
12214 Lakewood Boulevard  
Downey, California  
ATTN: Engineering Library 495-115 |
| I 285 | North American Aviation, Inc.  
Los Angeles International Airport  
Los Angeles 45, California  
ATTN: Engineering Technical File |
| I 289 | Radiation, Inc.  
P. O. Drawer 37  
Melbourne, Florida  
ATTN: Technical Library, Mr. M. L. Cox |
| I 290 | RCA Laboratories  
David Sarnoff Research Center  
Princeton, New Jersey  
ATTN: Miss Fern Cloak, Librarian,  
Research Library |
| I 291 | Radio Corporation of America  
Defense Electronic Products  
Bldg. 10, Floor 7  
Camden 2, New Jersey  
ATTN: Mr. Harold J. Schrader, Staff Engineer  
Organization of Chief Technical Administrator |
| I 292 | Director, USAF Project RAND  
Via: Air Force Liaison Office  
The Rand Corporation  
1700 Main Street  
Santa Monica, California |
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I 294
Raytheon Manufacturing Company
Wayland Laboratory
Wayland, Massachusetts
ATTN: Miss Alice G. Anderson, Librarian

I 295
Republic Aviation Corporation
Farmingdale, Long Island, New York
ATTN: Engineering Library

Thru: Air Force Plant Representative
Republic Aviation Corp.
Farmingdale, Long Island, New York

I 297
Sperry Gyroscope Company
Great Neck, Long Island, New York
ATTN: Florence W. Turnbull, Engr. Librarian

I 298
Stanford Research Institute
Menlo Park, California
ATTN: Library, Engineering Division

I 302
International Business Machines Corp.
Military Products Division
Oswego, New York
ATTN: Mr. D. I. Marr, Librarian
Dept. 459

I 311
Hycon Eastern, Inc.
75 Cambridge Parkway
Cambridge, Massachusetts
ATTN: Mrs. Lois Seulowitz, Technical Librarian

I 472
Raytheon Manufacturing Company
Missile Division
Hartwell Road
Bedford, Massachusetts

I 374
AVION Division
ACF Industries, Inc.
800 North Pitt Street
Alexandria, Virginia
ATTN: Technical Library

I 472
Raytheon Manufacturing Company
Missile Division
Hartwell Road
Bedford, Massachusetts
Westinghouse Electric Corp.  
Electronics Division  
Friendship International Airport  
Box 746  
Baltimore 3, Maryland

University of Alaska  
Library Geophysical Institute  
College, Alaska

Cornell University  
School of Electrical Engineering  
Ithaca, New York  
ATTN: Prof. G. C. Dalman

New York University  
Institute of Mathematical Sciences  
Rm 802, 25 Waverly Place  
New York 3, New York  
ATTN: Professor Morris Kline

The Pennsylvania State University  
Dept. of Electrical Engineering  
University Park, Pa.

Harvard College Observatory  
60 Garden Street  
Cambridge 39, Massachusetts  
ATTN: Dr. Fred L. Whipple

Massachusetts Institute of Technology  
Research Laboratory of Electronics  
Rm 20B-221  
Cambridge 39, Massachusetts  
ATTN: John H. Hewitt

Polytechnic Institute of Brooklyn  
Microwave Research Institute  
55 Johnson Street  
Brooklyn, New York  
ATTN: Dr. Arthur A. Oliner

Brown University  
Dept. of Electrical Engineering  
Providence, R. I.  
ATTN: Dr. C. M. Angulo
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U 68
Lowell Technological Institute
Research Foundation
P. O. Box 709
Lowell, Massachusetts
ATTN: Dr. Charles R. Mingins

U 59
Library
Georgia Institute of Technology
Engineering Experiment Station
Atlanta, Georgia
ATTN: Mrs. J. H. Crosland, Librarian

U 78
Ohio State University Research Foundation
Ohio State University
Columbus 10, Ohio
ATTN: Dr. T. E. Tice
Dept. of Electrical Engineering

U 86
University of Florida
Department of Electrical Engineering
Gainesville, Florida
ATTN: Prof. M. H. Latour, Library

U 96
Northwestern University
Microwave Laboratories
Evanston, Illinois
ATTN: R. E. Beam

U 99
California Institute of Technology
1201 E. California Street
Pasadena, California
ATTN: L. E. Newlan

U 97
Polytechnic Institute of Brooklyn
Microwave Research Institute
55 Johnson Street
Brooklyn, New York
ATTN: Mr. A. E. Laemmel

U 100
Electronics Research Laboratory
University of California
332 Cory Hall, Berkeley 4, California
ATTN: J. R. Whinnery, Prof.

U 101
Carnegie Institute of Technology
Schenley Park
Pittsburg 13, Pennsylvania
ATTN: Albert E. Heins
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U 102
Harvard University
Technical Reports Collection
Gordon McKay Library, 303A Pierce Hall
ATTN: Mrs. E. L. Hufschmidt, Librarian

U 103
University of Illinois
Documents Division Library
Urbana, Illinois

U 104
University of Illinois
College of Engineering
Urbana, Illinois
ATTN: Dr. P. E. Moyes,
Department of Electrical Engineering

U 105
Applied Physics Laboratory
The Johns Hopkins University
8621 Georgia Avenue
Silver Spring, Maryland
ATTN: Mr. George L. Seielstad

U 109
The University of Oklahoma
Research Institute
Norman, Oklahoma
ATTN: Prof. C. L. Farrar, Chairman,
Electrical Engineering

U 110
Syracuse University Research Institute
Collendale Campus
Syracuse 10, New York
ATTN: Dr. C. S. Grove, Jr.
Director of Engineering Research

U 111
The University of Texas
Electrical Engineering Research Laboratory
P. O. Box 8026, University Station
Austin 12, Texas
ATTN: Mr. John R. Gerhardt
Assistant Director

U 133
University of Washington
Department of Electrical Engineering
Seattle 5, Washington
ATTN: G. Held, Associate Professor
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U 157  California Institute of Technology  
       Jet Propulsion Laboratory  
       4800 Oak Grove Drive  
       Pasadena, California  
       ATTN: L. E. Newlan

U 158  Massachusetts Institute of Technology  
       Lincoln Laboratory  
       P. O. Box 73  
       Lexington 73, Massachusetts  
       ATTN: Document Room A-229

U 182  Case Institute of Technology  
       Cleveland, Ohio  
       ATTN: Prof. S. Seeley

U 183  Columbia University  
       Department of Electrical Engineering  
       Morningside Heights  
       New York, New York  
       ATTN: Dr. Schlesinger

U 184  Purdue University  
       Department of Electrical Engineering  
       Lafayette, Indiana  
       ATTN: Dr. Schultz

U 185  University of Pennsylvania  
       Institute of Cooperative Research  
       3400 Walnut Street  
       Philadelphia, Pennsylvania  
       ATTN: Dept. of Electrical Engineering

U 186  University of Tennessee  
       Ferris Hall  
       W. Cumberland Avenue  
       Knoxville 16, Tennessee

U 187  University of Wisconsin  
       Department of Electrical Engineering  
       Madison, Wisconsin  
       ATTN: Dr. Schelbe
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U 188

University of Seattle
Department of Electrical Engineering
Seattle, Washington
ATTN: Dr. D. K. Reynolds

U 189

Wayne University
Detroit, Michigan
ATTN: Prof. A. F. Stevenson