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CHAPTER I

INTRODUCTION

The difficulties inherent in the theory of the buckling of thin shells are most pronounced when a cylindrical shell under axial compression is considered. This problem was first attacked in the early 1900's by Lorentz, Southwell, Timoshenko, Flugge and Donnell.\(^{41}\) They neglected all terms higher than second order in the potential energy and solved the resulting linear equilibrium equations for the classical or linear buckling load (also called the Euler load).

The theoretical results of the classical theory did not, however, agree well with the early experiments of Lundquist and Donnell.\(^{41}\) Significant disparities occur not only in the buckling load, which the theory predicts three to four times too high, but also in the wave form. In addition, the classical theory yields a wave pattern which envelopes the entire surface of the shell and is not in accord with the observed behavior of local instabilities. Lastly, the scatter of experimental points and the definite tendency for a shell to buckle radially inward, rather than, as predicted by the theory, both inward and outward, are two additional characteristics not described by the classical theory.

Numerous attempts have been made to reconcile these discrepancies between the experiments and the classical theory. In one of the first, Flugge\(^{16}\) adjusted the theoretical boundary conditions to coincide with those actually realized in the laboratory, but found only a negligible influence on the buckling loads of most cylinders. In contrast, a recent investigation by Stein\(^{37}\) shows a significant drop in
the critical load when both the boundary conditions and the initial stresses were considered more precisely.

Another investigation made by Flugge, and a later attempt by Donnell,\(^{(14)}\) lowered the theoretical buckling load by considering initial imperfections in the shell structure. Donnell used large deflection equations and assumed the initial deviations were of the same form as the buckled configuration of the shell. The application of these equations to cylindrical shells by Donnell and Wan,\(^{(15)}\) and Nash,\(^{(35)}\) led to the very significant result that deviations in the range of only one thickness of the shell are sufficient to lower the buckling load to about one third of the classical value. This sensitivity to imperfections in the shell structure was further examined by Koiter\(^{(26)}\) who was able to show that buckling loads for decreasing amounts of certain types of initial imperfections approach the Euler load at infinite slope. The unfortunate aspect of this theory, however, is that in all the applications the magnitude of the initial imperfections has to be selected arbitrarily to bring the theoretical results in line with the experiments.

To circumvent this problem von Karman and Tsien\(^{(47)}\) performed an analysis using equations (often called the Donnell equations) similar to Donnell's but in contrast assumed no initial imperfections. This analysis pointed out a significant difference in the buckling behavior of curved shells and flat plates: it showed that a shell, even if initially perfect, can be in equilibrium at loads much lower than the classical linear buckling load. This unusual phenomenon prompted von Karman and Tsien\(^{(49)}\) to propose a new criterion for buckling -- "the lower buckling load". This is defined as the minimum load necessary to keep a shell in a buckled equilibrium state.
Under this new criterion when the load on the unbuckled shell reaches the "lower buckling load" the shell may "jump" into the associated buckled equilibrium state, which, however, is a state of higher potential energy. The energy necessary to make this jump, according to von Karman, Tsien and Dunn,(46) will be supplied by vibrations which occur during the loading process. Thus a lower buckling load has been defined which is independent of the amount of initial imperfections present.

This criterion, however, does not predict the observed behavior of a sudden release of energy when a shell reaches its critical load. Also, Friedrichs mentioned "it is hard to understand why the shell should leave the stable unbuckled state, jump to a state with higher potential energy and stay there."(17) To eliminate this apparent contradiction, Friedrichs proposed a new criterion--"the intermediate buckling load"--which is defined as the smallest load for which the potential energy in the buckled shell does not exceed the potential energy in the unbuckled shell. This was followed, shortly afterwards, by Tsien's(43) lowest energy criterion which not only required that the potential energies in the buckled and unbuckled states be equal but also considered the elasticity of the loading machine. As a result, different buckling loads are predicted for the same structure under different loading systems. For the dead-weight loading system, the load at which buckling occurs is the same as the Friedrichs' "intermediate load". In this dissertation, the term "energy load" will be restricted to mean the Friedrichs' "intermediate load" or, alternatively, the Tsien "dead-weight load".

Although the energy load seems to agree fairly well with the experimental data,(43) the following criticisms of the energy criterion
have been raised: 1) it is not clear why the shell "jumps" from the un-
buckled state to a non-adjacent buckled equilibrium configuration; 2)
the existence of the energy load has never been rigorously established;
and 3) the dependence on a buckled equilibrium configuration may possibly
involve deformations so large that the Donnell equations may not be ac-
curate enough.

Nevertheless, the work of von Karman and Tsien has received
wide attention both in the Russian literature (34, 45) and our own. Their
analysis has been refined and extended by Kempner, (24, 25) Leggett and
Jones, (29, 30) Michielsen, (32) Yoshimura (50) and more recently by Almroth (2)
who found remarkable agreement with the experimental work of Thielemann (40).
In addition, a recent contribution by Bodner and Gjelsvik (6) points out
the important significance of the energy load for certain elastic systems
that exhibit snap buckling. They found that the energy load is a lower
bound to the buckling loads associated with a particular class of geometri-
cal imperfections.

As is quite often the case, the static solution may not be a
sufficient description of the problem. This belief has led to investiga-
tions of the dynamic responses in a cylindrical shell due to time-dependent
axial loads. In essence, this approach endeavors to simulate the actual
conditions encountered in a loading machine. Some recent theoretical work
of Kadashevich and Pertseur (22) and Vol'mir and Agamirov (1) indicate a
load little different from that predicted by the classical theory.

A more current trend, due mainly to the rapidly advancing com-
puter technology, is to discard energy methods and to solve the governing
equations by the use of a high speed digital computer. The combined
results of Keller and Reiss, Thurston, and Budiansky and Weînitschke\(^8\) on the buckling of spherical caps agree well with each other but not with the experiments.

The present investigation reconsiders the buckling criteria proposed by von Kármán, Tsien and Friedrichs which attempted to define a lower limit to the stability of thin shells. Alternative methods are proposed for calculating both the von Kármán "lower buckling load" and the Tsien and Friedrichs "energy load". The existence of the "energy load" is then established for certain shell buckling problems.

Next, a method of approximation is developed which may enable convergence to the "energy load" from below. This is shown to be equivalent to finding a lower bound to the smallest eigenvalue in a non-linear integro-differential eigenvalue equation and is accomplished by extending an enclosure theorem of Collatz. The method is then applied to a cylindrical shell subjected to axial compression. This development is motivated by the fact that all previous solutions have been approximate and represent generally upper bounds; hence, no error estimate has been available heretofore. However, for reasons discussed later on, the present study has failed to produce a numerically significant lower bound.
CHAPTER II
DERIVATIONS OF BASIC RELATIONS

In this section we derive a functional which has as its lowest stationary value the "lower buckling load" of von Kármán and Tsien.\(^{(49)}\) It will then be shown that this functional provides us with an alternative method for approximating the lower buckling load.

Before entering into this analysis, we first present a summary of the results of a widely used shell buckling theory which is based on Donnell-type approximations\(^{(27)}\). We consider a thin isotropic shell of thickness \(h\), volume \(V\) and surface area \(A\), which is subjected to prescribed displacements on the boundary \(S'\) and prescribed tractions on the remainder of the boundary \(S''\). The expressions for the additional, or post-buckled, strain components are, within the confines of the customary shell theory approximation,

\[
\bar{\varepsilon}_{\alpha \beta} = \varepsilon_{\alpha \beta} - z K_{\alpha \beta} \tag{2-1}
\]

in which the bar indicates validity throughout the volume; \(\alpha = 1,2\) refers to the middle surface coordinates; and \(\varepsilon_{\alpha \beta}\) and \(K_{\alpha \beta}\) are, respectively, the additional membrane strain components and the change in curvature components from the unbuckled to the buckled state and are functions only of the middle surface coordinates. These are defined, within the limits of the Donnell-assumptions, as

\[
\varepsilon_{\alpha \beta} = \frac{1}{2} \left( u_{\alpha, \beta} + u_{\beta, \alpha} - 2w_b \gamma_{\alpha \beta} + \nu_{\alpha} \nu_{\beta} \right) \tag{2-2}
\]
and

$$K_{yz} = w / y_z$$ (2-3)

in which $u_\alpha$ represents the middle surface displacement components and $w$ is the displacement normal to the middle surface, $b_{0\beta}$ is the second fundamental form, and all differentiation is covariant with respect to the first fundamental form.

The additional potential energy, i.e., the difference in the potential energies of the buckled and unbuckled states, is defined as follows:

$$V = \lambda \int_N N^{y\alpha} E \, dV + \int_N N^{y\alpha} \varepsilon_{y\alpha} \, dV - \lambda \int_S T^{y\alpha} u_\alpha \, dS$$ (2-4)

in which $\lambda$ is a proportional load factor, and $N^{y\alpha}$ and $T^{y\alpha}$ refer to some initial or prebuckled stress components and tractions respectively and satisfy (again within Donnell's approximation)

$$\left. N^{y\alpha} \right|_{\alpha} = 0 \quad \text{and} \quad N^{y\alpha} n_\alpha = T^{y\alpha}$$ (2-5)

with $n_\alpha$ the unit normal to the boundary of the shell. In the following analysis this prebuckled state will be chosen to occur at the Euler buckling load; hence the Euler load factor $\lambda_E$ may be chosen, without loss of generality, to have the value

$$\lambda_E = 1$$ (2-6)
Now the stress-strain relationship is, approximately,

\[
\bar{N}^{\alpha\beta} = C^{\alpha\beta\gamma\delta} \bar{E}_{\gamma\delta}
\]  
(2-7)

where \( C^{\alpha\beta\gamma\delta} \) (the stress-strain coefficients) are the components of a positive definite tensor with the symmetry property:

\[
C^{\alpha\beta\gamma\delta} = C^{\beta\alpha\gamma\delta} = C^{\alpha\delta\gamma\beta} = \ldots
\]  
(2-8)

If we now substitute Equations (2-1), (2-2) and (2-3) in Equation (2-4), we find, after integration with respect to \( z \) and upon application of Green's theorem for surfaces, that the potential energy is now given by

\[
V = U_b + U_m - \mathcal{W}
\]  
(2-9)

where

\[
U_b = \frac{h^3}{24A} \int_{A} C^{\alpha\beta\gamma\delta} w_{\beta\gamma} w_{\alpha\delta} \, dA \geq 0
\]  
(2-10)

\[
U_m = \frac{h}{2A} \int_{A} C^{\alpha\beta\gamma\delta} E_{\alpha\beta} E_{\gamma\delta} \, dA \geq 0
\]  
(2-11)

\[
\mathcal{W} = -\frac{h}{2A} \int_{A} \bar{N}^{\alpha\beta} \bar{w}_{\alpha\beta} \, dA
\]  
(2-12)
This reduction has involved further approximations which correspond, in essence, to Love's first approximation.\(^{(27)}\)

We obtain the following equilibrium equations by making the potential energy stationary with respect to the displacements:

\[
N_{\lambda \beta}^{\alpha \beta} = 0 \quad (2-13)
\]

and, for isotropic materials,

\[
\frac{D}{h} \omega_{\lambda \beta}^{\alpha \beta} - \alpha N^{\alpha \beta} \omega_{\beta \lambda}^{\gamma \delta} - N^{\alpha \beta} (\omega_{\alpha \beta}^{\gamma \delta} + \omega_{\beta \alpha}^{\gamma \delta}) = 0 \quad (2-14)
\]

with

\[
D = \frac{E h^3}{12(1-\nu^2)}
\]

and \(E\) and \(\nu\) represent, respectively, the elastic modulus and Poisson's ratio. These non-linear equations govern the buckled state for a given load factor \(\lambda\).

We now rewrite the potential energy in Equation (2-9) after considering the membrane stress equilibrium equations (2-13) and related boundary conditions to be satisfied. This enables us to express two of the displacements in terms of the third. If we solve for \(u_{\lambda}\) we obtain

\[
u_{\lambda}(\omega) = \dot{u}_{\lambda}(\omega) + \ddot{u}_{\lambda}(\omega) \quad (2-15)
\]

in which \(\dot{u}_{\lambda}\) and \(\ddot{u}_{\lambda}\) are, respectively, first and second order functions in \(w\) and its derivatives. Substitution of this in the strain components
(2-2) yields

$$\mathcal{E}_{k3}(\omega) = \mathcal{E}_{k3}(\omega) + \mathcal{E}_{k3}^{\prime}(\omega)$$  \hspace{1cm} (2-16)$$

in which, according to the previous notation, $\mathcal{E}_{k3}$ and $\mathcal{E}_{k3}^{\prime}$ are first and second order in $w$ and its derivatives. Finally, substituting Equation (2-16) in the potential energy gives us the revised form, namely,

$$V = A_2(\omega) - \lambda W_2(\omega) + 2 \lambda B_3(\omega) + C_4(\omega)$$  \hspace{1cm} (2-17)$$

where the subscript denotes the order of $w$ and its derivatives contained in the functionals $A_2, W_2, B_3$ and $C_4$. These functionals are defined as follows:

$$A_2(\omega) = U_b(\omega) + \frac{h}{2} \int_A C^{\mu\nu\sigma\delta} \mathcal{E}_{\mu\nu}^{\prime} \mathcal{E}_{\sigma\delta}^{\prime} dA \geq 0$$  \hspace{1cm} (2-18)$$

$$W_2(\omega) = W(\omega)$$  \hspace{1cm} (2-19)$$

$$B_3(\omega) = \frac{h}{2} \int_A C^{\mu\nu\sigma\delta} \mathcal{E}_{\mu\nu}^{\prime} \mathcal{E}_{\sigma\delta}^{\prime} dA$$  \hspace{1cm} (2-20)$$

$$C_4(\omega) = \frac{h}{2} \int_A C^{\mu\nu\sigma\delta} \mathcal{E}_{\mu\nu}^{\prime} \mathcal{E}_{\sigma\delta}^{\prime} dA \geq 0$$  \hspace{1cm} (2-21)$$
For the "lower buckling load" analysis we will work with the potential energy in the form found in (2-17). This notation will formally simplify our problem and considerably reduce the efforts involved. To aid us further in this respect we now introduce additional functionals which are defined by expanding the functionals in (2-17), that is,

\[ A_2(a+b) = A_2(a) + A_{11}(a,b) + A_2(b) \]  

\[ B_3(a+b) = B_3(a) + B_{21}(a,b) + B_{12}(a,b) + B_3(b) \]  

in which \( B_{21}(a,b) \), for example, represents a functional which is second order in \( a \) and its derivatives and first order in \( b \) and its derivatives. Expansions for \( A_2(a+b+c) \), etc., can be similarly represented.

In addition we wish to prove an identity and state several others which relate the above functionals. We first show that

\[ A_{11}(a,a) = 2A_2(a) \]  

Starting with \( A_2(a) \) and using the expansion property (2-22) we find

\[ A_2(a) = A_2\left(\frac{a}{2} + \frac{a}{2}\right) = \frac{1}{4}A_2(a) + \frac{1}{4}A_{11}(a,a) + \frac{1}{4}A_2(a) \]  

from which Equation (2-25) follows immediately.
Similarly, it can be shown that:

\[ W_{11}(a,a) = 2 \ W_2(a) \]
\[ B_{11}(a,b,a) = 2 \ B_{21}(a,b) = 2 \ B_{12}(b,a) \]
\[ B_{21}(a,a) = 3 \ B_3(a) \]
\[ C_{21}(a,b,a) = 3 \ C_{31}(a,b) = 3 \ C_{13}(b,a) \]
\[ C_{21}(a,b,b) = 2 \ C_{22}(a,b) \]
\[ C_{31}(a,a) = 4 \ C_4(a) \]  \hspace{1cm} (2-25)

We now proceed in our discussion of the "lower buckling load" by establishing the condition of equilibrium in terms of the requirement that the potential energy be stationary in the buckled state. This corresponds to the condition that the first variation with respect to \( w \) of the potential energy (2-17) must vanish, that is,

\[ \delta w \ V = A_{11}(\omega, \eta) - \lambda W_{11}(\omega, \eta) + 2 B_{21}(\omega, \eta) + C_{31}(\omega, \eta) = 0 \]  \hspace{1cm} (2-26)

for all admissible functions \( \eta \).

To determine the stability or instability of these buckled states we examine the second variation, which takes the form

\[ \delta^2 w \ V = \frac{1}{2} \left\{ A_{11}(\omega, \eta) - \lambda W_{11}(\omega, \eta) + 2 B_{11}(\omega, \eta, \eta) + C_{21}(\omega, \eta, \eta) \right\} \]  \hspace{1cm} (2-27)
\[ \delta_{\omega}^{2} V = A_2(\eta) - \lambda W_2(\eta) + 2 B_2(\omega, \eta) + C_{22}(\omega, \eta) \]  

(2-28)

For a stable equilibrium configuration the second variation must be positive definite, i.e., \( \delta^{2} V > 0 \), while for instability we may have \( \delta^{2} V \geq 0 \). The general behavior of thin shells, represented by Equations (2-17), (2-26) and (2-28), is demonstrated in Figures 1 and 2. These show the typical post buckling behavior in which the drop in the load parameter \( \lambda \) and the existence of unstable states of equilibrium are due to the presence of third order terms in the potential energy.

The "lower buckling load" is defined as the minimum load necessary to maintain a shell in its buckled state and is represented by the smallest value \( \lambda = \lambda_{K} \) in Equation (2-26) for which a non-trivial solution for \( w \) exists. As can be seen from Figure 2, the lower buckling load is also that load which divides the stable equilibrium states from the unstable and can, therefore, be alternatively defined as that solution of Equation (2-26) which makes the second variation semi-definite, i.e., \( \delta^{2} V \geq 0 \) for all nontrivial \( \eta \) in Equation (2-28). This means we must look for that \( \eta \) which minimizes the second variation and that equilibrium solution which makes this minimum equal to zero. These conditions lead to the Jacobi equations in the theory of the calculus of variations and take the form

\[ \delta_{\eta} \delta_{\omega}^{2} V = 0 \quad \text{subject to} \quad W_2(\omega) = 1. \]  

(2-29)
Figure 1. Load Factor vs Deflection.

Figure 2. Potential Energy vs Deflection.
This operation is equivalent to finding the stationary equation for the functional

\[ Q = \int_{\omega} V - \gamma (W_{\omega} - 1) \]  \hspace{1cm} (2-30)

where \( \gamma \) is a Lagrangian multiplier. Equation (2-29) now becomes

\[ A_{\omega}(\eta, \beta) - \lambda W_{\omega}(\eta, \beta) + 2B_{\omega}(\omega, \eta, \beta) + C_{\omega}(\omega, \eta, \beta) - \gamma W_{\omega}(\eta, \beta) = 0 \]  \hspace{1cm} (2-31)

for all \( \beta \).

This is a linear eigenvalue equation with \( \gamma_{i} \) the eigenvalues and \( \eta_{i} \) the corresponding eigenfunctions. Letting \( \beta = \eta_{i} \) we find that

\[ \int_{\omega} V = \gamma_{i} \]  \hspace{1cm} (2-32)

Since we are interested in that \( \eta_{i} \) which makes our minimum zero, we must therefore set \( \gamma_{i} = 0 \) and look for the \( \eta \) which satisfies the following equation:

\[ A_{\omega}(\eta, \beta) - \lambda W_{\omega}(\eta, \beta) + 2B_{\omega}(\omega, \eta, \beta) + C_{\omega}(\omega, \eta, \beta) = 0 \]  \hspace{1cm} (2-33)

for all \( \beta \).

The "lower buckling load" is now represented by the smallest value of \( \lambda \) which permits a solution of Equation (2-26) and (2-33).
If in Equation (2-33) we let \( \beta = w \) and in Equation (2-26) we restrict \( \eta \) to be the solution of Equation (2-33), the following system of equations results:

\[
A_{\eta \eta}(w, \eta) - \lambda W_{\eta \eta}(w, \eta) + 4B_{\eta 1}(w, \eta) + 3C_{\eta 1}(w, \eta) = 0
\]  \hspace{1cm} (2-34)

and

\[
A_{\eta}(w, \eta) - \lambda W_{\eta}(w, \eta) + 2B_{\eta 1}(w, \eta) + C_{\eta 1}(w, \eta) = 0
\]  \hspace{1cm} (2-35)

Subtracting the second from the first gives

\[
B_{\eta 1}(w, \eta) + C_{\eta 1}(w, \eta) = 0
\]  \hspace{1cm} (2-36)

and substituting this into either Equation (2-34) or (2-35) we arrive at the value of the "lower buckling load" factor \( \lambda_k \):

\[
\lambda_k = \frac{A_{\eta}(w, \eta) - C_{\eta 1}(w, \eta)}{W_{\eta}(w, \eta)}
\]  \hspace{1cm} (2-37)

in which \( w \) and \( \eta \) satisfy Equations (2-26), (2-33) and (2-36).

We now show that the "lower buckling load" is the lowest stationary value of the functional

\[
\Lambda = \frac{A_{\eta}(w, w_2) - C_{\eta 1}(w, w_2)}{W_{\eta}(w, w_2)}
\]  \hspace{1cm} (2-38)

subject to

\[
B_{\eta 1}(w, w_2) + C_{\eta 1}(w, w_2) = 0
\]  \hspace{1cm} (2-39)
in which \( w_1 \) and \( w_2 \) are arbitrary functions. This requires setting equal to zero the first variation with respect to \( w_1 \) and \( w_2 \) of

\[
\mathcal{E} = \Lambda - \bar{\gamma} \left[ B_{21}(w_1, w_2) + C_{31}(w_1, w_2) \right]
\]

(2-40)

in which \( \bar{\gamma} \) is a Lagrangian multiplier. This yields the following two equations:

\[
A_n(w_2, \eta) - \Lambda W_n(w_2, \eta) - C_{21}(w_1, w_2, \eta)
\]

\[
+ \bar{\gamma} W_n(w_1, w_2) \left[ B_{21}(w_1, w_2, \eta) + C_{31}(w_1, w_2, \eta) \right] = 0
\]

(2-41)

for all \( \eta_1 \).

\[
A_n(w_1, \eta_2) - \Lambda W_n(w_1, \eta_2) - C_{31}(w_1, \eta_2)
\]

\[
+ \bar{\gamma} W_n(w_1, w_2) \left[ B_{21}(w_1, \eta_2) + C_{31}(w_1, \eta_2) \right] = 0
\]

(2-42)

for all \( \eta_2 \).

To determine \( \bar{\gamma} \), let \( \eta_1 = w_1 \) in Equation (2-41) to get

\[
A_n(w_1, w_2) - \Lambda W_n(w_1, w_2) - 3C_{31}(w_1, w_2)
\]

\[
+ \bar{\gamma} W_n(w_1, w_2) \left[ 2 B_{21}(w_1, w_2) + 3 C_{31}(w_1, w_2) \right] = 0
\]

(2-43)

and then using Equations (2-38) and (2-39) we find

\[
\bar{\gamma} = \frac{2}{W_n(w_1, w_2)}
\]

(2-44)
Substituting this value of $\gamma$ into Equations (2-41) and (2-42) gives

$$A_n(\omega_{\ell}, \eta) = \Lambda W_n(\omega_{\ell}, \eta) + 2B_{n'}(\omega_{\ell}, \eta) + C_{n'}(\omega_{\ell}, \eta) = 0 \quad (2-45)$$

for all $\eta_1$.

and

$$A_n(\omega_{i}, \eta) = \Lambda W_n(\omega_{i}, \eta) + 2B_{n'}(\omega_{i}, \eta) + C_{n'}(\omega_{i}, \eta) = 0 \quad (2-46)$$

for all $\eta_2$.

We note that if $\Lambda$ is identified with $\lambda$ then Equations (2-45) and (2-46) are identical with Equations (2-26) and (2-33), i.e., the stationary equations of $\Lambda$ are the same as the governing equations for the "lower buckling load". Therefore, the "lower buckling load" is not only the smallest value of $\Lambda$ which permits a solution of Equations (2-45) and (2-46) but it is also the lowest stationary value of the functional (2-38).

This property of the functional (2-38) provides us with a new approach for approximating the "lower buckling load". When the Ritz method is applied to the potential energy (2-17) only one arbitrary function $w$ is at our disposal; in the present approach, however, we have the freedom to select two functions $w_1$ and $w_2$. These two approaches are not unrelated since we will show that if $w$, $w_1$ and $w_2$ are all
chosen to be of the same form then the Ritz method applied to both the
potential energy and the functional \( \Lambda \) yields the same approximation
for the "lower buckling load".

We begin by applying the Ritz method to the potential energy
(2-17) with an approximating series of the form

\[ \omega = a_i \omega^i \quad i = 1 \ldots n \]  (repeated indices
de note summation) \hspace{1cm} (2-47)

Substituting this into the potential energy we obtain

\[ V = a_i a_j [A_{ij} - \lambda W_{ij}] + 2a_i a_j a_k B_{ijk} + a_i a_j a_k a_l C_{ijkl} \]  \hspace{1cm} (2-48)

with

\[ A_z (a_i \omega^i) = a_i a_j A_{ij} , \text{ etc.} \] \hspace{1cm} (2-49)

We then set the first variation of the potential energy equal to zero,
that is,

\[ \delta V = \frac{\partial V}{\partial a_m} \delta a_m = 0 \quad \text{or} \quad \frac{\partial V}{\partial a_m} = 0 \] \hspace{1cm} (2-50)

to arrive at the equilibrium equations

\[ a_i [A_{mi} + A_{im} - \lambda (W_{mi} + W_{im})] + 2a_i a_j [B_{mj} + B_{jm} + B_{ijm}] \]
\[ + a_i a_j a_k [C_{mjk} + C_{mjk} + C_{imj} + C_{ikm}] = 0 \] \hspace{1cm} (2-51)
The second governing equation for the "lower buckling load" involves minimizing the second variation, that is,

\[ \delta^2 V = \frac{1}{2} \frac{\partial^2 V}{\partial a_m \partial a_n} b_m b_n \quad (b_n = \delta a_n) \]  \hspace{1cm} (2-52)

which results in the following equation:

\[ \frac{\partial (\delta^2 V)}{\partial b_n} = 0 \quad \text{or} \quad \frac{\partial^2 V}{\partial a_m \partial a_n} b_m = 0 \] \hspace{1cm} (2-53)

For this equation to have a non-trivial solution for the \( b_m \) the following condition must hold:

\[ \text{determinant} \left( \frac{\partial^2 V}{\partial a_m \partial a_n} \right) = 0 \] \hspace{1cm} (2-54)

This equation plus Equation (2-51) are the governing equations for the "lower buckling load".

Now, using those \( a_n, b_n \) and \( \lambda \) which satisfy Equations (2-51) and (2-54), we multiply Equation (2-51) by \( b_m \) and Equation (2-53) by \( a_n \). If we then apply Euler's homogeneity relationship, which states that if \( \Phi \) is homogeneous in \( z \) of degree \( M \) then

\[ \frac{\partial \Phi}{\partial z} z = M \Phi \] \hspace{1cm} (2-55)
we arrive at the following equations:

$$a_i b_m [A_{mi} + A_{im} - \lambda (W_{mi} + W_{im})]$$

$$+ 2 a_i a_j b_m [B_{mi} + B_{im} + B_{ijm}]$$

$$+ a_i a_j a_k b_m [C_{mjk} + C_{mik} + C_{ijkm} + C_{ikjm}] = 0$$

(2-56)

and

$$a_i b_m [A_{mi} + A_{im} - \lambda (W_{mi} + W_{im})]$$

$$+ 4 a_i a_j b_m [B_{mi} + B_{im} + B_{ijm}]$$

$$+ 3 a_i a_j a_k b_m [C_{mjk} + C_{mik} + C_{ijkm} + C_{ikjm}] = 0$$

(2-57)

Subtracting the first equation from the second yields an orthogonality relationship which corresponds to (2-56)

$$a_i a_j b_m [B_{mi} + B_{im} + B_{ijm}]$$

$$+ a_i a_j a_k b_m [C_{mjk} + C_{mik} + C_{ijkm} + C_{ikjm}] = 0$$

(2-58)

Substitution of this relationship in Equation (2-57) yields the Ritz approximation $\lambda_k^R$ for the "lower buckling load"

$$\lambda_k^R = \frac{a_i b_m [A_{mi} + A_{im}] - a_i a_j a_k b_m [C_{mjk} + C_{mik} + C_{ijkm} + C_{ikjm}]}{a_i b_m [W_{mi} + W_{im}]}$$

(2-59)
We note that this expression is identical to (2-38) if we set \( w_1 = a_i w^i \) and \( w_2 = b_i w^i \). Moreover, in a similar manner we can show that the \( a_i \) and \( b_i \) which satisfy Equations (2-51) and (2-54) are the same coefficients which make the load factor (2-59) stationary. Thus, we can conclude that the two methods are equivalent for the particular case in which \( w_1 \) and \( w_2 \) are chosen to be of the same form.

On the other hand, the freedom to select the two functions \( w_1 \) and \( w_2 \) arbitrarily, i.e., not necessarily of the same form, may possibly increase the speed of convergence to the "lower buckling load". This numerical aid plus the simplicity of the functional form of (2-38) seems to indicate that this approach is computationally more advantageous than the previously used method for the approximation of the "lower buckling load".
CHAPTER III
THE ENERGY LOAD

This chapter is devoted to a theoretical study of the energy load proposed by Friedrichs (17) and Tsien (43). The analysis is similar to that used in Chapter II but now a functional is derived which has the energy load as its minimum.

We begin by normalizing the deflection \( w \) as follows:

\[ w = k w \quad \text{with} \quad W^2 \bigl( w \bigr) = 1 \]  
(3-1)

On substitution of this into the potential energy (2-17) we obtain

\[ V = k^2 A_2 \bigl( w \bigr) - \lambda k^2 W^2 \bigl( w \bigr) + 2 k^3 B_2 \bigl( w \bigr) + k^4 C_4 \bigl( w \bigr) \]  
(3-2)

For equilibrium we again require the vanishing of the first variation of the potential energy; this leads to the following two equations:

\[ \frac{\partial V}{\partial k} = 0 \]  
(3-3)

and

\[ \delta \omega \ V = 0 \quad \text{subject to} \quad W^2 \bigl( w \bigr) = 1 \]  
(3-4)

Performing the differentiation in Equation (3-3) we arrive at the first condition of equilibrium, namely,

\[ A_2 \bigl( w \bigr) - \lambda W^2 \bigl( w \bigr) + 3 k B_2 \bigl( w \bigr) + 2 k^2 C_4 \bigl( w \bigr) = 0 \]  
(3-5)
In order to utilize Equation (3-4) we introduce a Lagrangian multiplier \( \gamma \) and then set the first variation with respect to \( w \) of

\[
\delta V = V - \gamma (W_2 - 1) \tag{3-6}
\]

equal to zero. This leads to the second equilibrium condition:

\[
A_w (w; \eta) - \gamma W_0 (w; \eta) + 2k B_3 (w; \eta) + k^2 C_4 (w; \eta) = 0 \tag{3-7}
\]

for all \( \eta \)

subject to \( W_2 (w) = 1 \).

To describe the energy load factor \( \lambda_T \), the above equilibrium equations must be supplemented by the additional condition that the potential energies of the buckled and unbuckled states are equal. For our "potential energy" function \( V \), which is defined as the difference in the potential energies of the buckled and unbuckled states, this is equivalent to setting \( V = 0 \) (see Figure 2) and leads to the following equation:

\[
A_2 (w) - \lambda W_2 (w) + 2k B_3 (w) + k^2 C_4 (w) = 0 \tag{3-8}
\]

Our problem, then, is to find the smallest load factor \( \lambda \) which permits a non-trivial solution of Equations (3-5), (3-7) and (3-8). This problem can be made more compact if we solve Equations (3-5) and (3-8) simultaneously to find

\[
\lambda = - \frac{B_3 (w)}{C_4 (w)} \tag{3-9}
\]
Substitution of this value of \( k \) into both Equations (3-7) and (3-8) reduces the number of relevant equations to the following two:

\[
A_n(\omega, \eta) - \bar{\gamma} W_n(\omega, \eta) - \frac{2B_2}{C_4} B_{21}(\omega, \eta) + \frac{B_3^2}{C_4} C_{31}(\omega, \eta) = 0
\]

(3-10)

for all \( \eta \)

and \( \bar{\gamma} = A_2(\omega) - \frac{B_3^2(\omega)}{C_4(\omega)} \) subject to \( W_2(\omega) = 1 \).

The energy load factor is now the smallest value of (3-11) which occurs when \( w \) satisfies Equation (3-10).

We now wish to prove two related properties of the functional in (3-11): 1) the energy load factor is the lowest stationary value of this functional and 2) this stationary value is actually the absolute minimum of this functional.

We start the proof of the first proposition by introducing a Lagrangian multiplier \( \bar{\gamma} \) and setting the first variation of the functional

\[
\delta \bar{\gamma} = A_2(\omega) - \frac{B_3^2(\omega)}{C_4(\omega)} - \bar{\gamma} (W_2(\omega) - 1)
\]

(3-12)

equal to zero. This leads to the stationary equation for the functional (3-11):

\[
A_n(\omega, \eta) - \bar{\gamma} W_n(\omega, \eta) - \frac{2B_2}{C_4} B_{21}(\omega, \eta) + \frac{B_3^2}{C_4} C_{31}(\omega, \eta) = 0
\]

(3-13)

for all \( \eta \).
We determine the eigenvalue $\bar{\gamma}$ by letting $\eta = w$ in Equation (3-13) and find its value to be

$$\bar{\gamma} = A_2(\omega) - \frac{B_3^2(\omega)}{C_4(\omega)} \equiv \lambda \quad (3-14)$$

A comparison of Equations (3-10) and (3-13) reveals that these two equations are identical if we identify $\bar{\gamma}$ with $\gamma$. In addition, the expression (3-14) shows that the eigenvalues of the equilibrium equation (3-10) are really the stationary values of the functional (3-11). This means, therefore, that the energy load factor is the lowest stationary value of (3-11) and is equal to the smallest eigenvalue in the equilibrium equation (3-10).

To show that this stationary value is actually a minimum we must rewrite the functional (3-11) by using the definitions of the functionals $A_2$, $B_3$ and $C_4$ given in (2-18) through (2-21). If at the same time we incorporate the notation of an inner product by

$$(\dot{\mathcal{E}}, \dot{\mathcal{E}}) = \frac{\hbar}{2} \int_A C_{\eta \mu \nu} \dot{\mathcal{E}}^\eta \dot{\mathcal{E}}^\mu \dot{\mathcal{E}}^\nu dA \quad (3-15)$$

in which the $\dot{\mathcal{E}}$ are defined in (2-16), we arrive at the following expanded form for the functional (3-11):

$$\lambda = A_2 - \frac{B_3^2}{C_4} = U_b + (\dot{\mathcal{E}}, \dot{\mathcal{E}}) - \frac{(\dot{\mathcal{E}}, \dot{\mathcal{E}})^2}{(\dot{\mathcal{E}}, \dot{\mathcal{E}})} \quad (3-16)$$

Since $(\dot{\mathcal{E}}, \dot{\mathcal{E}}) > 0$, we can apply Schwarz's inequality which states that
\[
(\varepsilon, \varepsilon) \leq (\varepsilon, \varepsilon) \cdot (\varepsilon, \varepsilon) \quad .
\]  

Substitution of this in Equation (3-16) yields

\[
\lambda = A_2 (\omega) - \frac{B_2^2 (\omega)}{C_4 (\omega)} \geq U_b (\omega) > 0
\]  

Therefore, the minimum of \( U_b \) with respect to \( \omega \), if it exists, is a lower bound to the functional (3-11), that is,

\[
\lambda \geq U_{b_{\text{min}}} > 0 \quad \text{for all admissible } \omega
\]  

Now, on the basis that \( \lambda \) is bounded from below, we postulate the existence of a minimum for the functional (3-11). This minimum would then be described by the smallest stationary value of (3-11) which, as was shown before, is the energy load factor \( \lambda_T \). Therefore, we have shown that the following inequalities hold:

\[
\lambda \geq \lambda_T \geq U_{b_{\text{min}}} > 0
\]  

If we now apply the Ritz method to the functional (3-11), we find, in an analysis similar to that at the end of Chapter II, that the resulting approximation for the energy load factor is the same as that found by applying the Ritz method to the potential energy (2-17). Moreover, because of the above indicated minimum property of this functional, this approximation will be an upper bound to the actual energy load factor \( \lambda_T \).
This last result was shown previously by Langhaar and Boresi (28) but their analysis required the assumption of a stable buckled configuration at the energy load, i.e., a positive-definite second variation of the potential energy. In the present analysis, however, the stability of this state is not an assumption but rather a consequence. This can be seen most easily if we take the second variation of the functional (3-11) and evaluate it at the energy load factor and its associated mode. Carrying out the variations we obtain:

\[
\delta_{w} \lambda = A_{2} (\eta) - \lambda \delta W_{2} (\eta) - \frac{B_{2}}{C_{4}} A_{2} (\omega, \eta) + \frac{B_{2}^{2}}{C_{4}^{2}} C_{22} (\omega, \eta) \frac{\delta^{2} W_{2} (\omega, \eta)}{C_{4}^{2}} - \frac{2}{C_{4}} \left[ B_{3} (\omega, \eta) - \frac{B_{2}}{C_{4}} C_{31} (\omega, \eta) \right]^{2} > 0 \quad \text{for all } \eta \quad (3-21)
\]

This is positive-definite because the energy load is the absolute minimum of this functional. Without actually carrying out the calculations we will now note that Equation (3-21) is identical, except for a positive factor, to the second variation of the potential energy (3-2) with \( k = - \frac{B_{2}}{C_{4}} \). Consequently, the second variation of the potential energy must also be positive-definite which, therefore, establishes the stability of the energy load configuration.

In the remainder of this chapter we present two examples for which the minimum of \( U_{b} \) exists: 1) a cylindrical shell subjected to axial compression and simply supported at its ends and 2) the same shell but with zero shear and zero slope boundary conditions.

The bending energy for a cylindrical shell under axial compression, based on the Donnell-type approximations, is given by Equation (2-10). If
we choose the middle surface coordinates the following way:

$$U_b = \frac{h^3}{24} \int_0^{\pi} C^{\alpha \beta \gamma} \omega_{\alpha} \omega_{\beta} \omega_{\gamma} \, dA$$  \hspace{1cm} (3-23)

then the covariant derivatives become simple partial derivatives and the bending energy takes the following form:

In addition we assume all the initial stresses $\mathbf{\mathbf{N}}_{ij}$ to vanish except $\mathbf{\mathbf{N}}_{xx}$ which is chosen to equal the negative of the Euler stress $P_E$, which for a cylindrical shell under axial compression equals

$$-N_{xx}^0 = P_E = 0.605 \frac{Eh}{R}$$  \hspace{1cm} (3-24)

in which $E$ is the elastic modulus, $h$ the thickness and $R$ the radius of the shell. The Euler load factor is then found by minimizing

$$A_2(\omega) \quad \text{subject to} \quad W_2(\omega) = 1$$  \hspace{1cm} (3-25)

and due to our choice for the initial stresses becomes

$$\lambda_E = 1$$  \hspace{1cm} (3-26)

If we compare the forms of the functionals (3-11) and (3-25), we recognize that the Euler load factor is an upper bound to the energy load factor,
that is,  
\[ \lambda_E = 1 \geq \lambda_T \]  
(3-27)

Finally, this choice of initial stresses brings the normalizing condition, according to (2-12), into the following form:

\[ W_2(w) = P_E \int_A \sigma_{xx}^2 \, dA = 1 \]  
(3-28)

Our problem then is to minimize the binding energy (3-23) subject to the condition (3-28); that is, we wish to minimize the functional

\[ U_b(w) - \bar{\lambda} (W_2(w) - 1) \]  
(3-29)

where \( \bar{\lambda} \) is a Lagrangian multiplier. If we identity \( U_b(w) \) with the second order functional \( A'_2(w) \), that is,

\[ A'_2(w) \equiv U_b(w) \]  
(3-30)

we find the stationary equation of (3-29) to be

\[ A''_2(w; \eta) - \bar{\lambda} W_1(w; \eta) = 0 \]  
for all \( \eta \)  
(3-31)

By setting \( \eta = w \) in Equation (3-31) we can determine the eigenvalue

\[ \bar{\lambda} = A'_2(w) \equiv U_b(w) \]  
(3-32)

The minimum of the bending energy, if it exists, is thus the smallest eigenvalue \( \bar{\lambda} \) in Equation (3-31).
If we now consider (3-23) and (3-28), we can rewrite Equation (3-31) in its expanded form:

\[
\frac{D}{h} \nabla^4 w + \overline{P} E \omega_{xx} = 0
\]  

(3-33)

This is immediately recognized as the equilibrium equation for a buckled rectangular plate of length \( L \) and width \( 2\pi R \) under the same boundary conditions as the cylindrical shell. We solve this equation for the two sets of boundary conditions mentioned before:

1) Simply supported

\[
\omega(0) = \omega(L) = 0 \\
\omega_{xx}(0) = \omega_{xx}(L) = 0
\]

(3-34)

and \( w \) periodic along the width of the plate.

2) Zero shear and zero slope

\[
\omega_x(0) = \omega_x(L) = 0 \\
\omega_{xxx}(0) = \omega_{xxx}(L) = 0
\]

(3-35)

and \( w \) periodic along the width of the plate.

To solve Equation (3-33) for the first set of boundary conditions, we try a solution in the form:

\[
\omega = a \sin \frac{\pi x}{L} \sin \frac{\pi S}{R} + b \sin \frac{\pi x}{L} \cos \frac{\pi S}{R} \\
0 \leq x \leq L \\
0 \leq S \leq 2\pi R
\]  

(3-36)
which satisfies all the boundary conditions if \( a \) and \( b \) are arbitrary constants and \( m_1, n_1, m_2 \) and \( n_2 \) are integer constants. Substitution of this approximation into Equation (3-33) shows that we have an exact solution if \( \lambda \) satisfies the following equation:

\[
\frac{3hP_e}{D} = \frac{a \left[ \left( \frac{m_1}{L} \right)^2 + \left( \frac{n_1}{R} \right)^2 \right]^2 + \frac{b \left[ \left( \frac{m_2}{L} \right)^2 + \left( \frac{n_2}{R} \right)^2 \right]^2}{\frac{R^2}{L^2} [am_1^2 + bm_2^2]}}{(3-37)}
\]

This is minimized when \( n_1 \) and \( n_2 \) are zero, which implies that the first term in our solution guess (3-36) does not enter. The elimination of all terms having \( a \) as a factor thus leads to

\[
\frac{3hP_e}{D} = \left( \frac{m_2 R}{L} \right)^2
\]

which is a minimum for \( m_2 = 1 \). The buckling stress of the plate therefore equals

\[
\frac{3hP_e}{D} = \frac{Dr^2}{hL^2}
\]

To determine if this value of the load factor is actually the minimum of the bending energy or simply the lowest stationary value, we note that the condition \( n_2 = 0 \) makes our solution independent of the circumferential direction. If this condition is imposed on Equation (3-33), the equation for the lowest eigenvalue becomes
\[ \frac{D}{h} \omega_{xxxx} + \lambda \frac{P}{E} \omega_{xx} = 0 \]  

(3-40)

This is, of course, the equilibrium equation for the buckling of a column if \( \frac{D}{h} \) is taken to be the elastic modulus. The lowest eigenvalue of this equation is known to yield a minimum to the bending energy; consequently, we have actually found a minimum to the bending energy (3-23) and the following inequalities thus hold:

\[ \lambda = A_2(\omega) - \frac{B_3(\omega)}{C_4(\omega)} \geq U_b(\omega) \geq \frac{Dp}{P_hL^2} \]  

(3-41)

for all \( w \) which satisfy \( W_2(w) = 1 \).

To solve Equation (3-33) for the second set of boundary conditions we try a solution in the form:

\[ \omega = a \cos \frac{m_1 \pi x}{L} \sin \frac{n_1 \pi}{R} + b \cos \frac{m_2 \pi x}{L} \cos \frac{n_2 \pi}{R} \]  

(3-42)

which again satisfies all the boundary conditions if \( a \) and \( b \) are arbitrary constants and \( m_1, n_1, m_2 \) and \( n_2 \) are integer constants. If we substitute this approximation into Equation (3-33), we arrive at the same expression for the load factor (3-37) as we did for the first set of boundary conditions. Thus the remainder of the analysis would be the same as in the first case, and the conclusions reached there would apply here also. In other words, a minimum for the bending energy (3-23) exists for the two sets of boundary conditions considered.
It is noted that the lower bound (3.41) is unrealistically low and not likely to be of numerical interest (see Chapter IV). What is of interest is its existence, from which the existence of an energy load may be deduced.
CHAPTER IV

ENCLOSURE THEOREM

Since it is almost an impossible task to determine analytically the buckling load of a shell with arbitrary initial imperfections, it is necessary to resort to approximate methods and possibly intuitive approaches. This was the motivation for the energy criterion of Friedrichs (17) and Tsien. (43) They proposed that the energy load, defined as that load which makes the potential energy in the buckled and unbuckled states equal, was a lower limit to stability. Although this criterion has a weak theoretical foundation, (20) it has been made plausible by a recent publication of Bodner and Gjelsvik (6), who showed that for certain elastic systems which exhibit snap-buckling the energy load is a lower bound to the buckling loads associated with a particular class of geometrical imperfections.

If we accept the possibility that the energy load may be a lower limit of stability, then we must realize that the commonly used Ritz approximation is on the unsafe side. It would thus be desirable to obtain a lower bound to the energy load which, according to the above criterion, would then be a safe design load. In addition, a lower bound, in combination with the Ritz approximation, would enable us to estimate the error of our approximate energy load.

In the last chapter we determined, for two cases, a lower bound to the energy load $P_T$ for a cylindrical shell under axial compression, namely,

$$P_T = \lambda_T P_e \geq \frac{E h^2 r^2}{12 (1-\nu^2) L^2}$$  \hspace{1cm} (4-1)
If we compare this with an upper bound calculated by the Ritz method \(^{(43)}\), that is,

\[
.238 \frac{Eh}{R} > \frac{P}{P}
\]  \( (4.2) \)

we find that the lower bound does not appear to be a significant approximation due to the presence of \( h^2 \). In addition, its dependence on \( L \) contradicts the observed behavior that the buckling loads of a shell are not dependent on the length of the shell. This is all more apparent if, for example, we express these inequalities in terms of a typical shell with \( L = 4, R = 4 \) and \( h = .004 \); then the bounds become

\[
.238 \times 10^{-3} E > \frac{P}{P} > .001 \times 10^{-3} E
\]  \( (4.3) \)

which indicates the extreme variance between the two bounds.

Therefore, if our aim is to obtain "close" approximations to the energy load both from above and below, a better method for finding more realistic lower bounds must be sought. In this chapter we derive a method which may yield "close" lower bounds. This approach involves finding a lower bound to the smallest eigenvalue (i.e., to the energy load) in the equilibrium equation \((3.10)\), which is repeated here for convenience:

\[
A_{ii}(\omega, \eta) - 2W_{ii}(\omega, \eta) - \frac{2B_3}{C_4} B_{3i}(\omega, \eta) + \frac{B_3^2}{C_4} C_{3i}(\omega, \eta) = 0
\]  \( (4.4) \)

for all \( \eta \)
This equation can be rewritten in the form

$$M\omega = \lambda N\omega$$  \hspace{1cm} (4-5)$$

in which $N$ is the linear differential operator which has the load factor $\lambda$ as a coefficient, and $M$ is the integro-differential operator which encompasses the remainder of the equation. If we now define the Rayleigh quotient $R(\omega)$ as

$$R(\omega) = \frac{A_2(\omega) - \frac{B_2^2(\omega)}{C_4(\omega)}}{W_2(\omega)} \geq \lambda_T > 0$$  \hspace{1cm} (4-6)$$

which is positive by (3-19), we can establish several properties of the above operators:

1) The operator $M$ is homogeneous of degree one and it is positive-definite, that is,

$$\int_A \omega M\omega \, dA = A_0(\omega, \omega) - \frac{B_2}{C_4} B_2(\omega, \omega) + \frac{B_3}{C_4} C_0(\omega, \omega)$$

$$= 2 \left( A_2 - \frac{B_3}{C_4} \right) > 0$$  \hspace{1cm} (4-7)$$

2) The operator $N$ is positive-definite and self-adjoint, that is,

$$\int_A \omega N\omega \, dA = W_{11}(\omega, \omega) = 2W_2(\omega) > 0$$  \hspace{1cm} (4-8)$$
and

\[ \int_A u \nabla v \, dA = W_n(u, v) = W_n(v, u) = \int_A v \nabla u \, dA \quad (4-9) \]

We have attacked this problem by trying to extend lower bound techniques used in linear differential eigenvalue problems \(^{(21, 23, 39)}\) to include the above integro-differential equation. Of the existing methods examined, however, only the enclosure theorem of Collatz \(^{(9)}\) was found suitable for extension. One of the main difficulties which arose was that the other methods required the operator \( M \) to be self-adjoint; this is, however, not the case here, that is,

\[ \int_A u Mv \, dA \neq \int_A v Mu \, dA \quad (4-10) \]

as is easily seen from Equation \((4-7)\). In fact, the proof given by Collatz for his enclosure theorem also requires the symmetry of \( M \), but a revision of his proof is presented in this chapter which, at the expense of some of the generality of Collatz's results, does not require this property.

Before attempting to prove the revised enclosure theorem, we first note that if two shell problems have the related property:

\[ W_2(\omega) \geq W_2^*(\omega) \quad \text{for all } \omega \quad (4-11) \]

or equivalently:
\[ R(\omega) = \frac{A_2(\omega) - \frac{B_2(\omega)}{C_2(\omega)}}{W_2(\omega)} \leq R^*(\omega) = \frac{A_2(\omega) - \frac{B_2(\omega)}{C_2(\omega)}}{W^*(\omega)} \tag{4-12} \]

then the smallest eigenvalues satisfy

\[ \lambda_T \leq \lambda_T^* \tag{4-13} \]

which follows immediately by taking the minimum of both sides of the inequality (4-12). It is worthwhile to note that the inequality (4-13) would hold not only for the smallest eigenvalue but for all additional pairs of corresponding eigenvalues if \( M \) were self-adjoint because then Courant's maximum-minimum principle(11) could be invoked.

The revised proof which we now present follows closely that of Collatz.(9)

Revised Enclosure Theorem

We will work with the equation

\[ Mw = \lambda Nw = (-1)^n \lambda \left[ q(s) w^{(n)} \right] s, s_1 < s < s_2 \tag{4-14} \]

in which \( w = w(x,s) \) and the \( n \)-th derivatives, denoted by \((n)\), are taken with respect to \( x \). This equation is accompanied by a sufficient number of homogeneous boundary conditions. Let us now assume the following:

a) \( M \) is a positive definite operator and homogeneous of degree one.
b) $g(x)$ is positive for $x_1 \leq x \leq x_2$

c) two admissible functions satisfy:

$$(-1)^n \int_A u [g u^{(m)}]^m dA = \int_A g u^{(m)} v^{(m)} dA$$

d) the Rayleigh quotient has a positive minimum:

$$R(w) = \frac{\int_A w M w dA}{\int_A w N w dA} \geq \lambda_i > 0$$

in which $\lambda_1$ is the smallest eigenvalue in Equation (4-14).

Now define a function $F_0$ which satisfies

$$MF = NF$$

(4-15)

if $F_1(x,s)$ is an arbitrary function which satisfies all of the boundary conditions.

Then, if the function:

$$\Phi(x,s) = \frac{F_0^{(m)}(x,s)}{F_1^{(m)}(x,s)}$$

(4-16)

does not change sign in the region and if $F_1(x,s)$ is a "sufficiently close" approximation to the first eigenfunction, the maximum and minimum of $\Phi$ enclose the smallest eigenvalue:

$$\Phi_{\text{min}} < \lambda_i < \Phi_{\text{max}}$$

(4-17)
Proof

We know by Equations (4-14) and (4-15) that

\[ M_i F = N_i F = (-1)^n \left[ g(x) F_0 (x, s) \right]^{(m)}, \quad (4-18) \]

and by Equation (4-16) that

\[ F_0^{(m)} (x, s) = \Phi (x, s) F_i^{(m)} (x, s) \quad (4-19) \]

Therefore we have

\[ M_i F = (-1)^n \left[ g(x) \Phi (x, s) F_i^{(m)} (x, s) \right]^{(m)}, \quad (4-20) \]

and, we recall, that \( F_1 \) satisfies all the boundary conditions.

We now write the following three equations for an admissible function \( w(x, s) \) which satisfies all the boundary conditions:

1) \[ M w = (-1)^n \lambda^{(m)} \left[ g(x) \Phi_{\text{min}} w_{(m)} (x, s) \right]^{(m)} \]

2) \[ M w = (-1)^n \lambda^{(m)} \left[ g(x) \Phi (x, s) w_{(m)} (x, s) \right]^{(m)} \]

3) \[ M w = (-1)^n \lambda^{(m)} \left[ g(x) \Phi_{\text{max}} w_{(m)} (x, s) \right]^{(m)} \]

In cases 1 and 3 when \( w = w_p(x, s) \), the eigenfunctions for (4-14), we obtain the following relationships for the associated eigenvalues:
\[ \lambda' \Phi_{\text{min}} = \lambda' \], \quad \lambda'' \Phi_{\text{max}} = \lambda' \]  \hspace{0.5cm} (4-21)

or

\[ \lambda' = \frac{\lambda'}{\Phi_{\text{min}}} \], \quad \lambda'' = \frac{\lambda'}{\Phi_{\text{max}}} \]  \hspace{0.5cm} (4-22)

In case 2, \( F_1(x, s) \) is an eigenfunction and its associated eigenvalue is

\[ \lambda'' = 1 \]  \hspace{0.5cm} (4-23)

which may not be the lowest eigenvalue of this equation.

These three cases can be compared by relating the denominators of their respective Rayleigh quotients. For an admissible function \( w \) we have

\[ \int_A \omega (-t') \left[ g \Phi_{\text{max}} \omega'' \right] dA = \int_A g \Phi_{\text{max}} \left[ \omega'' \right] dA \geq \int_A g \Phi(x, s) \left[ \omega'' \right] dA \]  \hspace{0.5cm} (4-24)

which are valid inequalities because of the assumption (b) on \( g(x) \). The conclusions drawn from Equations (4-11) through (4-13) can now be applied here, and the following inequalities result for the smallest eigenvalues of the above equations:

\[ \lambda'' \leq \lambda''' \leq \lambda' \]  \hspace{0.5cm} (4-25)
It is important to note that $\lambda''_1$ is unknown to us unless $F_1(x,s)$ happens to be the first eigenfunction of case 2; then the smallest eigenvalue is

$$\lambda''_1 = 1$$

(4.26)

by Equation (4.23). This actually occurs, for example, when $F_1$ is chosen to be the first eigenfunction of Equation (4.14) for then case 2 and Equation (4.14) become identical. It is plausible, then, that an $F_1$ which is a close approximation to the first eigenfunction of (4.14) might continue to be the first eigenfunction of case 2 so that (4.26) will still hold. This is the condition mentioned earlier that $F_1$ be "sufficiently close" to the first eigenfunction $\psi_1$ in Equation (4.14). Satisfaction of this condition and substitution of (4.22) into the inequalities in (4.25) leads directly to the enclosure of the smallest eigenvalue in Equation (4.14):

$$\frac{\lambda_i}{\Phi_{\text{MAX}}} < 1 < \frac{\lambda_i}{\Phi_{\text{MIN}}}$$

(4.27)

or

$$\Phi_{\text{MIN}} < \lambda_i < \Phi_{\text{MAX}}$$

(4.28)

This result is not as general as that obtained by Collatz, who found that the maximum and minimum of $\Phi$ enclosed at least one eigenvalue for any $F_1(x,s)$ which satisfied all the boundary conditions, that is,

$$\Phi_{\text{MIN}} < \lambda_p < \Phi_{\text{MAX}}$$

(4.29)
This result, however, required that \( M \) be self-adjoint. The question now arises concerning the Collatz theorem (4-29): how do we know which eigenvalues we are enclosing? This answer is dependent on the choice of the "arbitrary" function \( F_1(x,s) \). It is interesting to note that the enclosure of the smallest eigenvalue in (4-29) requires the identical restriction on \( F_1 \) indicated in our revised theorem: that \( F_1 \) be "sufficiently close" to the first eigenfunction \( w_1 \) in Equation (4-14).

Our interest, of course, lies in the determination of a lower bound to the smallest eigenvalue. The applicability of the revised enclosure theorem for finding lower bounds to the energy load is quickly realized if we note that the assumptions in the theorem are sufficient to describe the properties of the energy load equilibrium equation which are stated in Equations (4-5) through (4-9). In order to be certain that we are enclosing the energy load, however, we must check \( F_1 \) to make sure it is "sufficiently close" to \( w_1 \). For this check we propose the following test. Let the approximating function be chosen in the form of a series, such as,

\[
F_1(x,s) = \sum_{i=1}^{n} a_i \omega_i(x,s) \tag{4-30}
\]

in which the \( \omega_i(x,s) \) satisfy all the boundary conditions and the \( a_i \) are constants which are determined by minimizing the Rayleigh quotient, namely,

\[
R_n \left( \sum_{i=1}^{n} a_i \omega_i \right) = \frac{\int_A n F M F dA}{\int_A F N F dA}. \tag{4-31}
\]
It will then be true that

\[ R_n \geq R_{n+1} \geq \ldots \geq \lambda_i > 0 \]  \hspace{1cm} (4.32)

which implies that the \( a_1 \) chosen in this manner make the approximating series (4-30) a continually better approximation of the first eigenfunction \( w_1 \). We now suggest that the series (4-30) satisfies the "sufficiently close" condition if the \( \Phi_{\text{MIN}} \), calculated from this series, approach the \( R_n \) from below as \( n \) increases.
CHAPTER V
APPLICATION TO A CYLINDRICAL SHELL

In this chapter we apply the Revised Enclosure Theorem, proved in the previous chapter, to the problem of finding a lower bound to the energy load for a thin circular cylindrical shell under axial compression with zero slope and zero shear boundary conditions. We showed in Chapter III that the energy load exists and is positive for this case.

If, as before, we take our coordinate system in the form (3-22) with \( x, s \) and \( z \) the axial, circumferential and radial coordinates, respectively, having the range

\[
0 < x < L \\
0 < s < 2\pi R \\
-\frac{b}{2} < z < \frac{b}{2}
\]  

and, in addition, we introduce a stress function \( \varphi \), satisfying

\[
\varphi_{xx} = \nabla^{ss} \\
\varphi_{ss} = \nabla^{xx} \\
\varphi_{xs} = -\nabla^{xs}
\]  

we arrive at the familiar form of the potential energy (2-4) for an axially compressed cylindrical shell, namely,

\[
V = \frac{D}{2} \int_A \left[ (\omega_{xx} + \omega_{ss})^2 + 2(1-\nu)(\omega_{xs}^2 - \omega_{xx} \omega_{ss}) \right] dA \\
- \frac{Ph}{2} \int_A \omega_x^2 dA + \frac{h}{4} \int_A \left[ \varphi_{ss} \omega_x^2 + \varphi_{xx} \omega_s^2 - 2 \varphi_{xs} \omega_x \omega_s + 2 \varphi_{xx} \frac{\omega}{R} \right] dA
\]  

\[46\]
By minimizing the potential energy and considering the compatibility of the stress function $\phi(w)$, we arrive at the following system of equations which governs the post-buckling behavior of the shell:

\[
\frac{D}{h} \nabla^4 w + \lambda E w_{xx} - \phi_{xx} w_{ss} - \phi_{ss} w_{xx} + 2 \phi_{xs} w_{xs} - \frac{1}{R} \phi_{xxx} = 0
\]  

(5-4)

and

\[
\nabla^4 \phi = E \left[ w_{ss} - w_{xx} w_{ss} - \frac{1}{R} w_{xxxx} \right]
\]  

(5-5)

with $P_E$ defined in (3-24).

We begin this analysis by approximating the radial deflection $w_1$ with the following series:

\[
w_1 = \sum_{\alpha \beta} \alpha_{\alpha \beta} \cos \frac{\alpha \pi x}{L} \cos \frac{\beta \pi s}{R}
\]  

(5-6)

which satisfies the zero slope, zero shear boundary conditions if $\alpha_{\alpha \beta}$ are constants and $\alpha$, $\beta$, $m$ and $n$ are integer constants. Substituting this into the compatibility equation (5-5) and solving for the stress function $\phi$ on which we impose the following boundary conditions:

a) $\phi_{sx} = 0$ at $x = 0, L$,

b) the axial displacement $u$ equal to a constant at $x = 0, L$ subject to the condition that $\int_0^L \phi_{ss} ds = 0$.

(5-7)
we obtain

\[
\Phi = E \left( \sum_{n, \beta} a_{\beta} a_{\alpha n} P_{\alpha n} \cos \frac{(n \pi) \text{max}}{L} \cos \frac{(\alpha \pi) \text{ns}}{R} \right) + \sum_{n, \beta} a_{\beta} Q_{\alpha n} \cos \frac{(n \pi) \text{max}}{L} \cos \frac{(\alpha \pi) \text{ns}}{R} \}
\]

with

\[
Q_{\alpha n} = \frac{\varphi^2 \mu^2 R}{n^2 [\mu^2 + \beta^2]^2}, \quad P_{\alpha n} = \frac{\alpha \pi (\pi - \alpha n) \mu^2}{4 [(n \pi)^2 + \mu^2 + \beta^2]^2}
\]

and

\[
\mu = \frac{m \pi R}{n L}
\]

which is the ratio of the circumferential wavelength to the axial wavelength. The notation \( \sum_{\alpha} \) indicates that if \( \alpha \) is summed over the values 0, 1, 2, then \( \gamma \) is summed over the values -2, -1, -0, 0, 1, 2. In addition, the subscripts on \( a_{\alpha n} \) are always considered positive.

If we now substitute (5-6) and (5-8) into (5-3), we obtain the potential energy in the desired form (2-17), namely,

\[
V = A_2(\omega) - 2 P E W_2(\omega) + 2 B_3(\omega) + C_4(\omega)
\]

(5-11)
with

\[ A_2 (\omega) = \frac{D n^2 n L}{4 R^3} \sum_{\alpha \beta} a_{\alpha \beta}^2 \left( a_{\alpha \beta}^2 + \frac{E n^2 R}{D n^2} Q_{\alpha \beta} \right) \quad (5-12) \]

\[ W_2 (\omega) = \frac{n^2 n L}{4 R} \sum_{\sigma} a_{\sigma \sigma}^2 \sigma^2 \quad (5-13) \]

\[ B_3 (\omega) = \frac{E n^2 n L}{64 R^3} \sum_{\sigma \tau \delta \rho} a_{\sigma \sigma} a_{\tau \tau} a_{\rho \rho} \left\{ n^2 (\sigma^2 + \tau^2 + \rho^2 + \delta^2) Q_{\sigma \sigma} \right. \]

\[ + 8 R (\sigma^2 + \tau^2 + \rho^2 + \delta^2) P_{\sigma \sigma \tau \tau} \left. \right\} \quad (5-14) \]

subject to \( \sigma + \tau + \rho = 0 \) and \( \beta + \sigma + \delta = 0 \)

\[ C_4 (\omega) = \frac{E n^2 n L}{32 R^3} \sum_{\sigma \tau \delta \rho} a_{\sigma \sigma} a_{\tau \tau} a_{\rho \rho} a_{\delta \delta} \left\{ (\sigma + \tau + \rho + \delta)^2 - 2 \sigma \delta Q_{\omega \omega} \right. \]

\[ + (\sigma + \tau + \rho + \delta)^2 Q_{\omega \omega} \left. \right\} \quad (5-16) \]

subject to \( \sigma + \tau + \rho + \delta = 0 \) and \( \beta + \sigma + \delta + \omega = 0 \)

We note that the restrictions on the summation indices (5-15) and (5-17) imply that the odd coefficients \( a_{rs} \), i.e., \( r + s \) equals an odd integer, must occur in pairs. If we represent any odd coefficient by \( \hat{a} \) and any even coefficient by \( \bar{a} \), we can rewrite the potential energy so that it explicitly shows all the combinations of odd and even coefficients which occur, that is,

\[ V = (\hat{a} \cdot \hat{a}) + (\hat{a} \cdot \bar{a}) + (\hat{a} \cdot \hat{a} \cdot \bar{a}) + (\hat{a} \cdot \bar{a} \cdot \hat{a}) + (\hat{a} \cdot \bar{a} \cdot \hat{a} \cdot \bar{a}) \quad (5-18) \]
in which, for example, \((\hat{a} \cdot \hat{a} \cdot \hat{b})\) represents the aggregate of the terms which have two odd and one even coefficient.

The stationary equations are now found by setting equal to zero the derivatives of \((5-18)\) with respect to the coefficients, that is,

\[
\frac{\partial V}{\partial \hat{a}} = 0 \quad \text{and} \quad \frac{\partial V}{\partial \hat{a}^e} = 0.
\]  \hspace{1cm} (5-19)

Carrying out the indicated differentiation in the first part of \((5-19)\) we find that

\[
\frac{\partial V}{\partial \hat{a}} = (\hat{a}) + (\hat{a} \cdot \hat{a}) + (\hat{a} \cdot \hat{a}^e \cdot \hat{a}^e) = 0,
\]  \hspace{1cm} (5-20)

which is satisfied if all the odd coefficients \(\hat{a}\) are zero, independently of the values of the even coefficients \(\hat{a}^e\). Consequently, we need to consider only the even coefficients in the approximating series \((5-6)\). This result agrees with the recent analyses of Almroth(12) and Cox(12).

The non-zero coefficients are now chosen by minimizing the "energy load functional"

\[
A_2(\omega) - \frac{B_3(\omega)}{C_4(\omega)}
\]  \hspace{1cm} (5-21)

while at the same time letting \(m\) and \(n\) take on various integer values. This analysis was carried out on an IBM 7090 digital computer using the Newton-Raphson iteration scheme for the determination of the minimizing coefficients. If these coefficients are then substituted into the
expression (5-21), we arrive at the Ritz approximation for the energy load $P_T$:

$$R^2P_T = 0.0983 \frac{Eh}{R} \geq P_T,$$  \hspace{1cm} (5-22)

which is significantly lower than the approximate value calculated by Tsien,(43) namely,

$$R^2P_T = 0.238 \frac{Eh}{R}$$  \hspace{1cm} (5-23)

The present analysis was performed on a shell with dimensions $R = 4, L = 4$ and $h = 0.004$. For this case (5-21) reached a minimum when:

$$n = 12 \text{ and } \mu = 0.5$$  \hspace{1cm} (5-24)

and the nine non-zero coefficients considered had the relative values:

<table>
<thead>
<tr>
<th>$a_{02}$</th>
<th>$a_{11}$</th>
<th>$a_{13}$</th>
<th>$a_{20}$</th>
<th>$a_{22}$</th>
<th>$a_{31}$</th>
<th>$a_{33}$</th>
<th>$a_{40}$</th>
<th>$a_{42}$</th>
</tr>
</thead>
</table>
| -7.07    | 100.     | 3.09     | 33.      | -14.8    | 6.70     | 2.88     | 6.28     | -2.22    | (5-25)

Since the end shortening is defined by

$$\varepsilon = \frac{1}{L} \int_0^L u_x \, dx$$  \hspace{1cm} (5-26)

we find the end shortening in our notation to be

$$\varepsilon = \frac{k^2 W_0(\psi)}{2nRL}$$  \hspace{1cm} (5-27)
Using the coefficients in (5-25) we are able to calculate the ratio of
the end shortening which occurs at the energy load, \( \varepsilon_n \), to the end
shortening which occurs at the classical buckling load, \( \varepsilon_c \), that is,

\[
\frac{\varepsilon_r}{\varepsilon_c} = 2.47 \quad (5-28)
\]

In addition we are able to calculate the approximate maximum radial de-
flexion in terms of the thickness of the shell, that is,

\[
\left( \frac{\omega_r}{h} \right)_{\text{MAX}} = \frac{E h}{2(1-\nu^2)} \left( \frac{\omega_r}{h} \right)_{\text{MAX}} \approx 15 \quad (5-29)
\]

To check whether this relatively large deflection was sufficient to carry
the stresses past the yield limit into the plastic range, we calculated
approximately the maximum bending stress and the maximum direct stress
for a steel shell, namely,

Max. Bending Stress = \( \left( \mathcal{N}_{xx}^{b} \right)_{\text{MAX}} = \frac{E h}{2(1-\nu^2)} \left( w_{xx} + \nu w_{ss} \right)_{\text{MAX}} \)

\[ \approx 25,000 \text{ psi.} \quad (5-30) \]

Max. Direct Stress = \( \left( \mathcal{N}_{xx}^{d} \right)_{\text{MAX}} = \left( \sigma_{xx} \right)_{\text{MAX}} + P \)

\[ \approx 32,000 \text{ psi.} \]

which are within the allowable stress limit for most steels. Consequently,
in the absence of initial imperfections, the shell buckles in the elastic
range; this contrasts with the assumptions made by Donnell\(^{(14)}\) in his im-
perfection analysis.
To determine a lower bound to the energy load we must first define a function $\omega_{0}$ in the manner of (4-15); this results in the following equation:

$$\frac{1}{E} \omega_{0,xx} = \frac{n^4}{R^4} \sum_{\alpha \beta} \alpha_{\alpha \beta} \left\{ \frac{D}{E} [\omega_{0}^2 + \beta^2]^2 + \frac{\mu^2 R_x^2 Q_{x0}}{n^2} \right\} \cos \frac{\omega_{\max}}{L} \cos \frac{\alpha_{0}}{R}$$

$$- \frac{B_{1} R_x^2}{4 C_1 R^4} \sum_{\alpha \beta \gamma} \alpha_{\alpha \beta} \alpha_{\gamma \delta} \left\{ 4 R (\omega_{0})^2 P_{xy} - n^2 (\omega_{0})^2 Q_{y0} \right\} \cos \frac{\omega_{\max}}{L} \cos \frac{\alpha_{0}}{R}$$

$$(5-31)$$

$$- \frac{B_{2} R_x^2}{4 C_2 R^4} \sum_{\alpha \beta \gamma} \alpha_{\alpha \beta} \alpha_{\gamma \delta} \left\{ (\alpha + 1) \phi - (\beta + 1) \sigma \right\} P_{xy} \cos \frac{\omega_{\max}}{L} \cos \frac{\alpha_{0}}{R}$$

After integrating this equation with respect to $x$, we set up the function $\Phi$ defined in (4-16), namely,

$$\Phi = \frac{\omega_{0,xx}}{\omega_{0,x}}$$

$$(5-32)$$

If we now substitute the results of our upper bound analysis (5-24) and (5-25) into (5-32) and minimize with respect to $x$ and $s$, we should find, according to (4-17), a lower bound to the energy load. Our analysis, however, resulted in a positive $\Phi_{\max}$ and a negative $\Phi_{\min}$; this not only is a meaningless lower bound but also does not satisfy the condition in the theorem that $\Phi$ must not change sign in the region. One
possible explanation for the failure of this method to yield a meaningful lower bound to the energy load is that the approximating series (5-6) is not a "close enough" approximation of the first eigenfunction of Equation (3-10). This explanation seems plausible if one notes that the last two non-zero terms considered in the series (5-6) have coefficients $a_{40}$ and $a_{42}$ which are of the same order of magnitude as several of the other retained coefficients. Consequently, termination of the series with $a_{42}$ does not seem justified. Indeed, Almroth(2) found that $a_{60}$ was also of this order of magnitude when he analyzed by the Ritz method the post-buckled range.

Moreover, it is known that the bounds calculated from the enclosure theorem of Collatz do not converge as rapidly as the upper bound calculated by the Ritz method; in fact, this is one of the reasons the enclosure theorem has been discarded in favor of other methods, for example that developed by Kato,(23) when a linear differential eigenvalue problem is considered. Consequently, a small error in the Ritz upper bound approximation may be sufficient to cause the $\phi_{\text{min}}$ to become negative; this error may be due to the premature termination of the series (5-6).

Lastly, as we successively increased the number of non-zero terms in (5-6) for the Ritz approximation, the magnitude of $k$ in (3-1) also increased. It ranged from .42 to .74 as the number of terms in the series went from five to nine. These successive increase in $k$ point to the possibility that $k$ increases indefinitely as the number of terms are increased. In other words, the functional (3-11) reaches
its minimum in the limit as \( k \) goes to infinity. If this is the case, then it is questionable that the enclosure theorem may be applied to this problem as the equality in Equation (4-6) no longer holds; this implies that \( \lambda_T \) is no longer an eigenvalue in Equation (4-4).
CHAPTER VI

CONCLUSIONS

A functional is derived which provides an alternative method for approximating the von Karman 'lower buckling load'. It is shown that this method may yield faster convergence to the 'lower buckling load' than the previously used Ritz method applied to the potential energy.

On consideration of a second functional, which has the Friedrichs and Tsien 'energy load' as its lowest stationary value, we are able to establish: 1) this functional is bounded from below by the minimum of the bending energy, 2) the energy load is actually the minimum of this functional and 3) the energy load exists and is positive if the minimum of the bending energy exists.

A method of approximation, based on an enclosure theorem of Collatz, is then developed which may yield lower bounds to the smallest eigenvalue in a non-linear integro-differential equation. This method, theoretically, enables us to obtain realistic lower bounds to the energy load and, in combination with the Ritz method, provides us with an error estimate of the approximate energy load.

The application of these methods for the determination of bounds to the energy load for a cylindrical shell under axial compression was only partially successful. The Ritz method yielded an upper bound value of the energy load equal to $0.0983 \frac{Eh}{R}$ in which $h$ is the thickness and $R$ the radius of the shell. Application of the revised enclosure theorem, however, did not produce a meaningful lower bound; the
failure of this method appears to be due to either the premature termination of the series approximation for the deflection or the possibility that the energy load is reached only in the limit as the end shortening goes to infinity. This in turn raises the question as to whether one of the fundamental assumptions of the many approximate shell analyses performed by previous investigators is based on fact. This assumption, namely that the load carried by a shell after buckling rises again after an initial drop, has never been successfully demonstrated. The present investigation has turned up no evidence which would tend to lend credence to that assumption.
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