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In equations (10) and (11), it is to be
understood that when values outside the
zero-one interval occur, the g. or h. is
automatically reset to the (nedrer)
bound.

In the first paragraph of section I, it
should be stressed that the informational
aspects and set-like attributes of attention
are subsumed under the priming concepts

of the present model, much as in Hebb's
(1949) original theory.

It should be mentioned that Postman and
Phillips (1965) employed an arithmetic

task during delays before recall, as is
implied by the parenthetical remark in

line 17 on page 97.

In a paper published after the completion

of this dissertation, Atkinson and Schriffen
[Storage and Retrieval Processes in Long-
term Memory, Psychological Review, 76 (2):
179-193, 19697 say that their system is
consistent "with the view that the short-
term store is simply a temporary activation
of information permenantly stored in the
long-term store." Although such an interpretation
may create some new difficulties for the

AS machinery, it considerably reduces

the conceptual difference between the

AS and SA models in this area.

Most of the comparisons based on rehearsal
should be disregarded, since the writer
failed to understand that the short-term
buffer in the AS model is viewed as a
rehearsal system. This fact was briefly
noted in the 1965 Atkinson and Shiffrin
reference, but was first noticed by the
writer in a later paper, not available
during the preparation of this dissertation
[Human Memory: a Proposed System and its
Control Processes, in K.W. Spence and

J.T. Spence (eds.), The Psychology of
Learning and Motivation, Vol. 2, Academic
Press, New York, 1968]. It would now

seem reasonable for the AS model to claim
that non-set subjects do not use such a
rehearsal buffer (although Atkinson and
Shiffrin do not, to the writer's knowledge,
provide alternative machinery), thus
accounting for the lowered primacy in

a manner similar to the wirter's explanation
in the SA model.
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ABSTRACT

The primary objective of this study is the development
and application of an automata-theoretic neural model of hu-
man. learning and memory, using the subassembly (a small,
tightly interconnected set of neurons) as the primitive unit
of analysis. 1In a larger context, the research reported here
is viewed as a contribution to an understanding of the bio-
logical bases of adaptive behavior, particularly language
behavior. ’

The first chapter reviews the historical background of
the area of research, beginning with the cell-assembly theory
of Hebb; simulation projects are considered along with theoret-
ical advances. The type of neural network model employed is
then put in its appropriate context with respect to neural
models in general.

The development of the model is undertaken in the second
chapter, where the primitive SA (subassembly) unit is seen to
consist of connection control, input summation, and state con-
trol units. The nature of the sub-components of each of these
units 1is described mathematically and interpreted behaviorally.
The representation of stimulus items in hierarchically organized
networks 1s then considered, with emphasis on mechanisms media-
ting attention, encoding, retrieval, rehearsal, and recall.

The third chapter applies the model to experimental data
and compares it with other models of learning and memory. The
data, both from the literature and from the writer's own experi-
mental studies, focus on the issues of serial position effects
in free recall, on better memory for figural than verbal stimuli,
and, to a lesser extent, on the effects of a recall set and of
a delay before recall test. The model is also viewed in compar-
ison with the mathematical approach of Atkinson and Shiffrin to
free recall data, and with the auditory-rehearsal approach of
Sperling to short-term visual memory.

The last chapter considers the degree of rigor in the
model, outlines the major claims made for the study, and looks
at the prospects for future avenues of research, which include
experimental studies, neurophysiological explorations, and
computer simulation. '



INTRODUCTION

In a recent issue of Scientific American, Stanford Biology

Prgfessor Donald M, Wilson (1968)* concluded his article on
"The Flight Control System of the Locust" as follows: "What

we are striving for . . . is a way of understanding the func-
tioning of networks of nerve cells that control animal behavior.
Neurophysiologists have already acquired wide knowledge about
single nerve cells--how theilr impulses code messages and how
the synapses transmit and integrate the messages. Much is also
known about the electrical behavior and chemistry of large
masses of nerve cells in the brains of animals. The intermed-
iate level, involving networks of tens or hundreds of nerve
cells, remains little explored. . . . I suspect that it is an
area in which important problems are ripe for solution."

While Dr. Wilson and his fellow biologists explore such
neural networks in the locust and seek extrapolations to human
behavior, other types of investigation, less directly physio-
logical but dealing with more sophisticated behavior, should

proceed apace. With the publication of The Organization of

Behavior (1949), D. O. Hebb initiated a theoretical approach

to the study of neural networks of "tens or hundreds of nerve

*The author's name and the year of publication are used to
cite entries in the list of references at the end of this study.



cells," an approach based in large part on behavioral data.
Subsequent contributions to cell-assembly theory have kept it

an active part of the more general discipline of neuropsychology.
Cell-assembly theory will be further explored in the present
dissertation.

One problem in the investigation of the neural bases of
behavior 1s the issue of language. Experimental studies and
theoretical positions which draw an explicit contrast between
verbal and non-verbal information processing in the nervous
system are relatively rare. Furthermore, since many existing
neurophysiological theories are rather informal, it is often
difficult to derive definite predictions about language be-
havior from them. The present research has been motivated,
then, by the desire for a formal cell-assembly-type neuro-
psychological theory which is based, at least in part, on
data involving an explicit linguistic component. It is the
writer's belief that this approach offers the best hope for
progress toward an understanding of the complicated processes
by which information, and particularly language information, is
encoded, stored, and retrieved in the brain. This is surely
one of the most challenging research problems iﬁ the study of
adaptive systems, where one goal is to discover and model the
theoretical foundations of biological success.

Four types of research can contribute to an understanding
of complex, adaptive behavior. The first type is physioclogical
experimentation, as exemplified by the work of Wilson mentioned

above. A second area is behavioral experimentation, like that



done by Levonian (1966) on attention and consolidation factors
in retention. The third research category is model building
or formal theorizing, an example of which is Kaplan's (1968)
model of synaptic change during learning. Finally, there is
compﬁter simulation of the kind done by Finley (1967) to in-
vestigate cell-assembly formation in neural networks. The
contribution of this study is based primarily on researgh in
the third area (model building) and, to a lesser extent, on
behaviorial experimentation. The framework is also laid for

computer simulation.

The organization of this study will now be outlined.

The first chapter reviews the hiétorical background of the .
area of research, beginning with the cell-assembly theory of
Hebb (1949); simulation projects are considered along with
theoretical advances. The type of neural network model em-
ployed 1s then put in its appropriate context With respect
to neural models in general.

The development of the model is undertaken in the second
chapter, where the primitive SA (subassembly) unit is seen to
consist of connection control, input summation, and state
control units. The nafure of the sub-components of each of
these units 1s described mathematically and interpreted be-
haviorally. The representation of stimulus items in hierarch-
ically organized networks is then considered, with emphasis
on mechanisms mediating attention, encoding, retrieval, re-

hearsal, and recall.



The third chapter applies the model to experimental data
and compares it with other models of learning and memory. The
data, both from the literature and from the writer's own ex-
perimental studies, focus on the issues of serial position
effects in free recall, on better memory for figural than for
verbal stimuli, and, to a lesser extent, on the effects of a
recall set and of a delay before recall test. The model is
also viewed in comparison with the mathematical approach of
Atkinson and Shiffrin (1965, 1968) to free recall, and with
the auditory-rehearsal approach of Sperling (1963, 1967) to
short-term visual memory.

The last chapter considers the degree of rigor in the
model, outlines the major claims made for the study, and looks
at the prospects for future avenues of research, which include
experimental studies, neurophysiological explorations, and

computer simulation.



CHAPTER I: BACKGROUND AND CONTEXT

Theoretical models like the one to be developed and dis-
cussed 1in subsequent chapters are of relatively recent origin.
The short but lively history of this research will be briefly
sketched in this chapter. An attempt will also be made to
place these kinds of theories within the general context of
models éf the neural bases of behavior.

The 1949 publication of D. O. Hebb's The Organization.

of Behavior was primarily responsible for initiating a school

of thought that has evolved in the two decades since. Hebb
introduced the concept of the cell-assembly into neural theory.
The cell-assembly was a particularization of the notion of the
neural trace (or engram) and, as such, represented the funda-
mental neural unit of perception and thought. A group of
neurons could be organized into such an assembly under con-
ditions of repeated common excitation, usually during the
early experience of the organism.

Hebb postulated that if the firing of one neuron was
repeatedly influential in the firing of a second neuron, the
first would become increasingly important as a determinant of
the firing of the second. The mechanism underlying such a
change was presumed to be some kind of metabolic or growth

change, which increased the efficilency of the synapse between



the two neurons; but Hebb did not commit himself to any spe-
cific machinery.

In any case, a small group of neurons with only slight
mutual interconnection strength could well be subjected to
repeated periods of simultaneous activity, as the result of
some recurring or persistent external stimulus. Under the
influence of the process postulated by Hebb, the group would
come to be much more strongly interconnected and capable of
circulating activity, through re-entrant paths or closed neural
loops; for some time after the evoking stimulus was no longer
present. Such a group of neurons was called a cell-assembly;
and the post-stimulus circulation of activity was known as
reverberation.

For Hebb, reverberation was the means by which something
could be remembered for at least the first few minutes--a
holding mechanism which gave rise to the slower structural
or metabolic changes forming more permanent memory records.
Such a fixing of information in long-term storage has come to
be known as consolidation. Although some authorities deny the
need for any such construct, and while there is considerable
dispute about its nature and temporal parameters (see Kimble,
1967, for debate on both these points), consolidation is
nevertheless a widely accepted term.

The cell-assembly, which Hebb viewed as perhaps repre-
senting one angle of a triangle, was not the ultimate level
of organization in his system. As the organism learned to

recognize the triangle as a whole, the three constituent



assemblies began to establish relations among themselves and
with other, previously uninvolved, neurons. The triangle could
thus eventually come to evoke an ongoing sequence of activity
among the constituent cell-assemblies and an additional "super-
ordinate" assembly. Hebb called such acfivity a phase sequence.

Hebb was not very specific about the nature of inter-
assembly relations; and the manner in which one assembly might
influence which other assembly would next be predominantly
active has been subject to a number of interpretations. This
problem‘is especially important because it ié central to the
question of how thought is directed in the absence of guiding
external stimulation; the whole issue of the heural bases of
association is involved.

The first suggestion in this area originated with Milner
(1957). He introduced inhibition into the Hebb scheme, prim-
arily to keep the cortéex from "blowing up" as a result of
snowballing excitation. Milner then proposed that, although
the currently active assembly was broadcasting non-specific
inhibition throughout the cortex, i1t might also have facili-
tory connections with some other assembly. Although these
connections would carry insufficient weight to arouse the
other assembly to concurrent life (in the face of the general
inhibition), they could "prime" it for subsequent gctivity.
Milner believed that this priming was accomplished.because
sub-threshold excitation of a neurdn made it easier to fire
later (a view which does not seem to have much physiological

support). As soon as the first assembly died out and its



inhibition of others disappeared, the primed second assembly
would be most ready to go and therefore most likely to succeed
in competition for dominance of the cortex.

At about this same time, Rochester, Holland, Haibt, and
Duda (1956) began looking at the cell-assembly theory with an
eye to simulation of the formation of éssemblies on a digital
computer. The original model involved sixty-nine neurons
with ten synapses each. The parameters determining Wwhether
a given neuron would fire were the number and strength of
its inputs, the degree to which it had recovered from its
previous firing (refractoriness), and the level of fatigue
resulting from the overall intensity of recent activity. The
strength of a particular input was determihed bvaebb's postu-
1ate——whenever "neuron A participated in firing neuron B,
the synapse that enabled A to stimulate B was increased in
magnitude." With six neurons distinguished as inputs to the
network (their firings being under external control), diffuse
reverberation was relatively easy to demonstrate, but no
combination of input pattern and parameter settings produced
cell-assembly-like behavior.

The investigators then conferred with Hebb and Milner
and, as a result, introduced Milner's concept of inter-assembly
inhibition. They also increased the scope of the simulation
to a 512-neuron net with an average of six synapses per neuron.
Frequency of firing and synapse magnitude were determined as
before. Rather than using a uniformly random interconnection

pattern, as in the earlier study, a "distance bias" was put



in, so that two nearby neurons were more likely to‘be connected
than two remote neurons. Inputs, or receptors, consisted of
four blocks of four neurons each, with pairs of blocks stimu-
lated in alternation. An examination of firing patterns and
synaptic magnitudes revealed that cell-assemblies had formed
after repeated stimulation; within assemblies most connections
were facilitory, while between assemblies most were inhibitory.
Although this result provided good confirmation of the Hebb-
Milner theory, there was little tendency for the simulated
assemblies to arouse or influence each other., Instead of dis-
playing any sort of priming, the assemblies seemed almost
entirely input-dependent.

One of Holland's students (Finley, 1967) made progress
on this issue of assembly interaction. He worked with nets
of up to 900 neurons with an average of up to twenty-four
synapses per neuron., Important parameters included the
presence and nature of distance biasing, the initial distri-
bution of synapse values, threshold and fatigue curves, and
the synapse value function controlling increase and decrease
in connection strength.

In a preliminary study of input-free networks, Finley
demonstrated the importance of inhibition, distance biasing,
and fatigue to the achievement of reasonably stable behavior
without the presence of unusual, artificial constraints. He
then turned to a study of network behavior under conditions
of periodic input. Selecting an input set of from nine to

sixty-four neurons, he varied its anatomical compactness,
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the period and intensity of the input, and (in the most com-
plicated cases) the frequency of alternation between two
different patterns.

The most impressive result occurred in Finley's last
series of simulation runs. He chose a 400-neuron network with
an average of six synapses per neuron, and with distance bias,
inhibition, and fatigue. The input set consisted of nine
neurons spaced one apart in a five-by-five grid. Stimulation
was applied to this set every seventh time step for 100 time
steps; each such "on" period was followed by an "off" period
éf 100 time steps without any stimulation. After about 3000
time steps, overlapping cycles of neurons, containing closed
chains of excitation, had formed in the net. 1In other words ,
a cell-assembly had developed.

Finley then introduced a new stimulus at another input
region. The second stimulation was also periodic, but was
applied only every eighth time étep during its on period
(which coincided with the off period of the first input).
Although exhaustion of computer funds dictated an early
termination of the experiment, preliminary observations in-
dicated a second assembly in the process of formation, while
the first continued undisturbed. Of particular interest was
the fact that the connections between the two assemblies
tended toward inhibitory values in a manner highly sugges-
tive of specific assembly interaction.

A byproduct of these various simulation studies was a

theory of priming quite different from Milner's. The cross
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inhibition between simulated assemblies 1led Holland and others
to a theory of inhibitory priming, in which the primary function
of inhibition was not to keep the cortex stable but variably

to depress spontaneocus or background activity in the non-
dominant assemblies. The most inhibited assembly would be

the best candidate for the next active unit, since it would

be the most fully "rested," having been prevented by the in-
hibition from developing much fatigue in its component neurons.
It would thus be the one most likely to spring to life follow-
ing the release of the inhibition.

Thus, between 1956 and 1967, a series of increasingly
sophisticated simulation studies, aided by advances in neural
theory, provided preliminary validation of a cell-assembly-
type model of learning and memory.

Meanwhile, yet a third approach to the priming issue had
appeared. Good (1965) introduced the notion of subassemblies,
small subclumps of especially high connectivity within the
larger cell-assembly. He viewed the priming process as a
transfer of activity from the currently active assembly to the
next one in line by means of the subassemblies they had in
common. In Good's scheme, then, assembly A and assembly B
would share some group of neurons, a group which could contain
one or more subassemblies. As activity in A began-to die out,
the shared subassemblies would (because of their high internal
connectivity) tend to remain active the longest and hence, in
their roles as members of B, arouse the second assembly. The

result would be a transfer of activity from A to B via common
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subassemblies. In addition to providing an alternative to
the Milner and Holland theories of priming, the notion of
subassemblies has been'employed by Good and others as an im-
portant tool in theorizing about other aspects of neural
models (e.g., see Kaplan, 1968). The subassembly has also
been recently acknowledged as a useful tool by Hebb (1968).
This concludes a brief survey of a field which might
best be termed "neo-Hebbian neural modeling." No attempt
has been made toc be exhaustive, either with respect to the
investigators mentioned or with respect to the details of
their investigations. Rather, this discussion has been de-
signed to provide a general picture of the context in which

the writer's work has been carried out.

Since there are many others who deal with neural models
of one kind or another, what remains to be done in this chap-
ter is to identify the larger context. That is, where does
neo-Hebbian neural modeling fit into the general scheme of
theories about and research into the neural bases of behavior?

Initially, it is important to distinguish neural-net
models from other types of models or theoretical approaches
to the neural bases of behavior. There are, for example, a
number of models of the function of the single nerve cell,
ranging from abstract mathematical formulations to actual
electronic implementations. While the contributions to
modern neurophysiology of such models cannot be denied, it

seems unlikely at present that much can be learned about
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perception, learning, and memory except from studies of the
dynamic interactions among large numbers of neurons.

At the other end of the continuum from such very molec-
ular, single-unit, models are the very molar approaches which
form a subset of what is sometimes calied "artificial intelli-
gence." . Here can be found models of pattern recognition,
problem solving, and the like, which often show only remote
concern with the underlying physiological substrates of the
behavior in question. Once again, the importance of such
studies 1s not being questioned; but their contribution is
usually more to an understanding of behavior, per se, than to
a grasp of 1ts neural bases. It would seem, then, that the
most productive interface'between behavior and physiology
lies at the neural network level, with models which deal with
the interactions among large numbers of neural primitives
(neurons or small groups of neurons).

A useful means of further categorizing these neural-net
models themselves has recently been developed; it is summarized
by Kaplan (1968). Neo-Hebbian models can apparently be distin-
guished from most other varieties of network models by the
presence of two independent characteristics.

The first of these characteristics is a learning rule,
by which is meant any algorithm or mechanism, internal to the
model, which provides for the adjustment of parameters (notably
synapse strength) on the basis of experience. A model lacking
such a rule can seldom exhibit true adaptive behavior. The

classic McCulloch-Pitts (1943) neural networks, for example,
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made possible the realization of arbitrary behavior; but once

a network was designed, there was little provision for modifica-
tion of its behavior. And the networks of Farley (1962), de-
spite their more random nature, were each limited to modeling
one particular class of EEG phenomena.

The second characteristic which serves to distinguish
neo-Hebbian models is the largely random nature of their con-
nection schemes and the resultant possibility for closed neural
circuits. Instances of non-random net models would again in-
clude the McCulloch-Pitts approach, as well as Rosenblatt's
(1958) perceptrons. 1In the latter case, closed neural circuits
are precluded by the "straight-through" design of the connec-
tion patterns.

Kaplan concludes that, among the handful of models which
have both a learning rule and sufficiently random interéonnec—
tion patterns to guarantee multiple closed loops, "the Hebb-
Milner model is the best known and most influenhtial.”

In the chapters to follow, a new neo-Hebbian model, based
on the subassembly as a primitive element, will be developed and

bapplied to (among other things) some new experimental data.



CHAPTER II: THE MODEL DEVELOPED

The primitive unit in the model to follow will be the
formal counterpart of a subassembly, a concept originated by
Good (1965). As outlined in Chapter I, Good viewed subassem-
blies as smaller, more strongly interconnected, groups of nerve
cells within the larger cell-assembly. These small units were
capable of self-sustained activity which endured longer than
that of the cell-assembly as a whole and were thus good éandi-
dates for the means of transferring activity from one cell-
assembly to another, among other functions.

The notion of the subassembly that will be employed here
is much in the spirit of Good's conceptualization, but differs
from it in a few important respects. First, Good's suggestion
that there might be sub-sub-assemblies, etc., is fully employed;
a large neural circuit is here understood to be a hierarchical
collection of many subassemblies, organized into larger and
fewer subgroups at successively higher levels. Note that the
term subassembly is reserved for the smallest, bottom-level,
units, however. There is reason to believe that some such hier-
archy exists, since the processes envisioned by Hebb (1949) as
responsible for the formation of a larger trace could be just
as operative on its own internal structure. So, while the
hierarchy is thought of as built up of subassemblies, its devel-

opment might well proceed by progressive downward differentiation.

15
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A second difference between the present approach and
Good's is that subassemblies are here assumed to provide a non-
overlapping, exhaustive decomposition of any higher-order trace.
There are no "free neurons" in the portion of neural space under
study; and a given neuron is not considered a member of more
than a single subassembly. This too is not unreasonable, since
in the highly-interconnected structure of a mature cell-assembly
there would not likely be a neuron which is not connected to
many others. Each neuron then has "allegiance" (in the sense
of connection strength) to at least one subassembly. If it
has allegiance to many subassemblies, it can be considered a
member of that one to which it is most strongly connected and
a means of interconnection between its "own" subassembly and
those others with which it makes significant contact.

(Individual neurons actually play no role in the model to
follow. The subassembly is the primitive element, in the sense
that there 1s no attempt to mocdel its internal physiclogy.)

Another addition tc Good's approach concerns the stability
of subassemblies. Since the organism principally under consider-
ation is the human adult, it is assumed that most subassemblies
are permanent cerebral fixtures. Two considerations prompt this
hypothesis. First, the amount and variety of prior experience
should have been sufficient to allow fractionation and recruit-
ment (Hebb's terms for loss and gain of member neurons as a
result of experience) to run their courses. And second, since
subassemblies are perceptual and conceptual building blocks,

the stability of adult percepts and concepts suggests that sub-
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assemblies do not change much.

Although Good occasionally suggests that subassemblies
represent specific stimulus components, like phonemes, no such
commitment is made here. Rather, it is assumed that sensory
input consists of familiar entities (or of entities with fa-
miliar components) which have ‘stable neural counterparts in
collections of subassemblies,

Although all of the above differences from Good's con-
ceptualization are important, the term subassembly is retained
here Dbecause the similarities are even more important, because
credit is due Good for the innovation, and because other choilces
of label (like "primitive trace component") are cumbersome.

One final point must be emphasized. The size of the primitive
unit in the present model, while it could be about the same as
what Good had in mind (on the order of ten to a hundred neurons),
is not critical to the operation of the model. Thus the term
subassembly should not be construed as placing an upper bound

on the flexibility (number of states) of the primitive unit.

In fact, the minimalprimitivenature of an isolated subassembly
makes it an entity not behaviorally accessible and therefore not
subject to arbitrary interpretations concerning size or behavioral
aspect..

In the present context, then, the subassembly is the
primitive component in the neural circuit hierarchy and may be
thought of as a group of neurons, smaller than the complete
representation of a simple stimulus or concept, but capable of

self-sustained activity as a unit following some appropriate and
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adequate stimulation. And, since the concern in this model is
more with neural dynamics in the adult organism than with the
development of neural circuits, an extensive history (which
led to such bermanent subassemblies and thelr current patterns
of interconnection) is assumed.

Although no commitment is made here to the region of the
brain in which the portion of neural space being modeled exists,
the area usually termed association cortex (perhaps combined
with some higher sub-cortical centers) seems a likely candidate.
This means that peripheral input-output matters are not within
the scope of the model. The folloWing two assumptions embody
this understanding: (1) preliminary encoding of input stimula-
tion, possibly through approximately the level of the more com-
plex receptive-field pattern detectors, is taken for granted;
(2) the issue of motor control is sidestepped by assuming that,
when an item has been successfully retrieved from memory, there
are appropriate subroutines available to program its expression
in spoken or written form.

Also, while processes like rehearsal and retrieval will
be described in terms of the model, the circuitry responsible for
the initiation of such processes is presumably located elsewhere.
No attempt is made to account for volition or planning. More
generally, the present model has as its principal objective the
limited goal of explaining the mechanisms mediating, and some
of the variables influencing, the ability of subjects to remem-
ber various kinds of stimuli in one type of experimental situa-

tion (free recall). The extent to which this goal 1is realized
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will be considered in Chapter IV, The statement of goal, how-
ever, is not meant to imply that the model has no explanatory
capacities outside the limited area of study; but such additional
capacities are not often considered here.

Before explication of the model is begun, a few final
comments are needed. The first concerns time. Time is quan-
tized in the model; a single time step might be thought of as
corresponding to some small fraction of a second of real time
(the exact value is not critical). Also, there are three over-
lapping time periods to which frequent reference will be made.
Very-short-term (VST) processes last at least several seconds
and up to a couple of minutes following termination of input
stimulation (they are also co—occﬁrrent with such stimulation);
their strength and duration are direct consequences of the
strength and duration of the input, although other factors can
be influential. Short-term (ST) processes begin a few minutes
after input-termination and have effects up to several hours
later; their strength and duration are based on activity during
a time period in the recent past. Long-term (LT) processes be-
gin after a few hours and have effects up through at least a
few days later, and possibly much longer; their strength and
duration are based on activity in a past time period more re-
mote than that for short-term processes. The selection of this
three—timeaperiod approach and the approximate boundaries of
the time periods are based on ideas in Kaplan (1968) and Halste&ad
and Rucker (1968) and particularly on John's (1967) summary and

interpretation of the work of Albert.
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The terms priming and memory will become important. To
avoid confusion, they will be generally defined at this time; a
number of specific forms of each will eventually be introduced
in terms of particular parameters of the model. Priming refers
to any process by which one subassembly (or group thereof) in-
creases the probable future response to a given level of input
of either itself or another subassembly (or group thereof).
The subassembly or neural circult that is more likely to have
a higher future level of response is called primed.

A brief digression‘concerning terminology 1s necessary.
Both Milner (1957) and Herzog (1968) employ the term priming
in the context of Hebb-like neural models. Milner's physio-
logical interpretation of priming (the "excitatory priming"
described in Chapter I) led him to identify a '"primed state"
with an "excited state." 1In the present model, current excita-
tion will be only one form of priming.

Herzog has a nice treatment of priming which is similar
to (and in fact influenced) the present approach. Herzog
calls a trace primed if it is easier to activate than usual;
he distinguishes three major types of priming--prior, concurrent
from within, and concurrent from without. The types of priming
to be introduced in the following development, although they
employ temporal and external-internal distinctions, cannot be
identified with Herzog's types in any straightforward manner.
This is true first of all because concurrent priming 1s only
available from within in the present model. Furthermore, the

writer acknowledges an unusual use of the term priming with
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respect to LT processes, since Herzog and other users generally
restrict the term to fairly short-term ("pump-priming") kinds
of processes.

In contrast to priming (although once again in a contrast
perhaps least significant in the long-term situation), memory
refers to any state of a subassembly or neural circuit that
contributes to an improved‘capacity for correct response in a
recall task (see Adams, 1967, for a similar definition). 1In
the subsequent analysis, memory states will always be the results
of priming processes; the better primed a neural circuit is (in
the relevant time period), the better the chances for recall.
The two terms are kept separate not only because one refers to
a process and the other to a state, but also because at least
one kind of priming mediates more than its analogous form of
memory and at least one kind of memory is based on more than a
single form of priming.

In the development which follows, the mechanics of the
model will be described in detail, beginning with the primitive
subassembly unit and then turning to networks of such uhits.

In addition to the formal development, terminology and concepts
to be used in subsequent applications of the model are introduced
at the points in the discussion when the most relevant under-
lying parameters are being described. Such interwoven inter-
pretation is identified in the first five sections of this
chapter by an (I) at the beginning of each paragréph. This
should reduce confusion about where the model stops and the

interpretation begins. Finally, a glossary of all symbols used
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in this chapter is included at the end.

A prototype primitive component of the model, the SA
(subassembly) unit, 1s diagrammed in Fig. II-1 on the following
page. It has 2N-2 binary input lines and a single binary output
line (branching into 2N-2 equivalent lines). N relates to the
size of a network of such units and will be used later. The
SA unit can be seen to contain rather elabbrate machinery, which
is divided among thrée major sub-units, SC (state control), IS
(input summation), and CC (connection control). These three
sub-units will be discussed in turn in the first three sections
to follow.

It should again be emphasized that the behavior (output)
of such an SA box, as a function of its inputs from cther such
‘units and/or the "outside world," is a mbdel of the behavior of
a physiological subassembly as a function of its inputs. Since
the behavior of a physiological subassembly has never been
measured, the model is based on the writer'é own theory (as
influenced by Hebb, Good, single-neuron physiology, intuiticn,
and other sources) of how a subassembly behaves. The internal
componentry of the SA box is built to produce such behavior and
does not reflect the neural contents of a physiological sub-

assembly.

A. The SC Sub-unit. This component has two parts, FSD

(finite state device) and STP (short-term primer). FSD is the

6

usual finite automaton quintuple, (I°, 0, S, q, 0). 'S is the

set of (internal) states of FSD and consists of a subset of the
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product of sS4 ordered E (excitation) levels and S5 ordered F
(fatigue) levels.
S <EXF, where E = (e., e,, - . . , e ),
1 2 84 (1)
and F = (fl, foy v v vy fsz).

The state-transition function, g, specifies permissible
state changes under all possible input conditions. There may

be up to five transitions from a given state.

fkei, fj)
(e3415 T4

S(t) = (ei, fj) -> (ei+2, fj+l) = S(t+1), (2)
(e; 15 fj—l) 0 <1<sq,

kﬁéi—E’ fjmlz/ 0 <J < s,.

These transitions are shown diagramatically in Fig. II-2.
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Fig. II-2. State-transition Relations

States on the edges of the state space have slightly different

transitions, consistent with the ranges for i and j in (2).
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Further, not all states are accessible. That is, for each i
there 1s some maximum permissible value of j, which (especially

for large i) will not always be as large as s This set of

o
restrictions deletes some subset S' (as shown in Fig. II-2)
from the full product set in (1).

Appropriate partitions of the 16 alphabet to govern the
transitions in (2) will be discussed later, after the nature
of the alphabet has been fully described.

(I) FSD is the heart of the subassembly. It contains
the parameters regulating the amount of excitation or level
of activity (corresponding to the average rate of neural
firing) in the SA, as well as the amount (average level) of
fatigue resulting from previous activity. The E and F levels
are thus magnitude-ordered quantities of activity and fatigue,
respectively; a subassembly at level one of each displays no
(or perhaps minimal background) firings and has fully recovered
from any earlier activity. Since there is no reason to believe
that a given input will have identical increment or decrement
effects on activity no matter what internal state it encounters,
the state space may be contoured by differences in inter-level
increments along elther dimension; thus, if it takes slightly
more input energy to produce a given excitation increment
when the initial excitation level is higher, then the differ=
ences between successive E-level values would be considered
to become gradually smaller as the level increases.

(I) The state transition relations allow various amounts

of input energy to maintain the existing state or move to one
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of four others. Thus more intense (excitatory) input (and/or
more enduring input, since temporal summation will be described
shortly) will cause the state to cycle more quickly to a higher
ultimate level of excitation (and fatigue). Inhibitory input
will have the opposite effect, also in proportion to its
strength (the concept of input strength will be more formally
treated later). The static condition (mainteriance of the
same state) however, is not assigned to zero input; in this
case, there is understood to be a normal slow decay in both
E and.F levels.

(I) This slow decay, which lends a sort of inertia to
the system, is the counterpart of reverberatory activity
among a trace's neurons following stimulus termination. Such
reverberation is the basis for priming and memory effects
during the very-short-term (VST) time period.

(I) Very-short-term priming (VSTP) is the term applied
to this reverberatory process. It is priming from within,
since the subassembly is increasing its own probable future
response to a given input level. This 1s a result of the
temporary heightening of the activity above what would be
expected in the absence of (much) input. An input in the very-
short-term future will thus be able to raise activity to a level
greater than it would otherwise have been capable of producing.

(I) Very-short-term memory (VSTM) is the term applied to
the heightened state of excitation that results from VSTP.
This state contributes to an improved capacity for correct

response in a recall task because retrieval (to be described
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later) is 1likely to be successful for an active eircuit. Since
what 1is retrieved is considered to be represented by a collec-
tion of subassemblies (once again, a fuller discussion will
follow), most of which would be undergoing VSTP, recall may

be regarded as the result of the application of retrieval
processes to the whole collection in parallel.

(I) The strength of VSTM (i.e,, the degree of improvement
in chances for recall) is directly proportional to the duration
of VSTP, which is a function of the degree of excitation from
which the state 1s decaying. This last, in turn, depends upon
the duration and strength of the input and on the initial state
in FSD when the input commenced. This means that, all other
things equal, the stronger and more enduring the input, the
better the chance of VST recall.

(I) With regard to numerical values, 54 (the number of E
levels) would be quite large, since VST activity can persist
for so many time steps, requiring the decayed-from state to
be potentially quite far removed from the resting state. On
the other hand, there is no apparent reason why 55 could not
be considerably smaller.

The output function in FSD, o, probabilistically con-
trols the production of some frequency of pulses (ones) on
the binary output line, for each E level. More specifically,

O(t+1) = 1, with probability Py where Py, =
o(ei(t)), i=1,2, ..., S13 (3)
and o is a non-decreasing function

with respect to i (i.e., Py 1 < pi).

Thus, o: E - P, where P = (pl, Pos =+ « 5 Pg ) and 0 < Py
1

IA
[
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for all 1. Note that P is not a probability vector in the usual
sense, since the sum of the Py would normally be larger than one.

Note also that this output line, 0O, not only leaves the
SA unit (as the output of the subassembly as a whole), but in
addition returns in several feedback loops to other SA com-
ponents. These loops will be treated later.

(I) The output line is binary, and the output function
hence probabilistic, because greater physiological realism is
preserved in a pulse-frequency coding scheme than in a variable
amplitude scheme. (The input lines, which are the outputs of
other SA units, are also binary.) This binary nature of the
connection lines 1is not essential to the operation of the model.

(I) There seems to be no reason not to make the non-
decreasing o function linear, with slope one, since the inten-
tion is for the output of any SA unit to mirror its current
activity (excitation level). This relation 1is important to
the feedback loops as well as to physiological realism.

The second component of the SC sub-unit is the short-
term priming mechanism, STP, which is a quadruple (15, 0, 16,

u). The function u performs the switching operation

T2
>  0(t-n)
1°(6)- (1 + K==L ), T2(t) 2 0
°(t) = u(1’, 0) = T -1 (1)

I°(t), I°(t) < 0.

STP thus multiplies positive (facilitory) inputs by a factor

which exceeds one in proportion to the frequency of non-
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zero outputs from FSD during a previous interval of time. The
constant Kl controls the magnitude of this effect.

(I) As its name suggests, STP is responsible for short-
term priming from within (STPI, for short-term priming, internal;
short-term priming from without will be discussed later). The
subassembly increases its own probable future response to an
input by actually augmenting the input. If a subassembly has
been particularly active for a while (because of input stimihla-
tion and subsequent VSTP), and then quiet for.a while, a new
input will be especially effective.

(I) Tl controls the delay before STPI becomes effective
and 1s probably not zero for two reasons. First, the increased
synaptic efficiency within the subassembly (which is what STPI
is really representing) probably depends on chemical changes,
which take time. Second, even if such synaptic changes were
instantaneous, the fatigue level would be high as a result of
the period of high activity just completed. The difference
between Tl and T2 controls the maximum duration of STPI.

(I) There is a natural growth and decay inherent in the
STPI process. The passage of time causes the particular
period of high activity responsible for the priming to recede
into the past. The priming first appears when the recéding
activity enters the relevant time frame (as the first pulse

of the activity becomes T, time steps o0ld) and increases

1

until it is completely within the frame. The priming later
decays as the successive pulses of the activity lose influence,

as a result of having aged more than T, time steps. Since the

2
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time frame should be quite long relative to the usual burst
of stimulation plus reverberation, most STPI functions will
have relatively long and flat middle portions.

(I) Short-term memory (STM) is the term applied to the
heightened state of potential excitability that results (in
part) from such priming. This state contributes to an im-
proved capacity for correct response in a recall task because
retrieval depends upon input efficacy (as will later be made
clear), which is directly augmented by the priming. Again,
it should be remembered that what is really retrieved is
probably a collection of subassemblies, many or most of which
have STM strength. The other factor in STM, short-term priming
from without, will be considered later.

(I) The strength of STM is, for the moment, a result of
the strength and duration of STPI, which is in turn related to
the strength and duration of the original input and its subse-
quent VSTP. Thus, for two externally identical inputs, the one
which (for any reason) provokes greater VSTP will have a better
chance of being recalled from either VSTM or STM (depending
upon how much time has elapsed).

(I) With regard to quantitative considerations, the
values of T1 and T2 have already been shown to be directly
related to the latency and maximum duration of the ST time
period. Another issue relates to the relative strength of
VST and ST effects. Since VST effects reflect actual heightened
activity (rather than potential, probabilistic behavior) their

impact should be greater. Hence Kl should be adjusted 80 that
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the increment in excitation due to current reverberation is
larger than the increment due to the effects of this same

reverberation via STPI.

B. The IS Sub-unit. Input summation involves two

componént operations.  ISS (input summation, spatial) com-
bines all the various inputs from the other SA units in the
network. IST (input summation, temporal) allows the net
input at a given time step to be influential for some time
to follow.

More specifically, IST is a triple (I, I?

, V). The
unit operates on a temporalksequence of ILl inputs to produce
a weighted sum of such inputs for the current time step plus

the preceding T, time steps. The switching function is

3
5 4 Egé 4
I°(t) = v(I') = z,I (t-n), where 0 < z, <1 (5)
n=(
and Zy p Z 412
for all n.

(I) This summztion within a subassembly is based on

the capacity for single neufons to exhiblt such behavior. The
overall effect is a smoothing of the input; there are fewer
drastic changes in input from one time step to the next. This
contributes to what would seem to be a desirable stability in
the behavior of the subassembly. Since a time step is quite
large with respect to single-neuron temporal properties, the
numerical value of T3 should be quite small, probably less than
ten. The z, may be selected to give any desired appearance to

the decay of temporal effects. Three alternatives are no decay
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(zn = 1 for all n), linear decay to some small Zq s and ex-
3

ponential decay. The third choice seems most reasonable, on
the basis of the shape of post-synaptic-potential decay in
single cells.

3 I

ISS is also a triple, (I I, w). (When no subscript

is used on Il, 12, or 13, the symbol is being used to refer
to the entire array of input lines at the stage in question.)

The unit treates the first N-1 of the input lines as facilitory

and the last N-1 as inhibitory, performing the switching function

y 3 N-1 2N-2
T(e) = w(I”) = > I(t) - 3 I-(t), (6)
n=1 n=N '

(I) Spatial summation is & natural feature. A subassembly
is sufficiently small and tightly knit so that an input should
be equally effective no matter where (i.e., with which neuron)
it makes contact. And two inputs at divergent locations should
have an additive effect.

(It might be observed at this point that the division of
facilitory and inhibitory functions into two separate éets of
input lines is a rather artificial distinction. There is. more
and more reason to believe that synapses in the central nervous
system are not simply and forever facilitory or inhibitory as a
consequence of the one type of transmitter substance the pre-
synaptic neuron is capable of releasing. In fact, Kandel and
Wachtel (1968) have recently uncovered some rather startling
properties of neurons in the abdominal ganglion of Aplysia,
properties which may (with appropriate caution) be generalizable

to the human CNS. Among other things, these investigators have



found a single pre-synaptic neuron making facilitory and in-
hibitory mono-synaptic cbnnections with other neurons, while
releasing acetylcholine at both types of junctions. Even more
interesting is the demonstration that a single mono-synaptic
cholinergic connectionvcan be facilitory when driven at one

rate and become inhibitory when drivén faster. The hypothesis
1s proposed that there are at least two types of cholinergic re-
ceptor sites on the post-synaptic cell. On the basis of this
kind of evidence, it might be more reasonable to implement the
spatial summation just discussed, as well as the connection
controls to be discussed next, in terms of single lines which
retain flexibility as to the sign of the input. Alternatively
the separation of function might be thought of as representing
receptor site differences, rather than independent c¢ommunication
channels. JSuch changes in structure and/or interpretation would

not alter the basic operation of the model, however.)

C. The CC Sub-unit. Connection control in the SA unit

is accomplished by an array of units in the CC sub-unit. There
are long-term connection controls on both the facilitory (LTF)
and inhibitory (LTI) lines. And a similar distinction is em-
ployed with respect to the short-term (STF-STI) connection
controls. Each of the four categories of units 1s thus sub-
scripted from one through N-1. The short-term units will be
described first.

The operations carried out by the STF-STI units are similar

in many ways to that of the STP unit. The same period of past
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time is used, so that T1 and T? have the same meaning as before.

And the same growth and decay properties apply. The major dif-

ference is that the critical behavior is not merely activity in

FSD but the correlation of such activity with incoming pulses.

2

Specifically, STF, 1s a quadruple, (Ii’

Ii, 0, gs). The switch-

ing function, identical for all 1, is

To 5
> O(t—n)Ii(t—n) _
13(t) = g (15, 0) = I5(t)-(1 + k211 Y. (7)
s 71 i 2 T T
2 1
. 2 3 o
And STIi is a quadruple, (Ii+N—l’ Ii+N—l’ o, hs). The switch-
ing function, identical for all i, is
3 _ 2 -
Ii+N—1<t> - hs(Ii+N—1’ 0) =
- 2 (8)
, E:;l 0(t-n)I7 0 4 (t-n)
Ii+N_l(t)-(1 - K3 S )
2 1

A facilitory (inhibitory) input is thus incremented (decremented)
by a factor which exceeds one in proportion to the frequency
with which the input line and O were simultaneously active
during a previous interval of time. The constants K2 and K3
control the magnitudes of these effects.

(I) What these STF-STI units are implementing is the
basis for formation of temporary associations between sub-
assemblies and. collections of subassemblies. Short-term
priming from without (STPE, for short-term priming, external)

refers to any activity on the part of two interconnected sub-

assemblies which is sufficiently coordinated for one or both
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of them temporarily to achieve a stronger facilitory 1link with
the other, by means of incremented facilitation and/or decre-
mented inhibition in the relevant connections. This 1s a form
of priming, since one subassembly is ificreasing the probable
future response of another subassembly to inputs to the latter
from the former.

(I) The use of the same temporal parameters and general
functional forms as were employed for STPI (see equation (4))
is reasonable. Although one term applies to the global effects
of synaptic changes within the SA units and the other to the
global effects of synaptic changes between such units, there
is no apparent reason to believe that the individual synapses
involved behave differently during the time period in question.

(I) The requirement of simultaneous, as opposed to suc-
cessive, activity to initiate STPE creates no special problems.
When temporarily heightened association is established between
the representations of two stimulus items, this 1is assumed to
be the result of successive activity among the two collec-
tions of subassemblies. As activity is dying down in one
collection, it 1s growing in the.other. Thus the STPE links
may be set up by the group of subassemblies which 1s simul-
taneously active during this transition.

(I) Short-term memory (STM) has already been discussed
in connection with STPI. This memory state is further enhanced
by STPE, and in two ways. First, the simultaneous activity
among members of a subassembly collection representing an

item will cause a transient heightening of their already strong



36

mutual ties; this can facilitate activity of the collection as
a whole during retrieval, especlally if some members are weak
in STPI. Second, transient association bonds between such
collections (resulting from temporal contiguity in stimulus
presentation) can help by directing retrieval along such bonds.
This idea will be more fully considered in the subsequent
discussion of retrieval.

(I) The K, and K, constants provide control of the

2 3
relative impact of STPE, much as did Kl for STPI. These should
likewise be set so that STPE is weaker than VSTP. There is
still flexibility with respect to the relative strengths of
STPI and the facilitory and inhibitory components of STPE. A

rank ordering of K, (STPI) = K, (facilitory STPE) =2 (inhibi-

3
tory STPE) seems intuitively reasonable; but no further justi-
fication can be offered.

The second set of components in CC is the LTF-LTI series.
The facilitory-inhibitory distinction is the same as for the
preceeding (short-term) case; but the function of these units
is a little different. First, they act as gates, probabilis-

tically controlling the effective proportion of input on the

particular line that will ultimately reach FSD. That is, LTF:.L

2

is a quadruple, (Ii, Ii’

0, gi), where 0 < gy < 1 and
0, if I:iL(t) =0
I5(t) = (9)
1, with probability g (and 0, with
probability l-g,), if Ii(t) = 1.

Substituting hi for g in (9) yields an equivalent definition,



37

specifying the gating properties of the LTI units. Note that,
while there was only one function gy (or hs) whoge~ values
varied with differences in behavior among the STF (or STI)
units, there are N-1 independent g4 (or hi) probabilities for
the LTF (or LTI) units.

(I) These gates play an important role, since the whole
space of SA units is viewed és fully interconnected (as will
be described). In other words, each SA has potential input,
both facilitory and inhibitory, from every other SA. 1In a
realistic network space, many (if not most) of the g and hi
would be zero for most of the SAs. Initial settings of these
parameters throughout the space would correspond to specifying
subassembly collections established by previous experience.
The subject of initial conditions will be treated in greater
depth later.

It remains to specify the way in which the g and hi
values can change (within the zero-to-one bounds). The general
scheme is similar to that employed for the STF-STI changes.
Thét is, changes are based on a comparison of the activity
during some past time period orl the input line and in the SA
itself (as reflected in 0). The actual function has some dif-

ferences, however.

ZﬁT 1
O(t—n)Ii(t—n)
n=T) ).

gi(t+l) = gi(t)-(l - Ky + K (10)

5
T5 - Tu

Note that a new time period has been employed and that there is
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the added feature of a natural decay rate, Ku, which the cor-
related activity must at least compensaté for if the connection
strength is to be maintained. A connection which remains unused,
or unimportant to the' firing of 0, for too long can become non-
functional (as g > 0). Also, (10) is not a switching function
because (for the first time since the‘functions in FSD) there
is a time step delay involved; this time step delay, however,
affects only the value of g1 not the transmission of informa-
tion through the LTF box. In other respects, (10) is similar
to previous equations of this general form.

The scheme for altering the hi is similar to that for the
g.. But here it is the failure of the two activities to corre-

1

late that is important to the strengthening of the connection.

T
; 1
ELTM OZt-n)Ii+N_1(t—n)

7 ), (11)

hi(t+1) = hi(t).(l - K6 + K

where 0(t-n) is interpreted as the binary complement of 0(t-n).
An inhibitory connection becomes weaker (i.e., less inhibitory)
as its input tends to coincide with activity in the SA. There
are two additional constants in (11), providing decay rate and
relafive magnitude of effect independent of those for the 843
but the time period (as determined by T, and TS) is the same
for all long-term connections.

(I) In effect, when both the input and the output are
active, facilitory connections are strengthened and inhibitory
ones are weakened; when both are inactive, both kinds are

weakened; and when one is active and the other is not, facili-
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tory connections are weakened and inhibilitory ones are strength-
eéned.  So "used" relations between subassemblies tend to
become more facilitory, "unused" ones tend to disappear, and
"misused" ones tend to become more inhibitory. This is a
somewhat more explicit version of Hebb's (1949) postulate
concerning changes in connection strength at the single-

neuron level (see Chapter I).

(I) Variation in the g and the hi is the basis of
long-term priming (LTP) and hence long-term memory (LTM). It
should be emphasized that all long-term changes are considered
to be usually quite small. Large, permanent changes in an
adult's conceptual structure are assumed to be rare. So the
constants, in particular K5 and K7, are set so as to make LT
effects the weakes®t of those of the three time periods. Con-
comitant with this idea is the understanding that whatever
changes do occur are usually temporary; LT connections tend
to drift back to prior values, although this can take days or
weeks. So it 1s possible to override long-established associla-
tion patterns and conceptual habits through experimental manipu-
lation, but usually not permanently.

(I) Long-term priming refers to the process, embodied
in equations (10) and (11), by which one subassembly's capacity
to influence another is increased. The change may be permanent;
but, as just suggested, it will usually last for several days
or so and thén disappear, since the decay parameters will erase
any change that is not "used" with some frequency.

(I) Long-term memory is the term used to refer to any
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current state of g4 and hi values. Since these values can
change from time step to time step, the term might seem in-
appropriate, were it not for the above discussion of the
general stability of the values. LTM contributes to improved
chances for recall, but in a way that cannot be clearly ex-
plained until the retrieval mechanism has been presented.

(I) With respect to numerical magnitudes, the temporal
parameters TM and T5 control the onset and duration of the
period of past time that is used to determine LT changes, much
in the way 'I‘l and T2 controlled the comparable period for ST
changes. The parameters should be adjusted to insure that the
LT period is further back in time and of as long or longer
duration than the ST period. The decay constants (KM and K6)
should be quite small, in order to make it possible for changes
resulting from experimental manipulation to last for days or
weeks. No claim is made here for any logical difference in
the values of K5 and K7, which control the magnitude of the LT
effects; but their impact on the activity of the SA unit should
be minimal. LTM effects should generally be harder to produce
experimentally than immediate memory effects. Combined with
other statements about relative magnitude, this last comment
‘implies the following order for strength of impact of effects
during the various time periods: VST > ST > LT. The relation

is just the opposite for the durability of these effects, however.

D. The Input Alphabets. As was apparent in the original

sketch of the prototype SA unit (Fig. II-1), the initial inputs
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are subject to extensive processing, all of which has now been
mentioned. It remains to consider the alphabets on these lines
at each stage, with an eye to describing an appropriate partition
of the alphabet on I6 to govern the state transition relations

in equation (2).

The Il lines are binary. And, since each one is either
passed on or not (with some probability) by the LTF-LTI boxes,
the 12 lines are also binary. After this stage, it 1s useful
to introduce some simplifying assumptions. First assume that
the multiplying factors are sufficiently small so that none
of the switching functions ever more than doubles the input
value; this would seem to allow sufficient fléxibility. Assume,
second, that after spatial summation (inputs ILl and following)
all input magnitudes are rounded to the nearest integer; this
involves no great loss of discrimination.

With these assumptions, any 13 line carries at most a
value of two. And the IA alphabet consists of all integers
from 2-2N (maximum inhibition, fully primed, with no counter-
acting facilitation) to 2N-2 {the opposite extreme). IST
multiplies these values by up to T3+l (in the "worst" case
of no decay during temporal summation), while STP could in
turn double them again. With the rounding assumption, the
result is that I6, the input to FSD, has an alphabet no larger
than all integers from M(l—N)(T3+1) to M(N—l)(T3+l), where N
is the number of SA units in the network and T3 is the temporal
summation limit. Call these extrema MIN and MAX, respecti?ely.

Fig. II-3 displays a simple example of input-alphabet
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dynamics, involving only four facllitory and three inhibitory
inputs. All remaining g4 and hi are assumed to be zero. While
many more inputs would probably be functional in practice, the
extrema cited above would rarely be applicable, since those
calculations assumed that all 2N=2 long-term gates had values
of one.

In any case, it is now possible to complete the defini-
tion of state transition within FSD. Since there are up to
five transitions from each state, four values, 8y n=1, 2,

3, 4, need to be selected to specify the following type of

state transition function. For S(t) = (ei, fj)’
(e, f. ) MIN < 16 < a
i-22 “3-17° 1
(ei—l’ fj-l)’ a; < 16 < a2’
S(t+l) = (ei, fj)’ when  a, < I6 < ag (12)
(63415 T54175 a3 = 1 < ay
(ei+2, fj+l>’ a) < I6 < MAX,

where MIN = 4(1-N)(T.+1) and MAX = M(N—l)(T3+l).

3
(I) Parameter-value choice here 1s dictated by two

considerations. The first, and most obvious, is that the

an increase with respect to n. Second, it seems appropriate
to select a5 just slightly greater than zero and a, just
slightly less than zero; this will assure maintenance of

the same state for slightly facilitory input and slow decay
for zero or slightly inhibitory input. Assignment of the

remaining parameters depends on the numerical values of the

extrema.
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(I) The concept of input strength has been mentioned
previously; it is now possible to define ‘it explicitly.
Whether external stimﬁlation (the source of which will be
clarified shortly) or input from aséociated subassemblies is
under consideration, one input can be stronger than another
by lasting more time steps and/or by using more of the avail-
able input lines. In either case, the value reaching FSD has
larger magnitude and/or longer duration. Strength thus refers
to a magnitude-time product, where the sign of the input de-
termines whether '"facilitory strength" or "inhibitory strength"

is being considered.

E. Networks of SA Units. Now that the functions of an

individual SA unit have been outlined, it 1is possible to study
interconnected collections of such units. The entire neural-
trace space under consideration is understood to contain N
SA units, with the potential for connecting the output of each
to all of the others as both a facilitory and an inhibitory
input (thus the 2N-2 inputs and output branches on the proto-
type unit). These N units are identical with respect to the
following properties: internal componentry and connections,
the state transition space and function in FSD, the output
function in FSD, and the remaining switching functions and
their parameters.

Nevertheless, there may be important differences among
individual SAs, since it 1is possible to specify variable initial

conditions in the following respects: initial state in FSD,
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initial output, initial increments in STP and the STF-STI
series, initilal values for long-term connections (the g5 and
hi), and current input values together with a history of inputs
going back at least T5 (the largest T) time steps. Of these
initial settings, the most influential is the long-term
connection pattern, since effects of the others are subject

to early counteraction or decay.

The reason it was appropriate to specify both current
inputs and current outputs in the above 1list of initial con-
ditions rests in the assumption that any line connecting two
SA units contains a delay of at least one time step. Thus
the output from unit SAa at time T reaches unit SAb at time
T+1 (or later) when there is a direct link from SAa to SAB

(I) It is now possible to model some portion of "cogni-
tive space.'" Assignment of long-term connection strengths
would be done so as to reflect a history of activity which led
to the development of the present hierarchical subassembly
collections. The delay in the lines reflects physiological
reality in that the transmission of neural impulses takes time.
As long as such delays (1) do not vary tremendously throughout
the net and (2) do not approach in magnitude the length of the
temporal summation period, their presence makes little dif-
ference to the functioning of the network. Violations of these
two assumptions will not be considered here; in fact, all lines
will be assumed to carry just a unit delay.

A collection of SA units (any subset of the N units) has

a number of properties, some of which will be explored now.
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First, such a collection is itself a higher-order device in the
model. Its inputs are those inputs to its constituent SA units
which are not also outputs of other constituent SA units; its
outputs are those outputs of ité SA units which do not make all
their non-zero connections with other constituent SA units.
Its excitation-fatigue state space may be defined as all‘
ordered permutations of the FSD state spaces of its consti-
tuents (with the understanding that there may be many inacces-
sible combinations).
Also, it 1s possible to define a measure of the degree

of membership any constituent has with respect to the collection
as a whole. For any collection, A, of SA units, a particular
SA' can be said to have centrality CA(SA’) with respect to A,
where centrality is defined as follows:

Cp(sA) = > (Fgpy = Bgpr )Ty gpr = Bqgpr)> (13

nef
nzSA'

where the notation fa (or ga'b) refers to the value of the
~dy

»D
particular fi (or gi) on the line running from subassembly a
to subassembly b. The index n in (13) thus runs over all SA
units in A, except for SA' itself. One thing such a definiﬁion
of centrality does is to make possible the establishment of
some criterion (in terms of minimum centrality) for the deter-
mination of SA groups which "belong together."

(I) Such groups are the counterparts of cell assemblies
and other higher-order neural traces. Notice that centrality

is based only on long-term connection strength, reflecting the

idea that cell-assembly components, after extensive experience,
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do not easily recombine into stable new configurations. The
notion of the neural representation of a stimulus item (or
other elementary unit of perception or thought) is now meaning-
ful. An adequately large collection of subassemblies (probably
more than ten) with sufficient average centrality can be thought
of as the neural counterpart of such an item.

(I) Presentation of such an item as a stimulus results
in markedly increased excitation levels in most of the consti-
tuent subassemblies. The priming and memory process already
described operate in a parallel, mutually facilitory, fashdon
throughout the collection, with a strength determined by input
intensity, degree of connectivity, current states, and other
internal factors. Retrieval will be seen to involve reexcitement
(or to take advantage of current excitement) in just such a
collection. Details of the retrieval process are presented
in subsection G below.

(I) Such higher-order traces can overlap, in the sense
that given SA units may be strongly connected to members of
two such collections, but nevertheless be rare enough so that
the collections maintain their individual identities. The
degree of overlap between two such collections will be deter-
mined by the centrality criterion for membership and, more
importantly, by how often the two collections have been active
together in the past.

No mention has thus far been made of "external" inputs
and outputs, of lines which come from no other SA unit within

the net or which "leave" the space altogether. The latter
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situation will not be considered in detail, since the issue of
motor control, of how an active trace influences behavior, is

admittedly beyond the scope of the model. If it¥ is desirable

to distinguish some subset of the N outputs as the ones which

contain the information which directs motor control (by way

of other brain centers) this can be done.

The issue of external inputs to the network, inputs which
are not the outputs of other SA units but rather the source of
"outside" information, is more complex and more important to
the modeling of a number of features of learning and memory.
Two specific types of external inputs will be considered at
length in subsequent sections. For the moment, it will suffice
to point out that, although "freely dangling" lines could be
employed for such purposes, an equivalent and more elegant
formulation involves distinguishing some subset of special,
"external-input" SA units. The members of this subset have
all fi and g4 functions artifically held at zero, allowing no
influence from the remaining units within the network. The FSD
states (E and F levels), dnd hence the outputs, of such units
are subject to direct external control or experimental manipula-
tion (within reasonable transition constraints).

Before continuing with an examination of complex processes
like encoding and retrieval in terms of the model, it should be
pointed out at this juncture that the interpretation of the
model is becoming progressively less tightly linked to the
machinery of the model. This trend, which has appeared in the

last few pages and will continue throughout the remainder of
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the chapter, is an unfortunate but not uncommon sttribute of a
new and evolving theory. If what has transpired to approximately
this point deserves the term "rigorous," it might be best to
think of the remainder of the discussion as embodying potential
rigor. The extent to which some of the inferences to be drawn
follow unequivocally from the machinery can sometimes be deter-
mined only after extensive computer simulation, if then. It is
for this reason that the explicitness and "rigor" of the machinery
(features which make the model simulatable) are important. This
issue of rigor will be treated more fully in the last chapter,
after the develcpment and application of the model have been

completed.

F. Attention and Encoding. The scheme for specifying

external inputs to an SA network which was just developed makes
1t possible to deal with a variety of issues in the analysis of
learning and memory. The first such issue is attention, which
will be employed here in a much narrower context than is often
implied by the current use of this term in psychology; there

is 1little concern here with how informational aspects of stimuli
influence attention.

Intuitively, attention refers to the amount of time, con-
centration, careful study of detail, and the like that a subject
devotes to whatever he 1s looking at or thinking about. Since
the second case (attention to what he is thinking about) will
be dealt with in terms of the notion of dominance to be intro-

duced in the next section, only the issue of attention to
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external stimulus items will be considered now.

In this limited context, attention is quite similar to
the notion of input strength already developed. Assuming there
is some maximal set of external-input units that may be active
for the stimulus in question, the subject's attention is a
function of (1) the proportion of the time that the stimulus is
displayed during which at least some of these units are active
and (2) the ffaction that these active units comprise with re-
spect to the maximal set. What this definition does is to pro=
vide a measure for the intuitive notion that attention is better
(stronger) when (1) a higher proportion of time is spent actually
seeing the stimulus rather than looking at it but thinking about
something else (or even looking elsewhere) and/or (2) when as
many details of the stimulus as possible are being processed.

Another issue related to external input 1s encoding. Here
it is important to clarify what is meant in the model by the
"neural representation of an item" and to look at the possibility
of an item being represented in more than one way. This discus=
sion 1is not concerned with the earliest stages in the transforma-
tion of an energy configuration into neural impulses or with the
routing of such impulses through preliminary pattern-recognition
structures: these issues are, as pointed out at the beginning of
this chapter, outside the scope of the model. But, even with
the assumption that there i1s some pre=established correspondence
between items and activity in groups of external-input SA units,
there 1s much that remains to be said about encoding.

Initially, it is essential to take a more detailed look at
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the collection of subassemblies which has, up to now, been
called the representation of an item. This collection contains
some external-input units which are responsive to the various
stimulus configurations which "mean" the item. And it also
contains a number of standard SA units which are linked to
these external-input units and to each other in LT connection
patterns based on prior experience. Furthermore, it is
important to remember the hierarchical organization principle,
which makes it possible to distinguish 8ub-collections of SA
units within the larger collection.

What does such an elaborate array of equipment have to
do with encoding? First, realize that the locus of neural
activity responsive to seeing the word CAT is likely to overlap
significantly with the locus responsive to a drawing of a cat;
these two items are probably among each other's closest assoc-
iates. In fact, it is not necessary to stop with these two
visual inputs. Also overlapping with them and with each other
could be the loci of neural aétivity responsive to hearing the
word '"cat" or to seeing an actual cat.

The claim here is:that all these modes for the concept
cat have representations in the model which correspond to over-
lapping sub-collections of SA units within the larger collection
representing the concept generally. (Here is an example of an
assertion which, while intuitively reasonable to the writer at
least, does not follow inevitably from the machinery of the
model; the reader has already been warned that such things will

happen.) If input activity were to excite the whole collection
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of modal representations uniformly, it might be impossible to
distinguish between, say, the word and the figure. So activity
which 1s either partial or of varying intensities aﬁong the sub-
collections 1s needed. This could be achieved through the
initiation of activity via different external-input SA units.
There is‘thus a counterpart in the model for :the intuitive
notion that, while the word CAT and a drawing of a cat may

mean virtually the same thing, they are encoded differently.

But all of this rests on two assumptions. The first,
as stated above, is that there is machinery external to the
model capable of routing the various stimulus configurations
to appropriate collections of external-input SA units. The
second assumption is that different patterns of activity in
such units will not produce the same uniform activity in the
larger collection. This requires some justification.

The reason it is possible to have a number of different
pathways or patterns of activity within a single collection of
modal representationé can be based on two feaﬁures of the
model, inhibition and the hderarchical structure. The vastly
oversimplified example in Fig. II-4 will be used to illustrate
the analysis. In this figure, A, B, C, and D are four sub-
collections of subassemblies within some larger collection not
fully shown. The general picture is as was described above for
the various types of "cat" inputs. A', B', C','and D' are the
respective groups of external-input SA units in eaéh sub-
collection. By.means of a small number of communicating SAs,

represented by the narrow channels, the four sub-collections
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stand in the indicated facilitory and inhibitory relations to
each other. Also, in a crude and oversimplified manner, various
palrs of sub§collections are shown to be the representations of
some of the common modes of the concept cat. Thus, when the
word CAT is viewed, activity in A' and B' will presumably
initiate activity in A-B as a unit (provided the input is strong
enough), for example.

The important feature of the connection pattern shown is
that, while the facilitation is such as to Justify consideration
of the four sub-collections as a single larger collection,
sustained high activity is possible at any given time only in
adjacent pairs of sub-collections. Activity in the remaining
two 1s attenuated by the inhibitory connections. It 1s possible
that the four would achieve some equilibrium state of low-level
uniform activity. But this is where the external-input units
come into play. If only (or primarily) A and B are subjected
to external stimulation (as a result of activity concentrated
in their external-input SAs, A' and B'), this, combined with
their mutual facilitation will yield a level of activity suf-
ficient to overpower C and D, which would in turn reduce the
back inhibition from the latter to A-B.

Much more complicated patterns would normally be expected.
But this example has suggested the possibility of many modes of
activity within an interconnected collection of sub-collections
of subassemblies. Hierarchical organization, inhibition, and
external-input units are thus important to the functioning of

the model. And notions of encoding and representation are
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hopefully somewhat clearer.

But there is more to be sald about encoding. It would
be nice to be able to account for the phenomenon called verbal
encoding. Man's tendency to use his language capacity in non-
verbal situations -« the most common example 1s the tendency
for the name of an object to come to mind when the object 1s
seen--raises the question of multiple encodings. In the dis-
cussion to follow, the notion of a verbal-label representation
is not necessarily equivalent to the concept of an "acoustic
image," as the latter term is used in contemporary psychology.
On the other hand, it is the writer's opinion that the latter
construct is probably a special case of the former, especially
when issues like rehearsal are at stake (this argument gains
some support from the discussion of Sperling's model in the
next chapter).

In any case, the close relation between the representa-
tion of an object and the representation of its name has already
been suggested. What remains to be explained is why there is a
tendency for the verbal mode of activity to become active along
with the figural (when the stimulus is purely figural) and why,
more importantly, this tendency seems to be stronger (for most
people) than the one in the opposite direction. That is, why
is it usually more natural to think of the name for a perceived
object than to generate an internal visual image in response
to such a name?

For an admittedly oversimplified description of the types

of neural structures which might underlie such behavior, it is
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useful to refer again to Fig. II-U4. Assume &gain that the four
indicated sub-collections of SA units are a part of some larger
collection which is the overall representation of the concept
cat. A-B is the representation of the word, while B-C is the
representation of the figure. Now, if the inhibitoryAlinks
between A and C were not (as previously assumed) symmetric,

but were instead weighted'so that A inhibited C more strongly
than C inhibited A, the result would be that excitation of B-C
would be 1likely to evoke activity in A, since B facilitates A
strongly and C inhibits it only weakly. A-B would thus be
active along with B-C;and the figure would have generated
its own verbal label. The word as a stimulus would be less
likely to initiate activity in C, since inhibition in the A-to-
C direction 1s presumed to be strong enough to counterbalance
the B-to-C facilitation.

It remains to speculate as to how such asymmetric in-
hibitory links might develop through experience. One argument
is that, for children, the learning process is often a naming
process in which the infant, seeing an object, gets told its
name (or in which the youngster immediately asks the name of
a new object). Thus if any order is likely when both object
and name are stimuli during learning it is object first, then
name. So activity in A while C is still active will tend to
remove (or prevent formation of) inhibitory connections from
C-to-A, via the mechanisms of LTP. On the other hand, the name
is often present without the object in a child's experience.

This means that associative priming from A to C 1s rarer;
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inhibitory connections will develop strength while excitatory
ones lose strength. This is a sketch of one basis for verbal
encoding.

There 1s another basis however; and the two presumably
work together. The second mechanism underlying verbal encoding
rests on the concept of coherency. For a trace to be highly
coherent means that the total number of SA units involved is
smaller and that connections between these units are stronger
than for most other comparable sub-collections. There is, in
other words, relatively high centrality in a relatively small
trace.

A more formal definition of coherency can be constructed
in the following manner. Consider the two-dimensional space
of Fig. II-5, in which traces are plotted in terms of their
size (number of SA units) and mean centrality. The use of a
logarithmic measure of size, as well as the suggested dispro-
portion of the two scales, plays a role in the interpretation
of this definition.

The coherency of any trace can now be defined as the

log ‘

size —_ - = = = = — — - —

mean centrality

Fig. II-5. Definition of Coherency
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vector length from the origin to the point representing the
trace. A problem with this definition is that the most coherent
traces would have both high centrality and large size, while it
was suggested above that relatively small size would be coupled
with high centrality to produce high coherency. The solution

to this apparent dilémma lies in the fact that the combination
of very large sizeband very high mean centrality is’considered
unlikely; the activity in such a trace would have to be so
widely dispersed simply to hold it together that building up

of very strong conneétions would be difficult. Thus the area
labeled 2 in Fig. II-5 would be sparsely populated; most traces
would fall in areas 1 and U, where the centrality-size trade

off is reflected. The logarithmic measure of size, and the
consequent disproportion of axis lengths, makes the coherency

of points in area 4 larger than that for most points in area 1,
which is in accord with the informal definition. Area 3 contains
those few traées which are both small and weakly connected and
therefore have the lowest coherency of all.

To return to the second basis for verbal encoding, the
argument here will be that verbal representations are more
coherent than non-verbal ones. This is true for two reasons,
both of which relate to a process similar to that which Hebb
(1949) termed fractionation. In general, Hebb believed that a
cell-assembly lost component neurons upon repeated activity in_
response to the same (or virtually the same) stimulus; nerve
cells responsive only to unimportant variations in the stimulus

tended to drop out. Any analogy to this process must be used
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with some caution here, since the units are subassemblies not
individual neurons. The type of process involved does seem
equally valid, however. Subassembly fractionation increases
coherency because a smaller SA sub-collection is produced and
the fewer inter-unit connections become stronger from more use.

The first reason verbal representations are subject to
more fractionation is related to frequency of exposure. The
average human being almost certainly encounters the word "cat,"
for example, far more often than an actual cat. (Even if he is
a cat fancier and often in their company, he is also likely to
talk even more about them.) Thus a greater number of exposures
to the verbal form of the concept provides, in analogy with
Hebb's notion, a greater opportunity and a greater impetus for
fractionation (loss of subassemblies from the trace).

The second reason why verbal traces might be expected to
be more coherent is interdependent with the argument just ad-
vanced. Even under conditions of repeated exposure, fractionation
is more likely when the various exposures have smaller variance
along important, cognitive dimensions. And stimulus variation
is less important for verbal stimuli. That is, it makes little
difference whether a word is printed in capital letters or
scribbled in longhand. Unless one is attending to handwriting
features or typeface style (which would presumably bring addi-
tional cognitive machinery into play), the meaning is identical
and the stimulus therefore the same. To return to the cat
example one more time, consider how much greater the cognitive

difference 1s between a stylized drawing (as in Fig. II-4) and
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an artist's painting, or between the latter and a real cat, than
it is between the two words CAT and ek, despite considerable
variation in the surface representations in the verbal case.

Thus more important stimulus variations, combined with
fewer total exposures, make figural representations consider-
ably less coherent than verbal ones, in many cases. But how
could this contribute to the machinery for verbal encoding?

For one answer, consider the B sub-collection in Fig. II-A4
(where non-symmetric inhibition between A and C is still being
assumed). Now if "purely verbal" A is more coherent than "purely
figural" C, by the above arguments for more coherency in verbal
traces, then B represents a greater proportion of the verbal
(A-B) units than it does of the figural (B-C) units. This wolld
mean that the chances of activity in B-C leading_to activity in
A would be greater than the chances of activity in A-B leading
to activity in C (especially with the asymmetric inhibition).
Thus figural input would be more likely to provoke the verbal
representation than vice versa. This analysis, in terms of
coherency, when combined with the previous one based on the
nature of childhood learning, makes verbal encoding at least

a plausible feature of the model.

As a closing comment for this section, it must be admitted
that much of the analysis so far, as well as some of that to
follow, is most valid when the "items" being perceived (encoded,
rehearsed, or whatever) are simple, concrete stimuli. It would
be nice if higher levels of complexity and abstraction‘could be

handled by simple extensions of the analyses given. But this
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may not always be true. What, for example, would be the
"representations" of concepts like "redness," "integrity," or
"time" in this model? It is questions like this which demon-
strate how modest the goal of explaining memory for simple
experimental stimuli really is. The fact that so modest a

goal is also so challenging reflects on the primitive state

of the art. While this is not the pilace to evaluate alternative
models, it must be remembered that simple experimental stimuli
are what most psychologists embloy in their attempts to compre-
hend the sophisticated complexities of human behavior. And
those few who are most willing to confront the nervous system
directly are usually also those who are least willing to go

beyond the nonsense syllable or its equivalent.

G. Retrieval, Rehearsal, and Recall. These are processes,

central to an understanding of human memory, whose representation
in the model is incomplete. No attempt i1s made to account for
the initiation of rehearsal cr retrieval, either voluntarily or
in response to instructicns. After such initiation, however,
events in the realm of the model can be described. This will

be done after a brief informal look at the processes under con-
sideration in this section.

Rehearsal refers to any reasonably successful retrieval
and transient dominance (a term to be fully defined shortly) of
some of the items the subject has already seen, usually while
subsequent items are being presented. Although variations can

be used, the simplest and most common rehearsal strategy appears
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to be the review of the few items just preceding the current
one. Rehearsal can also occur at the termination of the list, a
situation most likely when there was no motivation or time to
rehearse during stimulus presentation.

Recall resembles rehearsal in many respects. It too is
a retrieval, but also a production (through motor systems out-
side the scope of the model), of preceding items.. Recall, how-
ever, 1s not usually subject to the time pressures that result
from attempting tc review items between successive presentations
of new ones. Given these informal descriptions and similarities,
the model should answer two questions about rehearsal and recall.
First, what does it mean to retrieve an item, either for silent
rehearsal or with an eye to motor programming for recall? Second,
what considerations determine the priorities assigned to the
items to be retrieved; specifically, what determines which items
are rehearsed when there is only limited time available?

Some additional machinery is required before these questions
can be answered completely. First, it is necessary to distinguish
another class of external-input units, in addition to those for
encoding. These retrieval external-input units may be thought of
as being distributed somewhat randomly throughout the neural-
trace space, making modest facilitory connection with most of the
SA sub-collections. Some of the factors influencing the exact
nature of the distribution and strength of these connections will
be discussed shortly. The operation of these retrieval units is
under voluntary control, although such control does not reside

in the realm of the model.
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Retrieval operates by means of such voluntarily initiated
activity on the retrieval inputs. This activity enters many
or most of the traces and serves to increment theilr excitation
levels (i.e., the mean excitation levels of their component SA
units). The likelihood that a given trace will actually be
recovered and come to dominate the space (in a manner to be
described shortly) is called its retrieval probability. This
probability i1s a function of several factors. The relative
proportion of retrieval input units that a particular trace
has will be influential; this factor is regarded as partly a
function of the organism's developmental history, partly random,
and of small variance. The relative strength of the retrieval
input connections which facilitate activity in the trace is
also important; and this factor may be strongly influenced by
the frequency of past use of these connections--the more often
something is remembered, the easler it becomes to remember.

Conditions within the trace itself also influence its
retrieval probability. The amount of fatigue resulting from
recent activity may set an upper bound on the effects of re-
trieval input, for example. But the most important intra-
trace parameters are the memory states. While retrieval may
be partly random and partly influenced by other factors, the
major determinant of the possibility of retrieving a ftrace
should be how well the item the sub-collection represents is
remembered. So it is important to examine how each of the
memory states in the model may affect retrieval probability.

In any of these states, the larger the proportion of SA units
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strong in the particular memory state, the greater the im-
provement in retrieval probability. Since the notion of a
trace actually being retrieved and dominating the neural space
has yet to be explained, it will be shown, in the discussion
to follow, only how memory leads to augmented responses to
retrieval input. Later, this response increment will be

shown to make retrieval likely.

VSTM strength will certainly assist retrieval. In fact,
the level of VST activity may itself already be high enough to
mediate dominance. This means that the item 1is currently
occupying the subject's attention, which is most likely during
and just after its exposure as a stimulus (when VSTP is strong).
But the presence of even modest VST activity will increase the
level of activity that can be reached by the SA units in response
to retrieval input.

In the case of STM, there need not be any current activity.
But an input will have a larger than normal impact on a given
SA unit because of the STP increment. This applies to a re-
trieval input as much as to any other type. (STF changes on
the retrieval line itself could also play a part, if the item
were recalled once and then subject to a second retrieval later.
This is the short-term counterpart of the experience-determined
effect on retrieval-input connection strength described above.)
So, if enough SA units in the collection have enough STM, the
chances of greater activity in the collection as a whole in
response to retrieval input will be increased.

STPE can be as important as STPI, and in two ways. First,
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the connections between the SA units of a given collection may
be temporarily enhanced by recent activity. Thus the retrieval
input will lead not only to greater activity in individual SAs
but also to more efficient transmission of this activity
throughout the collection. Second, STPE betweén collections
(items) can serve to direct the order of retrieval, as will

now be explained.

When item B follows item A in the stimulus list, changes
in the pattern of short-term connection strength are likely to
result. In particular, A's capacity to facilitate B will be
enhanced by their concurrent activity. (While there may be
facilitation in the other direction as well, it is not likely
to be as strong because there are fewer A units active, since
the trace 1s dying out, and hence fewer opportunities for B-
to-A facilitation; 1.e., the fact that a few A units acquire
the ability to "drive" many B units is likely to be more influ-
ential on B than the fact that many B units acquire the ability
to drive a few A units will be on A.) Now suppose A has been
retrieved and therefore has just undergone a very high level of
activity. This activity should have "led. to some VST activity
in B as well, because of the STPE bonds just described. Now,
if the next retrieval input encounters a B that is still showing
the residual agtivity resulting from A's retrieval, the chances
for retrieving B will be improved. This suggests why subjects
often tend to remember items in approximately the order of
presentation, and, more importantly, why they almost always

report rehearsing items in the "forward" direction (most recent
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last). In sum, the STF functions seem just about as important
to retrieval as the STP function.

The above argument needs to be modified somewhat when the
experimental situation involves recall of items that have been
presented several times in different orders. In this situation,
the possibiliﬁies for direction of short-term recall via order-
of-presentation effects are minimal, because the STPE effects
would tend to be rather evenly balanced instead of weighted
in particular directions. In this case, another factor (which
is really always present) assumes importance, namely the excep-
tional strengthening over the short term that long-term associa-
tions might receive. Those items which have been naturally
grouped together in the subject's past experience will tend to
have the most firm long-term ties and therefore the best
opportunity to capitalize on short-term inter-item priming.

This hypothesis may partially explain the phenomenon of "clus-
tering" of similar items during free recall.

Finally, there is LTM. And perhaps it is useful to dis-
tinguish experimental LTM from ”true".LTM. True LTM reflects
life-long experience, in highly solidified association structures.
Experimental LTM is an attempt to modify these long-term pat-
terns temporarily (and perhaps to introduce some new ones);
yet temporarily, on the LT scale, can often mean days and some-
times weeks. But it is seldom considered likely that the subject
will employ the changed connections in such a manner and so often
over the course of ensuing months as to place them on a par with

true LTM,
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Experimental LTM, then, attempts to capitalize on LTP
in order to induce relatively small changes in existing as-
sociations and/or temporarily associate items with the experi-
mental setting. In the first case, retrieval through associa-
tion works much as it does for STM, although probably less
effectively, since life-long patterns are unlikely to be
altered much in a few minutes of experience, especially when
LT effects are as weak as they are in the model. In the
second case, association to the experimental situation, some-
what stronger effects might be expected. The association aids
retrieval as before; but in this case there 1s a relatively
new "item," the experimental setting, represented. The as-
sociations of features of this situation with the stimulus
items could be stronger (because the exposure lasts longer)
and freer from the influence of earlier experience. Thus a
subject who returns for recall days after exposure to the stimw
uli should benefit considerably from again seeing the experi-
menter, the room, the equipment, etc., because these are the
things which co-occurred with the stimuli (cf:'thE'énalogOus
phenomenoh of state-dependeht:learning as reviewed by John, 1967).

It should now be reasonably clear what is meant by
retrieval probability and how the various memory states in-
fluence if by increasing the probable pesponse of a trace to
retrieval input. But since (usually) only one item i1s re-
hearsed or recalled at a time, it is not sufficient just to
have a number of fairly active traces around. There should

be some means by which one of the items (presumably one of
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the most active ones) becomes dominant. Dominance, in this
éontext,,refers to a level of activity so high relative to
other active traces that only the given trace occupies the
subject's attention and is capable of directing motor output.
The situation is 1ike~the one in which the subject is attending
entirely to a stimulus item; there may be other activity, but
the répresentation of that item is dominant. Rehearsal is
thus the process of becoming dominant; a subject mentally re-
views an item because the retrieval process brings it to mind.
And recall is the motor'implementation (by means outside the
model)'of the dominant trace. 1In either case, note that the
greatly increased activity (which is dominance) will increase
the various forms of priming and hence improve the various
forms of memory. This may be why rehearsal is a useful tech-
nique and also why it 1s generally easier to remember some-
thing a second time.

But how does one of the more active traces, subsequent to
retrieval input, take over and become ddominant? The "winner"
need not always be the most active item, or it would be point-
less to speak of retrieval probabilities. It is the structure
of inhibitory connections which primarily determines which one
of the more active items will become dominant. This i1s the
last variable in the retrieval process, all of the others having
been grouped under the heading of retrieval probability.

To the extent that the various active traces represent
items which are reasonably different from each other (the usual

experimental situation) 1t is possible for there to be some
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mutual inhibition among them. This means that a number of

the LTI boxes will contain gating values close to one in those
SA units which receive inputs from units in the other traces.
The exact distribution of these inhibitory-felations is a
function of prior experience. In any case,vsome one of the
more highly active items will be broadcasting a pattern of
inhibition to the cther active items which will ensure its

own survival and eventual dominance. This inhibition will at
first slightly depress activity in the other traces, thereby
slightly reducing their capacity to inhibit the one becoming
dominant. The trace on its way to dominance thus becomes even
more active and suppresses its competitors even more. This
process snowballs until the retrieved item is dominant, at
which point it is inhibiting competing items sufficiently so
that (even though they may notlbe entirely quiescént) they

are not in a position to compete for the subject's attention
or for the control of motor subroutines.

This whole process,.from retrieval input to ehhanced
activity to competition fcr dominance through mutual inhibition,
is diagrammed for a few SA collections in a very schematic way
in Fig. II-6. The circles represent four items, the arrows
between them, inhibitory connections. Only inhibitory reia-
tions involving trace C are shown; the heaviness of the line
is intended to suggest the strength of the inhibitory connec-
tion. The "ordinate" represents increasing activity (Eflevel),
with respect to which three levels, corresponding to three

successive points in time, are shown for each trace. At time 1,
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Fig. 1II-6. A Schematic Example of Retrieval

before there is any retrieval input, D is most active and A is
least active. The solid arrows represent the change in activity
in response to retrieval input; the length of the arrow directly
reflects the retrieval probability, which has been described as
a function of many factors, including memory. Thus, it might be
inferred, for example, that C had more STPI than B, although any
number of reasons could have contributed to the differences in

the arrow lengths. At time 2 (not necessarily one time step
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later, probably much longer) the collections have.reached new
levels of activity as a result of the retrieval input, with
D still most active. C has gained on B. At this point, com-
petition for dominance begins. And since C inhibits each of
the others more strongly than it is inhibited by them (by the
design of the example), it is able to supress them, even over-
whelming the more active D, and become dominant at time 3.

This is how fetrieval probability and inhibittonccombine
to produce dominance. The situation is naturally temporary,
since the dominant trace is subject to fatigue and to competi-
tiliaon from external inputs. When rehearsal of the item is
accomplished, or when the recall response 1s completed, the
dominant item decays back down to moderate levels, at which
point retrieval input may again be initlated for the rehearsal
or recall of another item. The complex time interrelations
between rehearsal and stimulus input will be discussed in
the context of a hypothetical experiment in the next section.
And it will also be made clearer there just what items are
most likely to be rehearsed. This section will close with two
final comments about recall.

First of all, there is the question of repetitive recall.
In the second and subsequent searches, the first item remembered
is subject to a second retrieval. (This creates no special
problems for rehearsal, because multiple rehearsals are often
employed, about which more will later be said.) And during
recall tasks, some subjects do inadvertently report an item

twice, although almost never twice in a row. Since 1t has been
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argued that the retrieval process strengthens an item in
memory, the rarity of double recalls needs to be explained.

The reason an item is almost never reported twice in a row
could be that its prior intense activity (domiﬁanée) has
raised its fatigue level to a point at which it is no longer
possible for it to succeed in another competition for dominance.
This would be a temporary effect.

Two factors might contribute to the rarity of well-
separated double fecalls. First, there is the direction that
forward short-term associations lend to recall, as described
above; this gives a rough temporal order to the items during
recall, making it somewhat less likely to return to an item
already recalled. Second, the very strong STM (from the in-
crement added by the first retrieval) may be thought‘of as
corresponding to the subject's reasonably reliable memory for
what he has already produced during recall.

The second closing comment about recall deals with
extraneous items. Since the subject's visual input is not
usually restricted to the experimentai stimuli, he will quite
probably encode a number of features or items in the non-
relevant environment. Why 1s recall restricted to the stimuli?
The first answer 1s that it is not--many subjects do introduce
one or two extraneous items during recall. The low frequency
of such intrusions can probably best be attributed to the
generally reduced attention that extraneous items receive

when the subjectis concentrating on the experimental stimuli.
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H. Summary. In this section, the material of this
chapter will be reviewed in two ways. First a block diagram
will be offered which is suggestive cf the boundaries of the
model=-the limitations on what it tries to account for. Second,
a prototype memory experiment, inveclving short-term free verbal
recall, will be explored in the context of the model, in order
to provide. a preliminary view of the dynamic interactions
among some of the parameters which have been developed in the
preceding pages.

The block diagram is presented as Fig. II-7. The heavy
line encloses what is accounted for by the present model; this
includes the two categories of external-input SA units, the
remaining regular SA units and their interconnections, and the
various memory and priming variables which have beeén discussed.
Among the things nct included in the model are the subroutines
for programming the motor expression of items in recall and the
machinery for initiating rehearsal and recall.

The input is of two major varieties. "Items" are experi-
mental stimuli, such as words, drawings, or nonsense syllables.
There are also command inputs, which are a function of the
experimental situaticn. The recall command is usually given
at the end 5f stimulus presentation (or later) and may be thought
of as setting up a non-specific recall factor, which continually
re-initiates retrieval input and also provides the impetus for
motor expression. It is the second aspect of the recall factor

which 1s the major basis for differentiating retrieval-for-
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rehearsal from retrieval-for-recall.

The setting command is any information given to the sub-
ject before stimulus presentation which indicates that he will
later be expected to remember the items. This also sets up a
sort of non-specific impetus, in this case a rehearsal factor,
which continually exerts pressure to produce retrieval input
for the purpose of mentally reviewing items already seen.

The strength of this rehearsal factor, which 1s probably an
individual difference, determines the apportionment of the
subject's time between rehearsal and attention to new stimulil.
This and other -aspects of rehearsal strategy will be discussed
more fully in a moment. It should be noted that the relation
between the setting command and the tendency to rehearse has
been verified in the writer's experimental studies (see
Chapter III and the Appendix).

A sort of dry run through a simple prototypevmémory
experiment is a good initial test of the model. In the hypo-
thetical experiment, a subject 1s successively shown twenty
common words, each naming a familiar object and each exposed
for several seconds. At the end of the presentation, he 1is
asked to write down as many of the words as he can remember,
in any order. He is aware from the beginning of the experiment
that this recall task will be used.

Each item, after preliminary encoding in the lower stages
of the visual system, enters the region of the model via the
external-input units which are part of the SA collection that

has come (through experience) to represent the particular
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concept in its verbal form. During the few seconds the item
1s exposed, the trace is pushed to a high level of activity by
these external-input units, a process facilitated by its own
high degree of interconnection among constituent SA units.
When the stimulus is turned off, the activity dies out slowly,
via VSTP in the individual SA units and consequent reverbera-
tion among them. The onset of the next item may slightly
hasten this decay, especially if the second sub-collection

has mainly inhibitory relations with the first. Nevertheless,
there will be some period of co-occurrent activity, during
which it 1s possible for STPE to develop (primarily "forward")
short-term bonds.

After a given item's activity has mostly disappeared, it
will be left with residual STPI among its SA units in propor-
tion to the intensity of activity during stimulus presentation
(related to the strength and duration of the input and to the
initial state of the trace) and the duration of the VSTP which
followed stimulus termination (related to the level of excita-
tion reached, the degree to which connection strength facili-
tated reverberation among SAs, the amount of inhibition from
other traces, and the 1like). The trace will also be left with
STPE among its SA units in proportion to the duratdon of the
reverberation, and with STPE with other collections in propor-
tion to the duration of co-occurrent activity.

Since the subject knows he will later be asked to remember
the items (the "setting command" has been given), the rehearsal

factor is likely to be fairly strong. This means that, whenever
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strong external input from the presentation of a new stimulus
item does not override the process, the retrieval inputs will
be active and some previously presented item will become momen-
tarily dominant. Which are the items most likely to be re-
hearsed? Since the rehearsal process operates under time
constraints (the result of competition with the new-stimulus
input), the retrieval tnputs are active for a relatively short
time during each "pause for retrieval." This means that their
impact, in terms of the amount of increment they can lend to
the activity of item representations, is relatively small.
Hence only items with some activity already present (those with
the highest retrieval probabilities) will have good chances of
becoming dominant during rehearsal. And these will usually be
the items just previously presented or those recently rehearsed.
This means that two major rehearsal strategies are possible
(with other variations used infrequently). Repetitive rehearsal
of the early items is possible because the item is thereby main-
tained at a relatively high level of activity throughout stimulus
presentation, giving it a high retrieval probability long after
it was initially viewed. The other, and more common, strategy 1s
rehearsal of the few items just precedihg the one currently ex-
posed. This is possible because the items have not yet decayed
much. Which of these two strategies is actually used probably
depends in part on the relative proportion of time devoted to
rehearsal. With more time spent on rehearsal, the early items
can be rehearsed more frequently, making them better candidates

for yet another retrieval. And, as suggested above, the relative
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proportion of time spent on rehearsal is a function of the
strength of the rehearsal factor, which is probably an indi-
vidual difference, related in part to the importance the sub-
Jject attaches to the memory task and in part to his previous
recall experiences. In any case, it is difficult to say which
of the strategles improves memory more; there is a trade-off
between number of items rehearsed and number of rehearsals

per item.

When recall is requested at the end of the list (the '"re-
call command"), the "recall factor" becomes operative and ini-
tiatessuccessive searches (via the retrieval inputs) of the
trace space. FEach seagapch terminates when an item becomes dom-
inant and takes over the motor equipment as the subject writes
the word. All of the previously considered factors with respect
to retrieval probabllity, the importance of inhibition to the
dominance mechanism, and the direction imparted to recall by
forward STPE bonds apply to the experimental items the subject
has seen. So all these items do not necessarily have equal
chances of being recalled.

In fact, the last few items are probably still undergoing
VSTP and have had little or no rehearsal. The remaining items
have varying amounts of STPI (and of STPE within themselves and
with other items), in accord with the variables which can influ-
ence short-term priming, as well as with the number of rehearsals
received. The first few items are likely to have greater STM
than the others, for two reasons. First, these items have the

greatest opportunity to be rehearsed the most number of times,



79

an opportunity which some rehearsal strategies capitalize on.
Second, operation of the rehearsal factor during the presenta-
tion of later items (when there are more items available for
rehearsal), as well as an expected lowering of attention as
the experiment becomes familiar and boring, can reduce the
input strength of items as the list progresses.

Thus, when retrieval is initiated after termination of
the 1list, the chances are excellent for recall of the last few
items, good for reéall bf the first few items, and not so good
for recall of middle items. This pattern is the usual serial-
position effect for free recall. It will be more thoroughly
investigated in the next chapter.

Naturally a lot of factors have not been considered in
this discussion, such as non-verbal items, subjects who do not
rehearse (because they do not anticipate recall), long-term
memory, and the like. The attempt at this stage has been
mainly to give a general idea of the dynamics of the model.
The other factors will be considered in Chapter III, when the
model is considered in the light of specific experimental

findings and of other models of learning and memory.



GLOSSARY OF SYMBOLS USED IN CHAPTER II

Names of Components and Lines

Names

SA
SC
IS
CC
FSD
STP
ISS
IST
STEF
STI
LTF
LTI

OHHMHHKMHH
U1 =W

o]
)
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= e b

Subassembly

State Control

Input Summation
Connection Control
Finite State Device
Short Term Primer

Input Summation, Spatial
Input Summation, Temporal
Short Term Facilitation
Short Term Inhibition
Long Term Facilitation
Long Term Inhibition

Input array to LTF-LTI (and to SA as a whole)
Input array to STF-STI (and output of LTF-LTI)
Input array to ISS (and output of STF-3STI)
Tnput line to IST (and output of ISS)

Input line to STP (and output of IST)

Input line to FSD (and output of STP)

Output from F3D (and from SA as a whole)

Functions

State-transition function in FSD

Output function in FSD

Switching function in STP

Switching function in IST

Switching function in ISS

Switching function in (each) STF

Switching function in (each) STI

Array of variable probabilities in LTF units
Array of variable probabilities in LTI units
Centrality of an SA with respect to collection A
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Constants and Miscellaneous Parameters

Controls magnitude of increment in STP

K

K% Controls magnitude of increment in STFs

K3 Controls magnitude of decrement in STIs

Ku Decay constant in LTFs

K5 Controls magnitude of increment in LTFs

K6 Decay constant in LTIs

K7 Controls magnitude of increment in LTIs

%1 Boundaries of time period used for ST processes
2

T3 Boundary of temporal summation time period

%M Boundaries of time period used for LT processes
5

P Vector of probabilities used in o function

Py An element of P

zy Element in vector of constants used ig v function

ay Element in vector used to partition I® alphabet

S State space in FSD

St Inaccessible area of S

E Set of excitation levels in S

ey A particular E level

F Set of fatigue levels in S

f. A particular F level

si Number of E levels

S5 Number of F levels

N Number of SA units in trace space

n Index used in summations

Constructs

V3T Very Short Term time period
VSTP VST Priming

VSTM VST Memory

ST Short Term time period

STPI ST Priming, Internal

STPE ST Priming, External

STM ST Memory

LT Long Term time period

LTP LT Priming

LTM LT Memory



CHAPTER III: THE MODEL APPLIED

In this chapter, the machinery and constructs developed
in Chapter II will be applied more directly to human behavior.
First, experimental data dealing with.several aspects of free
recall will be considered, with an emphasis on the kinds of
results obtained by the writer in two recent studies. Second,
the model will be compared with other formal approaches to
learning and memory, in order to discover some of 1ts relative
weaknesses and strengths.

It will be assumed throughout this chapter that the
following notions, all defined and developed in the preceding
chapter, can be employed as precise, formal terms: the list
of constructs in the glossary to Chapter II, item, input, input
strength, attention, activity (E-level), fatigue, SA collection
and sub-collection, centrality, coherency, encoding, verbal
encoding, retrieval, retrieval probability, dominance, rehearsal,
and recall.

A short summary of the writer's two experiments is in
order at this point; a more detailed treatment of the first may
be found in Kaplan, et. al. (1968) and of the second in the
appendix to this dissertation. In both experiments, male
undergraduates viewed a sequence of twenty-four words (names

of common objects) and pictures (simple line drawings of such

82
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objects) projected as every third slide in a series of slides
which also contained colors for the subjects to name. Each
stimulus was exposed for four seconds, while the inter-stimulus
interval (including the two color slides) was twelve seconds.
Stimulus lists were balanced for two orders of presentation
and for which half of the items was seen as words (no subject
saw both a picture and a name of a given object).

In the first study, all forty subjects knew in advance
of stimulus presentation that a recall task would be involved.
They were all asked to reproduce as many of the items as they
could remember, in any order, both immediately after termina-
tion of the stimulus list and again thirty minutes later (after
a series of tasks unrelated to the stimuli). In the second
study, seventy-two subjects were divided according to a two-by-
three design (six twelve-subject groups), where the two-level
factor involved whether or not subjects knew that recall was
to be required (the set and non-set conditions), and the three-
level factor involved whether subjects were tested immediately
after stimulus presentation, one day later, or on both occasions.
Subjects were also interrogated after each recall task to see
if they could report the use of any strategy in trying to

remember the items.

A. Analysis of Free-recall Serial-position Data. The

first type of data to which the model will be applied is the
realm of serial-position effects, a term which generally refers

to any relation between recall performance and the (temporal)
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position of the material in the presentation the subject saw.
Usually of most interest are recency and primacy effects, which
refer to tendencies to perform better on the last few and the
first few items, respectively. Although there is a considerable
body of serial-position literature, the following survey concen-
trates on recent studies involving free verbal recall. After

a brief review of such studies, the writer's own data will be
presented and an attempt will be made to account for as much of
the overall picture as possible in the context of the subassembly
model.

All of the studies to be discussed were uniform with
respect to the following conditions and materials (except where
specific exceptions are later noted): subjects were under-
graduate college students; stimulus materials were common words,
usually selected from a portion of the Thorndike-Lorge (19.4l4)
lists; free recall was employed as the memory task (i.e., there
were no constraints on the order in which the subject produced
the items he could recall); subjects usually learned many lists,
but never saw a single list more than once. The number of items
(1list length) varied from five to forty; the presentation time
per item variéd from one to nine seconds; the délay before start
of recall varied from zero to thirty secoénds.

Deese and Kaufman (1957) studied the interaction of serial
position effects with the amount of sequential organization or
dependency in the stimulus material. In their first experiment,
they compared memory for randomly selected words with that for

passages of connected discourse and found both primacy and recency
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effects in both cases. For the random words, however, recency
was more pronounced than primacy in each of the two list lengths
used (ten and thirty-two items), while the opposite was true of
the passages. A second experiment used fifty-item lists of words
with increasing sequential dependencies. (In both studies, words
were presented at a one-per-second rate.) The investigators
found that zero and first order approximations to English

ylelded serial position curves with little primacy and marked
recency; but as the order of approximation increased, so did the
primacy, to the point where it surpassed the recency effect on
the seventh-order approximation. Both the textual passages (from
the first experiment) and the higher-order approximations yielded
serial position data that resembled the type found in studies

of serial-anticipation learning, rather than free recali. It
would thus appear that redundancy of stimulus material and

degree of primacy are positively correlated.

Bousfield, et. al. (1958) examined the effects of list
length on serial position phenomena, using sequences of five,
ten, twenty, and forty random words, with an exposure time of
2.5 seconds per word. They found serial position curves which
progressed from a horizontal line to increasingly U-shapéed
functions as 1list length increased; primacy effects were sig-
nificantly stronger than recency effects in all cases except the
five-word sequence. Since this finding was at variance with the
more usual free-recall serial-position curve for random words
(where recency is more pronounced), the authors conjectured that

thelr subjects used a rehearsal process which benefited the early
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items more and speculated that "the extent of the primacy effect
varies directly with the amount of rehearsal of the stimulus
items during learning."

Murdock (1962) varied list length (ten to forty items) and
presentation rate (one or two seconds per item) in a classic
study of "The Serial Position Effect of Free Recall." Recall
probabilities decreased with longer lists and/or faster presen-
tations; the shape of the serial position curve was relatively
stable except for an enhancement of primacy associated with the
slower rate. Murdock summarized as follows: "On the basis of
the available evidence, it was concluded that . . . the serial
position curve is characterized by a steep, possible exponential,
primacy effect, extending over the first three or four words in
the list, an S shapéd recency effect extending over the last
eight words in the list, and a horizontal asymptotespanning the
primacy and recency effect. . . . it was suggested that the shape
of the curve may well result from proactive and retroactive in-
hibition effects occurring within the 1list itself." The recency
effect was stronger than the primacy effect (both in the sense
of including more items and in the sense of reaching higher
probability-of-recall levels) in all of Murdock's conditions.
This 1s consistent with the Deese and Kaufman findings (for
random words), but contradicts the results of Bousfield. Mur-
dock was able to confirm his own findings even when he used
Bousfield's slower (2.5 seconds per word) presentation rate;
so he suggested other factors than presentation rate as respon-

sible for the more pronounced primacy in Bousfield's data. In
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particular, Murdock believes that Bousfield's subjects may have
tended to rehearse items in order of presentation bécause they
did not know the length of the list (since each subject had only
one list of each length, while Murdock's subjects each worked
with only a single list length). Although he mentions other
possibilities, Murdock seems willing to agree with Bousfield that
rehearsal could be the major determinant of the relative strength
of primacy vs. recency effects.

Postman and Phillips (1965) presented lists of ten, twenty,
and thirty words at the rate of one per second and tested for
recall either immediately or after a delay of either fifteen or
thirty seconds. Recall performance decreased with increasing
delay and/or list length. The serial position curves were not
much affected by list length, but were strongly influenced by
the delay. Although primacy effects were relatively stable, the
pronounced recency effect in immediate recall dropped off sharply
as a function of the delay, so much so that there was at most a
negligible recency effect in the thirty-second delayed-recall data.

Glanzer and Cunitz (1966), using Army enlisted men instead
of college students, conducted two experiments "to test the
hypothesis that the bimodal serial position curve in free recall
is produced by output from two storage mechanisms--short-term
and long-term." The first study involved variable presentation
rates (three, six, and nine seconds per item) and multiple
successive presentations of the items (single presentation, two
in a row, or three in a row) in twenty-item lists. Although the

repetition variable did not affect the serial position curves
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significantly, there was an enhancement of primacy effects at
slower presentation rates, in agreement with Murdock's finding.
The second experiment employed a delayed recall variable 1like
that of Postman and Phillips; the results confirmed the finding
that recency decays with increasing delay.

Glanzer and Meinzer (1967), again using Army subjects,
employed fifteen and sixteen item lists and inter-item intervals
of approximately three seconds to study effects of intralist
activity on free-recall serial position phenomena. The first
experiment manipulated the degree of association between items
and whether or not the subjects were required to perform an
interpolated counting task between successive items. Although
both high association and the absence of an interpolated task
facilitated recall, neither variable had differential effects
on primacy or recency. These results are somewhat disturbing,
since the Deese and Kaufman study demonstrated that informational
constraints enhanced primacy and since the interpolated task
should have reduced rehearsal and therefore affected both primacy
and recency. The second experiment removed the association
variable and changed the interpolated task to one in which
each stimulus word was repeated aloud six times. Such a task
depressed performance, particularly in the earlier portion of
the serial-position curve, leading the investigators to conclude
that "simple repetition lowers overall recall. Effective re-
hearsal consists of some other activity."

Before a theoretical discussion of the above findings is

begun, the writer's experimental results with respect to serial
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position will now be presented. Figures III-1 and III-2 on

the next page show mean percent recall by quartile of presented
list for the three groups of set subjects (Fig. III-1) and the
three groups of non-set subjects (Fig. III-2) in the writer's
second experiment. The uppermost curve in both cases is for all
(twenty—foar) subjects who were given an immediate recall task;
the intermediate and lower curves show the one-day performance
of subjects taking their second test (having had a prior immediate
test) and first test, respectively. Data on serial position in
the writer's first study are not shown, but resemble the upper
curve in Fig. III-1 (immediate recall by set subjects); however
both the immediate and thirty-minute curves from this first
study are somewhat more symmetrically U-shaped (the primacy is
only slightly enhanced with respect to the recency); differences
between the immediate and thirty-minute curves are slight, with
recency a little more depressed after the delay. Neither study
revealed major differential effects at the ends of the serial-
position curves when recall for word items was compared with
recall for picture items.

Some of the important features of Figs. III-1 and III-2
can be stated verbally. It is apparent that primacy is stronger
than recency for immediate recall by set subjects, while the
opposite is true for non-set subjects. Recall, for the second
time, at one day reveals relatively greater losses from the
reoency portion of the curves, an effect which is especiaily
pronounced for set subjects, The performance in a one-day first-

test situation is relatively featureless with respect to serial
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position, although the generally falling trend for non-set
subjects should be noted. (It must also be emphasized that
the "set" subjects in the one-day-only situation were not
actually told to expect recall but only to watch for repeti-
tions--see the Appendix.)

Some of these findings are relatively consistent with
those of other investigators. The set subjects reported re-
hearsing during item presentation, while the non-set subjects
did not; thus the serial-position differences resembile the
contrast between the findings of Murdock (1962) and of
Bousfield et. al. (1958), where both authors seem to agree
that rehearsal depressed recency relative to primacy in
the Bousfield study. The relative depression of recency
after a delay is consistent with the findings of Glanzer and
Cunitz (1966) and of Postman and Phillips (1965), although
it must be kept in mind that their delays were much shorter
and their subjects had not had a prior immediate test.

A summary of free-recall serial-position findings, based
on the studies reviewed above, the writer's own work, and a
survey in Tulving (1968), will now be offered. Although there
are some seemingly conflictingbresults and a number of gray
areas, the general picture seems to be of the sort displayed
in Table III-1 on the next page. In this table are shown most
of the variables that have been investigated and whether
they have been found to increase (I) or decrease (D) or have
no effect (N) on primacy or recency relative to the rest of

the curve. Some comments on this table are necessary. First,
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Table ITI-1. Summary of Serial-position Findings
EFFECT ON:
VARIABLE PRIMACY RECENCY INVESTIGATOR(S)

Bousfield, et. al. (1958)

Rehearsal (Set) I D Sampson (1989) —
Assoclative N N Glanzer & Meinzer (1967)
Redundancy
Sequential I N Deese & Kaufman (1957)
Postman & Phillips (1965)
Short, or Long N D |Glanzer & Cunitz (1966)
Delay, With prior Test Kaplan, et. al. (1968)
Long without TEITT el et
Prior Test D D Sampson (1969)
. Murdock (1962)
Faster Presentation D N Glanzer & Cunitz (1966)
Longer List I I Bousfield, et. al. (1958)
of Stimulus N N Glanzer & Cunitz (19665w~
Repetition
by Subject D D Glanzer & Meinzer (1967)
N N Glanzer & Meinzer (1967)

Interpolated Task

rehearsal can safely be equated with set only in the writer's

second study (shown in the table as "Sampson (1969)," but not

an entry in the references).

Second, redundancy 1s a global

term applied by the writer to sequential dependencies and/or

associative : relations among stimuli.

Third, the effects of

delay are apparently somewhat related to the length of the

interval and to whether or not there was a prior immediate

test of recall.

Finally, the effects of repetition seemingly

depend upon whether the stimulus i1tself is presented several

times or whether the subject repeats it aloud during the

inter-stimulus interval.
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In summary of Table III-1, the following generalizations
may be offered: primacy is relatively enhanced by rehearsal
and certain types of redundancy; primacy is relatively de-
pressed by a long delay (twenty-four houré) before first
recall test, by faster presentation rates, and by overt
subject repetition of items; recency is relatively depressed
by rehearsal, by the long-delay condition, but also by shorter
delays (thirty seconds, thirty minutes) and by long delays
where there has been a prior test, and by repetition by the
subject; finally, both primacy and recency are enhanced (the
function becomes more U-shaped) as list length progresses
from very short (five items) to moderate.

A variety of theoretical mechanisms have been proposed to
account for some of the phenomena in Table III—l,.although no
single model has taken on the complete picture. The ability of
eXperimental manipulations to affect primacy and recency in
seemingly independent ways has led most investigators to favor
a two-process theory of free recall. Although some approaches
(e.g., Glanzer and Meinzer, 1967) actually distinguish two
separate memory stores, Tulving (1968) has said he prefers the
"view that all input information is stored in the same unitary
storage system, whatever its nature, and that differences in
recall of early, middle, and late ‘input items reflect primarily
differences in the accessibility of these items." This view
corresponds closely to the writer's general approach in the
subassembly model. Another feature of many existing explana-

tlons of serial position phenomena is the stress on proactive



9l

and retroactive interference mechanisms (see, e.g., Murdock,
1962 and Glanzer and Cunitz, 1966). In the writer's approach
however, decay 1s ofteh more important than interference,
especially where immediate memory is concerned.

Little more will be said here about present theories of
free-recall serial-position effects. The emphasis in this
section is on the productivity of the subassembly model, on
how it fares in the light of such data. In part D, the sub-
assembly model will be compared with another, comparably fully
developed, theory (Atkinson and Shiffrin, 1965, 1968); at that
time some direct comparisons of explanatory adequacy for serial-
position phenomena will be considered. In the remainder of this
section, most of the findings summarized in Table III-1 will be
analyzed in terms of the machinery of the subassembly model.

It is natural to begin with the rather dramatic inter-
action of rehearsal with both primacy and recency; The contrast
bétween the data of Bousfield and of Murdock, as well as the
performance of set as opposed to non-set subjects in the writer's
study, suggests that rehearsal (presumably of the type outlined
in Chapter II) enhances primacy and depresses recency (in
immediate recall), to the degree that "classic" serial position
curves are reversed with respect to the strength of the two
effects.

These results are not too difficult to understand in
the context of the subassembly model. The marked primacy for
set subjects is probably the result of two factors, both related

to rehearsal. First, there are, for many subjects, a larger
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number of rehearsal passes through the early items; hence those
items can amass greater short-term priming, permitting retrieval
input to evoke an activity level with a relatively high retrieval
prébability.. Second, because rehearsal probably becomes a more
demanding (time-consuming) activity as the list progresses, set
subjects may give relatively more attention (input time) to the
early items; this would lead to longer, stronger VSTP and there-
fore to more short-time priming.

Only the second of these factors could operate in the ab-
sence of rehearsal; the modest primacy found by Murdock (the
writer's non-set subjects displayed almost none) could thus be
explained by better attention to the early items, before the
task becomes routine. But it must be admitted that interference
explanations are more plausible in this case. In the subassembly
mddel, interference could take the form of inhibition put out by
the decaying traces of items in the recent past; this effect
would be negligible at the outset, but would grow to a maximum
after the first few items. Primacy can thus be viewed as the
result of a combination of inhibition and attention effects;
the enhancement in rehearsing subjects is due to the greater
rehearsal of early items and probably also to a greater dispro-
portion in the attention effect.

Recency, which is fairly strong in all immediate recall
groups, can also be thought of as the result of two factors.
First, a few of the last items might well be still undergoing
VSTP and thus be particularly easy to retrieve. Second, the

opportunities for decay in ST priming would be less for items



96

nearer the end of the list, even if significant amounts of VSTP
were not still present. But the recency was relatively much
stronger for the writer's non=-set subjects; in fact, despite
generally poorer performance, non-set subjects did as well or
better than set subjects on five out of the last seven items
they saw (as compared with only three out of the first seven-
teen items).

A partial explanation of this effect might be that the
non-set subjects, as soon as they are given the recall instruc-
tions, begin to rehearse the last few items they saw, thereby
enhancing both of the above-mentioned recency factors. Another,
and probably more significant, consideration rests on the
previously-stated hypothesis that rehearsal usually places the
most demand on a set subject's time as he nears the end of the
list; he has more items available for rehearsal and many of
them are quite remote in the past and therefore take longer to
retrieve (since the retrieval inputs must fire longer to excite
a trace in which the VSTP and STPI have had more time to decay).
So for those set subjects for whom rehearsal did not break down
altogether by the end of the list, attention was probably lowest
on the last few items. That there still was a recency effect at
all may be attributed to the strength of the recency factors,
factors which operated with the benefits of relatively full
attention in the case of the non-set subjects.

The role of what has here been called "redundancy" in
serial position is difficult to assess, since the findings of

Deese and Kaufman (1957) seem to conflict with those of Glanzer
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and Meinzer (1967). The Deese and Kaufman result (greater
primacy in sequentially-dependent material) can be at least
partially understood in terms of recall which is being strongly
directed by well-established LTP (associative) bonds; it is
plausible that more early items will be remembered from material
which tends to be remembered in the forward direction. And this
may shed some light on the Glanzer and Meinzer finding, since
the connections between their (paired-associate) stimulus words
were not necessarily predominantly in the forward direction.

If the redundancy picture is confusing, the effects of
delay are even more so. Delays as short as half a minute depress
recency markedly. This is actually not too surprising, since
the main factor in the subassembly explanation of recency was the
number of items that could still be undergoing VSTP. If there is
more time for decay, retrieval probabilities will be smaller,
providing the delay interval 1is filled with activity designed to
keep rehearsal to a minimum (as it was in all these studies).

In the writer's second study, there was a much longer delay (one
day) before the initial test of recall. So it is natural that
there would be virtually no recency for these subjects. But
there was no primacy either, which could be explained by the
absence of rehearsal (the "set" subjects in this condition were
told only to watch for repeated items; they did not report re-
hearsing). Thus it would seem that retrieval based only on

LTP, when it has not been structured by an earlier recall session
(a situation that will be discussed next), is essentially random,

at least with respect to strength considerations arising from
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position in the stimulus list.

In the writer's studies, recall was also measured after
thirty-minute and one-day delays when there had been a previous
immediate test. There appears, in these cases, to be a decrement
in recency, most pronounced for one-day recall by set subjects.
This finding is difficult to handle, since the content (the items
remembered) of the first recall session largely determines that
of the second (see the discussion of time effects in part C be-
low). A possible explanation rests on the notion that the re-
call of items near the end of the 115t depends largely on VST,
or reverberatory, activity. The effects of VSTP can be so po-
tent that even a small amount will greatly augment retrieval
probability. So 1t could be argued that the immediate retrieval
is incrementing a smaller base value than in the case of early
and mid-1list items, where the VSTP had to be sufficient to invoke
ST effects. Thus, among items remembered immediately, those near
the end of the list could have somewhat less LTP at a day, be-
cause they needed less VSTP for recall initially. In effect,
this explanation of more forgetting of later items rests on the
assumption that their immediate recall was "improbable"in some
cases. If this effect is more pronounced for set subjects, as
the data suggest, it could be because there are relatively more
items in this class subject to "improbable"immediate recall, as
a result of the lowered attention by set subjects to later items.

Faster presentation rates reliably depress primacy effects.
This would be easy to understand for rehearsing subjects, since

the marked primacy is considered to be dependent upon rehearsal,
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which 1s mainly carried out in the inter-stimulus intervals.
But the Murdock and Glanzer-Cunitz subjects were presumably
not rehearsing. The dilémma can be partially resolved when it
is realized that the effect under consideration actually extends
well beyond the primacy range and in fact in?olves all but the
last two or three items. Perhaps the explanation is really as
simple as lowered attention (input time) for all items, but
with strong counteracting recency effects on the last few.
Bousfield's finding that very short (five-item) stimulus
lists yielded relatively flat serial-position functions is not
particularly difficult to understand. It would appear that the
items would be on essentially equal footing with respect to VSTP
and short-term priming after the passage of so little time.
After all, since practically all the items are usually recalled,
it is naturally hard to find serial-position differences.
The findings (in the two Glanzer studies) related to
repetition and interpolated tasks present some problems for
the subassembly model. While the overall performance decrement
assoclated with an interpolated task has a straightforward
attention interpretation, it would also be predicted that primacy
would be particularly depressed, since the task would interfere
with whatever rehearsal might be going on. This is not the case
(at least not statistically, although the Glanzer-Meinzer graph
appears to show slightly more loss in the earlier portion of
the curve), perhaps because the subjects were not rehearsing
at all.

Repetition of the stimulus (multiple presentations) and
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oral repetition of the word by the subject should act just like
rehearsal, enhancing primacy particularly and recall in general.
Yet multiple presentations had no effect (beyond the inherent
one of reduced presentation rate); and subject repétition
depressed performance throughout the list (except on the last
three positions). There can thus be no doubt that Glanzer and
Meinzer are correct in stating that effective rehearsal involves
more than simple repetition. While it does not account for the
depressive effect of subject repetition, one possibility is that
the active retrieval (via the retrieval inputs) of true rehearsal
is more effective than passive restimulation of the trace (when
the subject reads the word aloud) because there is the added
factor of STPE between the trace and the retrieval inputs. This
extra short-term priming would be located on precisely the
connections involved in subsequent retrieval attempts, making
recall more probable.

In summary, the subassembly model is apparently equipped
fo explain many, though not all, of the findings in the litera-
ture and the writer's own studies related to serial-position

phenomena in free recall.

B. Analysis of Verbal and Non-verbal Recall Data. Table

ITI-2 on the next page summarizes the findings with respect to
mean percentage recall of words (W) and pictures (P) in the
writer's two experimental studies. The number of subjects in
each group is shown in the top row (N). Pictures can be seen to

be better remembered than words in all eight cases.
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Table III-2. Word-Picture Recall Percentages

1968 Study 1969 Study
(A1l Ss set) Immediate | Day-2nd Test | Day-lst Test
Immed 30~min Set Non-set | Set Non-set Set Non-set
N 4o 4o 24 24 12 12 12 12
Wl 32 29 33 22 ol 13 10 6
P | 47 L6 4o 33 35 28 23 13

A number of other investigators have discovered a similar
phenomenon of superior memory for non-verbal material, in spite
of some rather different experimental procedures and tests of
retention. Five other studies will be briefly surveyed here.

In all these studles, the following features were present
(except where‘specific exceptions are later noted): the stimulus
materials were, on the one hand, familiar objects or pictures of
such objects (generally similar to those employed by the writer,
for which see the Appendix) and, on the other hand, the verbal
labels attached as names to these objects by most people; the
subjects were naive adults (usually college students) who knew
in advance of stimulus presentation that some form of memory
task was involved (i.e., there were no "non-set" subjects of

the type employed by the writer); a given subject saw either
words only or pictures only (in contrast to the writer's mixed-
list design); recall was tested immediately following stimulus
exposure (there were no delayed memory tasks like those used by
the writer); and in the three free-recall studies, items were
reported verbally (by writing down the name) regardless of the

mode of presentation (in contrast to the writer's procedure of
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asking subjects to draw the figural stimuli). The three free-
recall studies will be considered first, followed by two others
which depart more radically from the writer's procedures.

Scott's (1967) stimuli were especially selected to study
clustering of recall and consisted of seven objects (or their
names) from each of four categories (e.g., tools, animals).
The objects (or cards with their printed names) were displayed
sequentially one time through after which subjects were asked
to write down as many (names of) items as they could remember.
Subjects viewing verbal stimuli remembered an average of 17.9
items (64%), while those viewing the objects remembered an
average of 20.7 (74%). (Numbers of subjects used in studies
reviewed in this section may be found in Fig. III-3, to follow.)

Lieberman and Culpepper (1965) performed two kinds of
experiments. In the first, twenty objects or theilir names were
displayed simultaneously for the subject to study, for one
minute; the average number of words remembered was 11.1 (56%)
and of objects, 14.2 (71%). In the second type of experiment
(for which the results stated here are collapsed across the
two independent of groups of males and females, since there
were no great differences between them), these authors pro-
Jected photographs of the same objects or their names sequen-
tially from slides (at two seconds per item, with one second
betWween items). In this case, an average of 13.4 words (67%)
and 15.0 pictures (75%) were recalled.

In the third study employing free recall, Ducharme and

Fraisse (1965) used colored drawings of twenty-five objects as



103

one stimulus list, their names (in French, the native language
of the subjects) as another, and the pictures paired with the
names as the third list. Their subjects were children about
eight years old (two groups differing in mean age by about a
year are reported as one set of data here, since the differences
between them were not great) and college students. Different
sub-groups of subjects from each age group saw the three dif-
ferent lists (words, pictures, words and picturés paired),
presented on slides in the same manner (and with the same timings)
as for the Lieberman and Culpepper second study. Each group saw
the same list three times in a row, with a recall session after
each presentation. Because the children did not clearly under-
stand the situétion until the second time through, and because
some adults achieved perfect scores the third time through,

only the data from the second recall session were analyzed.

The mean recall scores (followed by the percentage figure in

parentheses) are shown in Table III-3.

Table III-3. Ducharme-Fraisse Mean Recall Data

WORDS ONLY | PICTURES ONLY | WORDS & PICTURES

CHILDREN | 10.6 (42%) 10.0 (40%) 12.1  (48%)

ADULTS | 16.5 (66%) | 18.1 (72%) |  18.0 (72%)

The authors interpreted the findings for adults as evidence for
spontaneous verbalization when a picture is seen, since the
presence of the word does not improve recall over the picture-
only situation. The lower figure for word recall was’ thought

of as perhaps the result of the greater difficulty of generating
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visual associations to verbal stimuli. This type of theoretical
account of superior memory for non-verbal stimuli will turn out
to be quite similar to the writer's.

In the case of the children, the results can be best under-
stood by assuming that the tendency for spontaneous verbal en-
coding is not yet well developed; and this was how Ducharme and
Fraisse explained the finding that the children did no better
on the pictures than on the words, but quite a bit better when
they had both the picture and the name to look at. Additional
credence is given to this sort of hypothesis by Dale's (1968)
finding that young children perform better in a delayed color-
matching task if they tend spontaneously to say the'names of
the test colors. Dale's hypothesis is (in part) that both a
representation and a verbal code are stored at the time of
stimulus presentation, but that the verbal code is quickly lost
by the non-verbalizing (silent) children.

The remaining two studies of verbal and non-verbal recall
employed procedures other than free recall. Wimer and Lambert
(1959) studied paired associates in which one member of a pair
was always a nonsense syllable while the other was either an
object or its name. In terms of mean trials to criterion, sub-
jects learned object associations faster (6.05 trials, vs. 8.35
for the word 1list); they also made fewer errors during learning
(means of 25.30 and 40.95, respectively).

Finally, Shepard (1967) employed a forced-choice procedure
to study recognition memory for words, pictures, and sentences.

After a self-paced sequential examination of a long series (600-
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700) of individual items of a given type, the subject was asked
to select which member of each of a set of (60-70) test pairs
he had seen earlier. Mean percentages of correct “hdentifica-
tions were 88.4 for words, 89.0 for sentences, and 96.7 for
pictures.

The composite results of these five studies, combined
with the writer's two experiments, are displayed in Fig. III-3.
on the next page. Percentage recall of pictures or objects is
plotted as a function of the corresonding figure for words
wherever such a comparison was available (for adult subjects).
The point for the Wimer-Lambert study is shown in parentheses
because no percentage recall figures can be assigned; mean
errors during leadrning areé~plofteéd 4instead,

It can be seen that the various results fall approxi-
mately on a straight line; and since the number and type of
stimulus materials and subjects were reasonably homogeneous,
it is appropriate to look'to experimental procedures to account
for the spread of points along that line. Shepard's study
produced the highest recall figures by far, which can probably
be attributed to his use of a recognition task instead of the
(usually) more difficult: reproduction procedure. The Ducharme-
Fraisse data, the Scott study, and the two Lieberman-Culpepper
experiments are in a group somewhat lower down. Finally, there
are the data from the writer's two studies, with the immediate
recall points for set and non-set subjects @nd a single point
for all one-day first-test subjects) in the second study shown

as Xs. That all these points are relatively low can probably
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be attributed to the color-naming task in both of the writer's
studdés; no comparably distracting task was used 1in the other
experiments. The relations among the points fepresenting the
writer's work will be discussed in the next sectilon.

In summary, 1t would appear that better memory for visual
than for verbal stimuli i1s a fairly linear phenomenon which is
relatively insensitive to changes in experimental procedure
(except as such changes affect overall performance). What
remains to be done in this section is to account for this
phenomenon in terms of the machinery developed in Chapter II.
Probably the best general statement of the writer's hypothesis
is found in the write-up of his first study (Kaplan, et. al.,
1968), where it was proposed that "pictures are coded verbally
andbvisually while words are coded only verbally"; this also
seems to be the view of some other investigators, notably
Ducharme and Fraisse (1965).

The implementation of this hypothesis in terms of the model
can be based on the development of the verbal encoding machinery
in the previous chapter. There 1t was postulated that verbal
and figural representations of items could be overlapping sub-
collections of subassemblies, with the larger collection repre-
senting the item in its many modes. It was argued that the
greater coherency of verbal traces, resulting from Hebb-like
fractionation, together with the nature of childhood learning,
could account for the greater tendency for a figural stimulus to
produce activity in the verbal representation than vice versa.

The notion of double-encoding thus has a place in the model.
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But why are doubly encoded items better remembered (i.e.,
why 1s there likely to be a higher retrieval probability associ-
ated with the double representation)? One answer could be that,
with so many more subassemblies in whichever memory state is
relevant for the time of retrieval, the chances of random re-
trieval input activity producing a large response are better.
The situation is similar to the improved chances of getting
either of two separate items over the chances of retrieving a
particular one of them; in the doubly-coded case, the chances
are probably not twice as great, however, since the representa-
tions overlap and are therefére not independent.

Although this explanation could account for better per-
formance on figural items, it does not explain why subjects
rarely confuse the mode of presentation during recall. A low
incidence of reversals (reproductions of pictures as words or
vice versa) was a‘feature of.the,résults of both of the writer's
studies. Understanding of this phenomenon might rest in the
féct that while both the figural and verbal representations are
likely to be active during the input and retrieval of a figure,
only the verbal representation is likely to be during the input
and retrieval of most words. The reason retrieval input does
not excite the figural mode very much when the input was verbal
is that there has been little or no priming of the purely figural
component (or of the connections from the verbal component to it),
since verbal representations are not likely to excite their
figural counterpafts.during item input. Thus the subject knows

as a non-verbal item any stimulus retrieved with a strong visual
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component (with or without the addition of the verbal component,
since 1t has never been suggestéd that verbal encoding always
occurs). When the verbal component is present alone (or in the
company of an especially weak figural component), the item is
recalled as a word.

Yet this mechanism 1s not foolproof; if, for any reason,
only the verbal trace is retrieved when the stimulus was non-
verbal, or if a verbal trace does effectively prime the figural
one, there would result the few instances of mode confusion 1n
each direction which the data reveal. Without going into any
detail, it is possible to speculate that fatigue in the figural
trace might cause a picture to be remembered as a word, while
individual differences in the capacity for visual imagery
(reflected in the degree of asymmetric inhibition bétween the
two trace components) might influence the number of words

remembered as pictures.

C. Analysis of Delayed Recall and Set Phenomena. In this

section, two relatively minor and unsurprising results from the
writer's studies will be considered. Additional work by other
investigators will not be brought into the picture, in contrast
to the preceding sections.

The first result relates to the patterning of recall over
time. From the writer's two studies taken together, four dif=
ferent recall conditions with respect to time are available.
When the word and picture scores for set subjects in Table III-2

are averaged, the groups may be ranked as follows: (a) subjects
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asked tQ reproduce items immediately upon conclusion of stimulus
presentation remembered about 38% of the items; (b) subjects,
who had already participated in condition (a), when again asked
to recall the items thirty minutes later, remembered about 37%
of them; (c) subjects, who had also already participated in
condition (a), when asked to recall the items one day later,
remembered about 30% of them; and (d) subjects having their
first recall test at one day remembered about 16% of the items.
| Thus a subject who had an immediate recall test shows
1ittle or no performance decrement thirty minutes later but
(without the thirty-minute test) a marked performahce decrement
one day later, while subjects tested for the first time at a
day do even worse. Since the percentages listed above were
for set subjects (the only kind used in the 1968 study), it is
not quite legitimate to compare the 16% figure in condition (4d)
wilth the other results, since set one-day-only subjects were not
told that recall was involved but only instructed to watch for
duplicate items. However, the ordering of the conditions with
respect to performance is still valid, as can be seen from a
consideration of the the performance of the non-set groups (all
of which were treated didentically) in conditions (a)--27%, (c)--
21%, and (d)--10%. (Set differences themselves will be explored
shortly; the present concern is with the time factor only.)

How are these relations to be understood in terms of the
model? First, it 1s necessary to assess the effects of the
previous trial on performance in conditions (b) and (c¢). This

earlier successful retrieval of many items with high VSTM or STM
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levels will be likely to fix them all the more firmly in memory
--moving many of them from moderate STM values back to VST-type
activity again, thereby further incrementing their short-term
priming. This is the natural consequence of the dominance that
accompanies recall. The lack of noticeable performance differences
between conditions (a) and (b) is therefore understandable. The
immediate recall of items produces greater STPI within (as well
as greater STPE between) the SA units comprising the collections
representing the items, thus counteracting the decay that would
otherwise be expected to occur during the delay. The fact that
recall did not approach 100% in these conditdons can be attributed
both to imperfect retrieval and to normal decay during the list
presentation and the first part of the recall session itself.
Imperfect retrieval at thirty minutes could account for the few
items forgotten during the delay; the small reminiscence effect
in the 1968 study will be explained in connection with the
analysis used for reminiscence in condition (c).

The situation in conditions (c¢) and (d) differs from that
in (a) and (b) in several respects. A test of recall at one
day should involve LT variables. And LT changes have been as-
signed the position of least influence, especially with refer-
ence to retrieval of experimental items. This weakness of LTM,
combined with the failure of some items to influence it at all
(the result of insufficient VST activity), can explain the in-
ferior performance in both one-day conditions.

But why is there such a marked difference between (c¢) and

(d)? As already mentioned, the fact that the set was not for
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recall in (4) contributesblittle to the inferior performance of
subjects being tested for the first time. So the immediate re-
call sessions apparently influence performance at one day, as
well as at thirty minutes. (Since only about 3% of the items
at one day were reminisced——had not been recalied immediately--
subjects appeaf to find it easier to recall the same items
after the delay. Although this may have seemed obvious, it is
necessary to rule out a strong reminiscence factor 1f better one-
day memory in (c) is to be attributed mainly to the influence of
the earlier recall session.)

Why, then, does the enhancement of STM (via dominance)
have an effect on one-day recall similar to, but smaller than,
the one 1t seems to have on thirty-minute recall? After all,
ST effects would seldom be present after a day. Perhaps the
answer can be found in the greater chances of establishing strong
LT effects. If VST activity is repeated (because of the immediate
retrieval), then the ST and the LT effects it normally produces
will be enhanced out of proportion to the original stimulus in-
tensity. From the ST enhancement will come the potential for
better thirty-minute recall; from the LT enhancement, the poten-
tial for better one—day recall. A greater proportion of rewr
minisced items at thirty minutes (as found) is expected, since
the original ST effects would in some cases still be influential,
in spité of retrieval failure during immadiate test. A%t one day
however, recall coincldes almost perfectly with "retrieval-
boosted" LTM. And it is not surprising that many one-day-only

subjects could remember only two or three items.
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The second finding to be considered in this section
relates to the superior performance of subjects who are set
for recall, who know in advance of stimulus presentation that
recall will be expected of them. Inspection of the last three
pairs of columns of recall percentages in Table III-2 reveals
the extent of this phenomenon; a typical case is in the
immediate recall of words, where set subjetts remembered 33%
of the items and non-set subjects remembered 229%.

A number of factors probably enter into an adequate ex-
planation of the superior performance by set subjects. For
example, even though attention to the stimuli was stressed in
instructions to all subjects, those set for recall probably
attended somewhat better. This would mean more time spent
actually processing the stimulus, leading to more VST activity
and hence to a higher retrieval probability.

But interrogation of subjects revealed another difference
between behaviors in the set and non-set conditions. As observed
in sectidn A above, most set subjects reported moderately suc=
cessful rehearsal of the items during stimulus presentation;
almost all non-set subjects made no such attempt. Rehearsal
functions by retrieving an itemA(usually one in VSTM) and thereby
returning it to a higher level of &ctivity. This process may be
repeated a number of times for a single item, if the subject has
time. A subject could thus probably easily remember the first
three or four items (and yet name colors correctly throughout) if

he ignored all subsequent items and just rehearsed those first
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few. But the subject seems to realize that he
facés a strategic problem of optimal appoftionment of time
‘among concentration on the current item, rehearsal of pre-
vious items, and an acdequate performance at color naming.

It is necessary, then, for the model to account for a
cumulative beneficial effect on recall of successive rehearsals
during stimulus presentation. This is not especially difficult,
since rehearsal is similar to the previously discussed immediate
recall test (both employ retrieval), but with two limiting
factors. First, rehearsal must usually be accomplished far
more quickly if the subject is to apportion his time effectively
(at least in any experiment with a reasonably rapid stimulus
presentation rate). Thus the just-presented items (or, with
another type of réhearsal strategy, the early items which have
Just been rehearsed again) are most easily retrieved upon brief
activity in the retrieval units, a situation which was treated
more fully in Chapter II. The second limiting factor is that
the rehearsed item is not reproduced but only mentally re-
viewed (in most experiments of this general type). So, because
the process involves less time spent on the item, and because
there 1s not the added feedback of seeing the item again (having
Just put 1t on paper), the impact of a single rehearsal is
weaker than that of an immediate recall frial; the rehearsal
recreates VST-1llke activity to a lesser degree. The fact that
an 1ltem may be rehearsed several times helps to reduce this dis-
parity; so immediate differences due to set are not greatly

different from one-day differences due to a prior ftest.
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D. Gomparison with the Atkinson and Shiffrin Model. In

the last two sections of this chapter, the subassembly model
will be analyzed in comparison with two other formal theortes
of human learning and memory. First, Atkinson: and Shiffrin
(1965, 1968) have developed mathematical models whHich deal
extensively with free recall and long-term memory, two issues
central to the present analysis. Thelr models generate fits to
empirical data, such as sefial-position curves. While it is
not reasonable to require the subassembly model to compete in
the generation of such curves (any more than it is reasonable
to ask Atkinson and Shiffrin to specify phys$iological counter-
parts for their equations), some areas of fruitful comparison
between the two approaches do exist. These will be explored
after a summary of theilr model is presented.

In their 1965 paper, Mathematical Models for Memory and

Learning, the authors consider models with three major components.
There is a sensory buffer to accept incoming stimuli and pass
them on to the memory system. This sensory buffer is not treated
in detail; it is assumed that with stimulus exposures of:ia second
or longer there is no information loss at this stage.

The second component is the memory buffer, a type of push-
down store which items enter from the sensory buffer and leave,
after a vartable amount of time, by one or both of two routes.
When the buffer 1s full, a new item must bump out an old one;
in the meantime, this older item may have been copied into the
third component of the model, the long-term store (LTS). If an

item is copied, its status in the memory buffer 1s unchanged;
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if an item is bumped out before it is copied, it is permanently
lost. The memory buffer is assumed to be of constant size,
containing r items, where r must be estimated for any experi-
ment since the size (information content) of an item is quite
variable and not considered in detail. Once the buffer fills
up (in push-down order) at the beginning of an experiment, it
stays filled, with each new item entering the top slot and
bumping out an older (though not necessarily the oldest) item.
Items still in the buffer at the time when recall is required
are subject to perfect recall.

The transfer process to long-term store can be modeled
as all-or-none (the initial copy is complete) or incremental
(there is an accumulation of partial copies). Four possible
models of the long-term store are considered. If transfer is
all-or-none, there may still be either a single copy or multi-
ple coples transferred. If transfer is incremental, LTS may
be thought of as containing some strength measure on each
item, which may be discrete (e.g., the number of partial copies)
or continuous. In either of the latter two cases, the strength
is proportional to the amount of time the item spent in the
memory buffer.

Retrieval from LTS is imperfect and via a search process
which may either (a) stop before an item is found or (b) sample
randomly with replacement until the item is found, with the
provision that each search may disrupt (destroy) the sought
item with some probability. These descriptions of search

schemes apply only to the all-or-none, single-copy hypothesis;



117

corresponding search schemes for multiple-copy or strength
hypotheses are somewhat more complicated.

After a rather detailed description of the general type
of model, Atkinson and Shiffrin then test three specific ver-
sions against data gathered from a simple short-term-memory
experiment. Model I assumes perfect retrieval of items in
LTS; Models II and III, respectively, use search schemes [a)
and (b) described above. The fit is generally good and, al-
though its quality decreases slightly with successive models,
this is compensated for by elimination of the need for the
parameters to vary with the size of the stimulus array.

These models are followed by a consideration of some
strength models for LTS, which are motivated by a desire to
account for confidence-rating situations, confusion errors,
and repeated-presentation tasks. As mentioned above, the
basic assumption of any strength model is that whatever
quantity 1s stored in LTS is a function of the time that item
spent in the buffer. For indication of how to proceed with
respect to development of a retrieval scheme for strength
models, an earlier model of Atkinson's, designed strictly
for a repeated-trial paired-associate paradigm, is reviewed.
Some possible ways for dealing with repeated items are then
considered. And the use of absolute as well as relative
strength in determining retrieval probabilities is suggested
to account for recall approaching 100% as the number of trials
increases.

Atkinson and Shiffrin next look at free verbal recall,



118

modeling only experiments in which an arithmetical task is
used following stimulus presentation; such a task is assumed
to "clear the buffer" and eliminate any influence it might
have on recall. Although they admit that the influence of
multiple responses (reporting of several items) in free
verbal recall is probably an important complicating factor,
the authors choose to assume that the retrieval process has
no effect on LTS. A strength model embodying the two already-
mentioned features (storage process a function of time spent
in the buffer, retrieval dependent on both relative and
absolute strength) is then used to explain both the primacy
effects and the better recall of mid-list items from shorter
lists that the data reveal,

The article concludes with a summary of an information-
theoretic version of the model, some comments about the use
of a temporal dimension for keeping several lists separate,
and a statement that the following three assumptions are
crucial to the theory: (1) the various assumptions about the
structure and operation of the memory buffer; (2) the fact
that items can be in the buffer and in LTS simultaneously;
and (3) the nature of the retrieval process, specifically
that the decrement in recall associated with increasing list
length is the result of an imperfect search of LTS at the
time of the recall test.

Although not actually an extension of the model(s) just
described, a more recent Atkinson and Shiffrin paper, entitled

Some Speculations on Storage and Retrieval Processes in Long-
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term Memory (1968), does reveal their thinking on a number of

important issues. They begin with a distinction between con-
trol processes, which are task-dependent techniques like re-
hearsal mechanisms and certain kinds of search processes, and
the structural components of the memory system. The latter
include the three major memory stores: the sensory register,
which holds information for less than a second; the short-term
store (3TS) which, in the absence of rehearsal, holds informa-
tion for about half a minute and is the subject's "working
memory'; and the long-term store (LTS), a permanent repository
for information transferred from STS. The remainder of the
paper 1s devoted to an informal discussion of storage and re-
trieval processes for LTS. Storage consists of three primary
mechanisms: transfer, placement, and image production. Re-
trieval consists of search, recovery, and response generation.
Each of these six primary mechanisms is discussed in turn.
Transfer of information from STS to LTS is an automatic
process, but one whose usefulness and efficiency are highly
dependent upon the subject's "storage strategy." This last
term refers to efforts to maintain the information in STS
(via rehearsal) for a longer period of time and thereby facili-
tate storage in LTS, to any special coding or mnemonic tech-
niques the subject employs, and to all decisions the subject
makes concerning what portion of the information to store in
LTS. Placement refers to the location in LTS where the infor-
mation is stored. The authors: explain that they do not "refer

to a physical location in the cortex, but to a position in the
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organization of memory along various informational dimerisions"
which may include things like sensory mode, part of speech, and
temporal aspects of the item. Placement has directed and random
components, the first of which 1s a function of the subject's
control processes. Multiple copies may be placed in LTS, as
when, for example, the subjects encode "an associate in two
different ways and then store both resulting codes in each of

the two locations defined by the codes." Image production deter-

mines what portion of the ensemble of information that has been
placed at a particular location is permanently stored as an

image there. The image contains chacteristics of the item
(meaning, size, color, etc.), mnemonic or coding features

added by the subject, and links to other images. For simplicity,
it is assumed that images are essentially permanent and do not
decay or disintegrate over time.

The first primary retrieval mechanism is search, a pro-
cess which is monitored by the short-term store which contains
the search strategy, the information so far recovered, a record
of the locations in LTS examined so far, and the like. Like
placement, search has directed (controlled by cues, the sub-
Ject's strategy, and search habits) and random components.
Search is stopped by a context-determined termination rule,
such as a time limit (external or internal) or the number of
unsuccessful search attempts ending at the same LTS location.
Recovery is the process by which information from an image
located by search is entered into the short-term store. Since

recovery 1is probabilistic, recovery of all the information in
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a stored image is not assured. Response generation is the

process by which recovered informatioh is translated into the
desired response; it is of greatest interest when the informa-
tion is sufficiently incomplete so that the subject must
employ one or another "guessing strategy."

Having described the three storage and the three re-
trieval processes, Atkinson and Shiffrin conclude with a dis-
cussion of a number of additional issues. First, decline in
performance with time and intervening material is accounted
for in terms of "the storage of an increasing number of images,
without a corresponding increase in the accuracy of the placement
and search processes." Thus, &s in the original model, the
authors account for decreasing free-verbal-recall performance
with increasing list length in terms of storage and retrieval
problems rather than in terms of loss of information from
stored i1lmages.

Some consideration 1s also given to the question of
random placement of images within a list. Although this was
assumed in the earlier discussion, it 1s pointed out that
clustering effects during free recall make a model which
begins with random search, but exhausts categories of items
as they are encountered, much more realistic.

Finally, the authors briefly discuss some ideas related
to the differences 1in performance between recognition and
recall memory-test procedures.

While this outline, in the last several pages, of the

two Atkinson and Shiffrin studies does not provide anything
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like the understanding of their work that first-hand acquain-
fance does, it is hoped that the summary given here will make
it possible for the reader who has not seen the original papers
to grasp most of the comparative discussion to follow.

A comparison of the Atkinson-Shiffrin (AS) model(s) with
the subassembly (SA) model of the present study will be devel-
oped along the following lines: first, the major similarities
and differences will be reviewed; then the two primary compon-
ents of the AS system (STS and LTS) will be analyzed from the
viewpoint of the SA model; third, AS storage and retrieval
processes, mainly as sketched in the 1968 paper, will be
compared with analogous features of the SA model; and finally,
since both approaches specialize in free-recall data, it will
be important to compare their capacities in this area.

The major similarities of the two approaches relate
mostly to what they do not claim to model in any detail. The
experimental orientation that both have, for example, tends
to play down what some might consider more 'mormal" behavior.
And both models assume that they are dealing with sufficient
exposure times for perfect transfer of information to the
memory systems (although the SA model will later be extended
to the domain of much shorter exposures for comparison with
Sperling's approach). The third and final major similarity
is that both models have little ornoconcern with the motor-
output side of recall.

The major differences between the two approaches are

closely related to one another. The first, which has already
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been mentioned, is that the AS model is more "mathematical"
(in the sense of its greater concern with generating fits

to empirical data) and less "phySsiological™ (in the sense

of its relative lack of concern for faithfulness to actual
neural structures) than the SA model. The second major dif-
ference 1s that there is a discontinuity among the various
memory stores in the AS organization, while in the SA approach
an item 1s usually stored in a single location (or set of
locations) and is retrievable from that locus during any
memory stage. This contrast between the two models leads
directly to the third major difference, which is that the
representation or information content of an item must be
considered as moving around from store to store in the AS
approach, a notion which would not fit comfortably into the
physiologically-oriented SA model.

It is probably unwise to make too much of these dif-
ferences, since Atkinson and Shiffrin freely admit that they
do not seek any correspondence between the constructs of their
model and physiological entities. Nevertheless, other investi-
gators with approaches quite similar to theirs have begun to
reject such multi-structure memory schemes. In a recent article,
for example, Norman (1968) argues against what he calls a "box
theory" of primary and secondary storage, mainly because the
almost immediate recognition of words and other familiar in-
puts that humans demonstrate requires the two boxes to be so

strongly interconnected "that formal distinctions between the
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two storage systems become difficult to make." Norman there-
fore opts for a dual-process storage in which secondary and
primary memory are "different properties of the same physical
device." If a concept of "tertiary memory" were added to the
idea, this would be an appropriate characterization of the
writer's model.

A logical place to begin a more detailed comparison of
the two theories is with the first primary component in the
AS model, the memory buffer or STS. There is a fairly clear
analogy here with VST processes in the SA model, although
the latter would seem to have a longer time course, An item
being lost or forgotten before being transferred from the
memory buffer to LTS might correspond to an SA situation in
which stimulus-induced plus VST activity is of such short
duration or intensity that the resultant ST or LT processes
will later make for quité low retrieval probabilities. But
note that this loss is an essentially fandom occurrence in
the AS scheme, while stimulus intensity, attention, and the
like make definable contributions to the probability of an
item's survival in the SA model. It would seem generally
desirable to have descriptions of as many components of
"random" processes as possible, although neither model
completely escapes the need for arbitrary parameters.

There are some other differences. Constant buffer size,

although useful mathematically, leads to an ad hoc definition



of what constitutes an item. In the SA model, on the other
hand, the only size limitation on VST activity is the con-
straint on how many SA units can be active before inter-trace
inhibition mounts to the point that some of them are shut down
(as in dominance during retrieval); thus the size, though
limited, is variable. And items of the same variety need
not be of the same size, as in the AS model; the notion of
trace coherency, which was central to the understanding of
verbal encoding, has no counterpart in that scheme.

VST activity 1s of a push-down variety, since the decay
function allots greatest strength to the most recent item,
all other things (input strength, attention, initial state)
being equal. The notion of the buffer staying filled, on the
other hand, 1s not especially meaningful in the absence of the
constant-size assumption. For the same reason, each new item
need not necessarily bump out an old one. The SA model seems,
therefore, to be somewhat more flexible and more sensitive to
the rate of item presentation.

Any item in the AS bdffer can be perfectly recovered,
Just as any item undergoing VST activity has an extremely
high retrieval probability. And to say that the buffer is
unchanged by the transfer of an item to long-term store is
equivalent to saying that the duration of VST activity is
unaffected by the fact that it has been sufficient to initiate
longer-term processes.

The other primary component is LTS. This discussion will

be brief, since the critical issues of storage and retrieval
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processes (i.e., of how information gets into and out of LTS)
will be taken up later. It is difficult to decide if the
counterpart of LTS in the SA model is STM and LTM. The source
of the problem seems to be the absence of any sort of inter-
mediate memory in the AS scheme. In the 8A model, it is pos-
sible for an item to be recallable for several hours and then
permanently lost (either because of VST activity sufficient
only for ST priming or through counteracting LTP changes).

No such situation exists in the admittedly non-interference,
non-decay LTS. If an item makes it into LTS, only a faulty
retrieval scheme can destroy the item before it is found
(ignoring the possibility of a stopping rule, which is either
externally imposed or voluntary). But there is always the
chance of retrieving it successfully on the first search, no
matter how long after presentation that may be. In the SA
model, however, there are situations in which retrieval proba-
bility can be effectively zero. Thus the AS scheme is in the
somewhat paradoxical position of lacking an equivalent of the
ST component and at the same time having explanatory adequacy
only for short-term memory data.

These remarks need to be tempered somewhat when the AS
strength models are considered. In such a case, an item which
is quickly copied into LTS and lost just after that will have
spent so little time in the buffer that its strength in LTS
(and hence its chances of being retrieved) will presumably be
quite small. Nevertheless, it will have some strength, which

it can never lose except as a result of disruptive retrieval.
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Also, the situation just described (quickly copied, then lost
from the buffer) appears to have no relation to the circumstances
of stimulus presentation; the items to have the lowest recall
probabilities seem to be selected at random instead of on the
basis of input strength and similar considerations.

The next portion of this discussion will be concerned
with a fuller exploration of storage and retrieval processes,
primarily as explicated in the 1968 paper. The first storage
process, transfer, has no real counterpart in the SA model,
since items are not moved around from stbre to store.

The notion of rehearsal (a control process in the AS
scheme) as a storage strategy is interesting because of its
apparent similarity to the functiocn of that process in the SA
model; the concept of storage strategy, were it to be made
explicit in the SA approach, would likely involve the idea of
maintaining an item in VST activity (c¢f., "in the buffer'") for
as long as possible, through repetitive rehearsals. As a
finalv point concerning transfer and related processes, the
idea of a subject deciding what portion of the information in
the item is to be stored seems a little awkward; in the SA
madel, information 1s stored in accordance with its impact on
the external-input SA units.

Since Atkinson and Shiffrin do not view placement, the
second storage process, as involving actual physical locations,
the only valid comparison would seem to be with the nature of
the STPE and LTP links that exist or are established in the

SA model. The concept of a subject's deciding (through the
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directed component of placement) where to place the information
seems rather inelegant. The notion of multiple copies is inter-
esting because of its similarity to multiple encoding, although
the latter concept 1s developed more fully in the SA model.

The third storage process is image production. And the
idea that only some portion of the information becomes permanent
can be compared with the idea, in the SA model, that only certain
of the excited subcollections might reach sufficient activity
levels to effect LT changes. The "contents" of an image could
thus be compared with the loci of sufficiently great activity.

The first retrieval process 1s search. The concépt of
a '"search strategy' has no counterpart in the SA model, unless
it might be the tendency for STPE to direct retrieval. And
Atkinson and Shiffrin may be making too much of this anyway,
since consciously employed retrieval strategies may be hard
to demonstrate; in the writer's study, for example, few subjects
reported such strategies, in contrast to the frequently reported
rehearsal strategies (in the case of set subjects). Search in
the SA model is parallel, while in the AS model it does not
seem to be. Both models recognize random components in the
search process, although these are spelled out somewhat more
explicitly in the SA model. The notion of a stoppling rule,
on the other hand, may be an AS concept from which the SA model
could benefit.

Recovery, the second retrieval process, involves the re=
entry of an item (image) into STS, a process suggestive of the

dominance mechanism mediating retrieval in the SA situation.



129

Both approaches are probabilistic. The only major problem in
the AS recovery scheme would seem to be in avoiding the re-
entry of several items into STS, a situation which would not
solVe but only postpone the decision about which item: has been
retrieved. Perhaps this is taken care of by the serilal nature
of the search process; the authors do not say.

The last retrieval process 1s response generation, about
which Atkinson and Shiffrin admit they have 1little new to say.
The notion of a guessing strategy, however, is something from
which the SA model might benefit. But it would first be nec-
cessary to discover what is meant in the AS scheme by phrases
like "a feeling of familiarity on the part of the subject.”

One final comment about retrieval 1s in order. Atkinson
and Shiffrin admit that random placement of items in a (mental)
list does not fit well with findings of clustering of items
in free recall. Their solution, a directed search of the
category from which the first item was obtained, leaves open
the question of how the category was constructed, as well as
the issue of how the search is directed. 1In this area the SA
model can provide both temporal associations based on order
of presentation (STPE) and clustering associations based on
item similarity (LTP).

Finally, how the two models deal with free recall should
be examined carefully, since both attempt to work specifically
with this paradigm. The AS dismissal of any effects of the
recall process on LTS would, as a first observatidn; seem

rather undesirable, particularly in the light of the influence
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of the immediate recall trial on one-day performance in the
writer's experiment.

The remaining comments about free recall all involve
rehearsal to some extent. Since this process was not present
in the earlier and more formal (1965) AS models, other explan-
ations were used to account for results which the SA model
explains (at least in part) by rehearsal. Rehearsal is intro-
duced as a control process in the 1968 AS paper. But if the
authors intend to substitute it for their earlier explanations
of free recall phenomena, no hint of the change is given.

The rest of this discussion therefore assumes (perhaps in-
correctly) that Atkinson and Shiffrin continue to stand be-
hind their 1965 explanations of free recall.

The poorer recall by non-set subjects found in the
writer's studies might be explained as the result of lowered
attention in the AS model; and this is probably a factor in
the SA model too. But rehearsal seems far more important.

Not only does rehearsal explain better retention, it also
provides a reasonable account of the strong primacy effect
for set subjects. The AS explanation of primacy, that the
buffer starts out empty and the first items therefore spend
the longest time in it, cannot account for the disappearance
of the effect in non-set subjects (who also would presumably
begin with empty buffers).

The AS discussion sidesteps the recency issue by analyz-
ing only studies with interpolated arithmetic tasks which clear

the buffer. Yet if recency is to be explained only by the
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presence of i1tems in the buffer, which has a decay time of
about thirty seconds, then the recency effect in the writer's
studies should have been limited to the last one or two items
instead of the last five or six (allowing for item presentation
time plus recall instructions). So the AS scheme either under-
estimates the endurance of items 1in the buffer or lacks an
adequate explanation for recency. It might also be wondered
how Atkinson and Shiffrin would explain the relatively larger
recency effect displayed by non-set subjects in the writer's
study, where rehearsal again seemedito be a key factor.

The AS scheme is very concerned &bout providing an ex-
planation of lowered performance (particularly on mid-list
items) with increasing list length, which they do by means of
an imperfect retrieval prdcess. This, indeed, is one of the
three assumptions the authors consider vital to their model.
Here again, if the subjects are set, the phenomenon can be
understood as the result of an increasing rehearsal load,
which is most detrimental to recall of mid-list items (since
they have no help from recency). It could thus be predicted
that non-set subjects would not show a relatively greater

loss of mid-list items with increasing list length.

E. Comparison with the Sperling Model. Although_.he uses

the phrase "short-term memory," Sperling (1963, 1967) is mainly
concerned with quite short stimulus-exposure durations, usually
less than a tenth of a second, after which recall is immediately

tested. In the terminology of the SA model, it seems safe to
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say that Sperling's area of interest lies entirely within the
range of the VST time period.

The approach here will be similar to the one employed for
the AS model--a brief account of the Sperling system, followed
by a critical comparison in which it is hoped to show that the
SA model can also account for some of the important phenomena.
While the description to follow is based mainly on Sperling's
1967 paper, "Successive Approximations to a Model for Short-
term Memory," the writer's understanding of Sperling's think-
ing has also been influenced by an earlier paper (1963) of
his, as well as by a summary of the characteristics of short-
term visual memory in Kaplan (1968).

Sperling begins by describing a simple memory task in
which a subject looks at a row of random letters and then
writes them down. Data reveal that a subject can reproduce
about four or five letters in such a task when the row is ex-
posed for a brief moment (1/20 second). Sperling then considers
three, successively more complicated models which might account
for such performance.

Model I proposes that the subject holds the letters in
visual information storage (VIS) and then employs a transla-
tion component to perform the motor actions involved in copy-
ing the letters onto paper. (This translation component appears
in all three models; it 1s never treated in detail.) The memory
in VIS is presumed to decay so that the subject cannot remember
any more letters by the time he gets to the fifth or sixth.

Model I is immediately rejected because measures of the duration
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of visual storage demonstrate that the subject has already lost
the visual image of the letters before he transcribes even one.

The tendency for subjects to repeat ﬁhe letters aloud
(especially when required to wait before writing them down) sug-
gests Model II, which adds a (usually subvocal) auditory re-
hearsal mechanism to enable the subject to retain the informa-
tion in VIS by repeating it over and over to himself. A num-
ber of experimental measures establish that subjects are able
to rehearse in this manner at maximum rates of three to six
letters per second. But subjects reliably report at least
three letters from a row displayed for less than a tenth of a
second, requiring the (first) rehearsal to exceed thirty let-
ters per second in rate. .So Model II is rejected.

Sperling then reviews a number of experiments which
demonstrate that VIS holds more information than can be used
(his partial-report technique indicated a capacity of four-
teen ietters), loses information rapidly (all foﬁrteen were
gone within half a second), and appears to employ a parallel
recognition process for rows of up to at least five letters.

Model III best satisfies Sperling. The first component
is again VIS, which is operated on by a scan component that
selects information from VIS (possibly under heavy constraints)
to pass on to ~subsequent components. The third stage, the
recognition buffer, "converts the visual image of a letter
provided by the scanner into a 'program of motor-instructions'
and stores these instructions." The recognition buffer operates

more efficiently than auditory rehearsal, partly because it can
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set up programs in parallel, but mostly because setting up a
program to do something is "inherently a faster process than
executing the program." The fourth component is rehearsal,
which executes the stored programs. The sub-vocal rehearsal

is then temporarily held in the fifth component, the auditory
information store (AIS). Since the scan component has access
to AIS as well as to VIS, this rehearsed information can be re-
cycled through the recognition buffer and rehearsal process as
often as necessary.

It is not easy to compare this model with the SA approach
in the component-by-component manner that was used for the AS
model because Sperling has postulated some fairly complex
machinery in a realm where the SA model is relatively simple.
So the best approach seems to be an attempt to account for
the Sperling data with the SA model, followed by an inquiry
into whether there are situations which Sperling's theory
cannot handle as well as the SA model.

It is necessary to model the following phenomena: a
subject can retain, at least momentarily, more than ten letters
from an array he saw for a tenth of a second or less; on immedi-
ate cue (partial report technique) he can report any convenient
subset (usually one row of a matrix) of letters; after a delay
of only one or two seconds, he can report only three to six
letters from the entire array; the initial letter-recognition
process appears to be parallel; and subjects employ rehearsal in
the non-cued (whole report) situation at maximum rates of three

to six letters per second.
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These and other short-term visual-memory data have already
been discussed in a subassembly context by Kaplan (1968). Al-
though his subassemblies were subject to reverberation and
fatigue and could amass short-term connection strength, he did
not employ a level of analysis with respect to specific machin-
ery comparable to that of the present SA model. The discussion
to follow will attempt to bring some of that machinery into
play in a subassembly explanation of Sperling's results, but
in a manner strongly influenced by Kaplan's thinking.

It is natural to begin by assuming that a subject has
available a trace (representation, SA subcollection) for each
letter of the alphabet. The parallel entry of much or all of
the stimulus array into the memory system is then understood
in the usual SA context of preliminary encoding plus activity
in appropriate external-input SA units.

But the situation is unlike those considered previously;
instead of sequential long exposures of single items, there is
a simultaneous very brief exposure of many items. So the resul-
tant activity in the traces will be small and hence subject to
early disappearance through deéay. Thus most of the information
would be lost in a second or two. It remains to explain the
mechanics of partial report, of whole report, and of the role
of rehearsal in the latter case.

In The partial-report situation, a subject is given,
immediately after stimulus presentation, a cue as to which row
of the matrix he should report. Since he is capable of reporting

any single row, he must have all the information available for
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at least a fraction of a second. This means that there is still
enough activity (VSTP) in most of thé tracés for retrieval input
to boost them to a level with a good chance for dominance. Note
that while stimulus input was short and therefore weak, there is
no limitation on the strength of the retrieval input.

But the real question is how the cue selects the row.
Retrieval input is non-specific; so the cue must markedly assist
the members of the indicated row toward dominance. This could
happen as a result of additional facilitory input coming from
elsewhere in the trace space. Possibly, through minimal prac-
tice, the subject can set up appropriate associations (STPE
links) between the various cues and appropriate rows. But
this leaves unanswered the question of how the subject "knows"
which items were in (say) the middle row. Nothing has ever
been said with respect to the processing of spatial-position
information in the SA model; and this 1s not the time to intro-
duce new equipment. So it will have to suffice to say that
encoded information for position is probably represented in the
space and is closely attached (via STPE) to the item that just
occupied that position in the visual field. Thus, through a
complicated series of STPE links (from cue, to "middleness," to
the middle itéms), the cue gives additional support to the
proper row. While this argument 1s incomplete, it would seem
to be as adequate as the unexplained manner in which Sperling's
scanner "selects" information from VIS.

Once the items in the proper row are aided by the cue,

their competition for dominance (which they achieve successively)
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inhibits the remaining low-level activity; the subject cannot
report more than the one row.

In the whole report situation, a similar analysis applies.
Retrieval input, following hard on the heels of stimulus termina-
tion, manages to salvage a few of the items from immediate decay;
competition for dominance in these few then wipes out any re-
maining items.

The tendency for subjects to rehearse material is not
particularly surprising; it has already been suggested that
rehearsal will be attempted almost any time a subject knows he
is in a recall situation. Rehearsal here serves to maintain the
few items that survived in a reasonably active status until
(and during the first part of) reproduction. Rehearsal rate
does not seem critical, since it is not claimed that the initial
processing of the items (while they are on display) proceeds
via an immediate rehearsal, an assumption that led Sperling
to build the motor-program machinery. Initial survival of the
items, in the SA explanation, is based on virtually instant
retrieval input, a concept that has no place in Sperling's model.

Since the SA model seems to do about as well as Sperling's
in accounting for his data, it is appropriate to ask if there
are any ways in which it might do better. One way rests on his
commitment to auditory rehearsal, a commitment which demands
some sort of verbal encoding of all input, in order that the
subject may say things over to himself. While verbal encoding
is certainly important in the SA model, it was never suggested

as an essential prerequisite for memory; rather, the position
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i1s that verbal encoding will usually be employed when it is
convenient. It is not too difficult to imagine a set of non-
verbal stimuli which are relatively simple and yet cannot be
verbally encoded in any precise and/or compact manner. If a

set of such items were employed in a Sperling paradigm, would
the subject be able to remember at least three or four of them?
If so, then the SA model would argue that he is probably re-
hearsing the visual images, since the clumsy verbal codes
probably never @arose. In any case, 1t is difficult to imagine
a role for AIS in the recall of such items; but this is the only
place that rehearsal (which is agreed to be important to recall)
can occur in the Sperling model. The experiment clearly needs
to be done beforeany final conclusions can be stated.

Even if Sperling were to limit the applicabllity of his
model to readily named items, however, it would run into dif-
ficulties in attempting to account.for -superior recall of
figural items. While Sperling would agree that both pictures
and words have verbal representations, and while the writer
would agree that rehearsal is likely to be verbal when a name
is availlable, better retention for pictures was explained by
the additional presence of a figural trace, a factor which the
Sperling scheme cannot accomodate. (It i1s recognized that
Sperling's model does not operate in the long-exposure-time
domain of the writer's experiments; yet his commitment to
verbal rehearsal as the primary vehicle for retention of
incoming information would seem to be time-independent.)

This concludes the discussion of the subassembly model
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in comparison with other approaches. While the Atkinson-
Shiffrin and Sperling models are by no means the only ones
that could have been considered, they were selected both
because of the current respect they command and because
their goals and the formal character of their structures
are sufficiently similar to the objectives and structure

of the SA model to make comparisons meaningful.



CHAPTER IV: CONCLUSIONS AND PROSPECTS

This closing chapter will contain an evaluation of what
the writer believes has and has not been accomplished in this
study, together with a survey of the directions future research
could take.

It is appropriate to begin with the shortcomings. The
development of the model, like that of most new theories in
their first exposures, is certainly incomplete, Perhaps the
major problem with the present study relates to the physio-
logical and (especially) the behaviorial interpretations which
were developed in the latter parts of Chapter II and used as
explanatory tools in Chapter ITII, Two related questions, con-
cerned with the present and potential rigor of this interpre-
tive material, will now be considered,

The first question relates to the degree to which the
interpretation is "forced" (to the exclusion of alternative
constructs) by the abstract structure, as opposed to being
predicated upon ad hoc assumptions which are not tied to
the theory.

One goal of model building is, in the words of Kaplan
(1962), "that wherever possible each step follows from pre-
viously established statements, which ultimately lead back to

the primitives of the system." The key phrase here is "wherever
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possible"; sooner or later most new models reach decision points
which the preceding machinery cannot resolve unambiguously.

At such times, the model builder must depart from the rigorous
march of logical consequence and take a few arbitrary, but
hopefully not counter-intuitive, essential steps forward. The
subassembly model, too, contains such steps, although perhaps
not an inordinately large number, Three such cases, all of
which reflect essential steps toward explanatory power that do
not follow from previously established structures, are the
notions of hierarchy, encoding, and dominance. The fact that
the experimental data could not be explained without these (or
equally aribtrary) concepts, in combination with the fact that
no way could be found to embody such concepts in the formal
machinery, is suggestive of the inherent difficulties involved
in developing a new theory that is both reasonable and rigorous.
It may be instructive to examine the three examples just
mentioned,

The concept of hierarchical structure among collections
and sub-collections 1s vital to subsequent analyses of encoding, in
particular with respect to multiple representations of an item.
Yet the hierarchy is not, at least at present, a consequence
of the nature of the SA units themsélves. Computer simulation
might demonstrate that such a hierarchy would form, given
appropriate patterns of input stimulation, or at least that a
pre-established hierarchy of the type suggested would not be
unduly disturbed by the "normal'" activities of the model (the

latter possibility is suggested because the model is not offered
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as an account of developmental processes). Then again, computer
simulation might not establish either of these outcomes. The
result is in doubt. So the hierarchy concept, while plausible
to the writer and essential to the development, has (at best)

a claim to potential rigor.

The theoretical structure set up to explain verbal en-
coding does not everywhere follow inevitably from the model.

For one thing, the seemingly reasonable notion'that the represen-
tations of an object and of its name are overlapping sub-
collections of SA units is not a consequence of the nature

of those units and their interconnections,

The situation is similar for dominance. While such a
mechanism may be a plausible approach to the retrieval problem,
only simulation could establish that the indicated structure of
inhibitory connections would actually lead to a competitive
type of situation like that described, Once again, while rigor
has not been ruled out as a future possibility, neither has it
been established as a present reality,

The second question concerning rigor of interpretation
relates to the extent to which the values claimed for the model,
particularly with respect to its precision, are based on poten-
tial refinements of, or additions to, the interpretation. This
question goes beyond the simulation issue raised above; the
concern here is more with the future of the model as a more
generally powerful descriptive device, especially insofar as
that future depends on present rigor.

It should be clear that the SA model is not ready to take
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on the whole brain. Whether it will ever be is hard to say.
The potential of a new theory is always difficult to assess in
the beginning. This makes it hard to evaluate claims about the
solidity of its foundation as a basis for further research.
There can be little doubt that the SA model has revealed a
minority of its implications; whether the rest will accelerate
present lines of thought or turn the emphasis in a radically
new direction remains to be seen. In any case, as was pointed
out above, the rigor of the model rests at the moment predomin-
ately in the structure; the interpretation is only beginning
to acquire precision. But it may be hoped that the primitive
foundations of the model are soiid enough to offer a reasonable
prospect for applications which improve on and go beyond present
ones. At the very least, the precision of the basic machinery
makes 1t possible to expose flaws in the model, flaws which
could otherwise remain forevef shrouded in ambiguity.
Commenting on the difficulty of attributing properties
like memory, computation, learning, and purposiveness to "mere
mechanisms," Arbib (1964) writes as follows: "By making mathe-
matical models, we have proved that there do exist purely electro-
chemical mechanisms which have the above properties. In other
words, we have helped to 'banish the ghost from the machine.'
We may not yet have modeled the mechanisms that the brain
employs, but we have at least modeled possible mechanisms, and
that in itself is a great stride forward." 1In this respect at
least, the present model may have a contribution to make.

To continue with the more positive side of this final
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perspective, the following claims seem reasonable to make for
this study.

(1) To the extent that the model is successful, it has
suggested that a frultful approach to the formal analysis of
behavior rests in models that are based, insofar as possible,
on physiological reality. In the words of John Hopkins
anatomist David Bodian (1967), "While behavior , . ., can
be studied without respect to the neuron, one can hardly
anticipate a satisfying scientific theory of behavior that
does not encompass the neuronal level of organization,"

(2) The model is, to the writer's knowledge, one of the
first neural models to use the subassembly (or any small collec-
tion of neurons) as a primitive unit of analysis. Models based
on individual neurons have been important in the past, but
have sometimes proved less than optimal for large-scale simula-
tions or explications of even moderately complicated behavior.

(3) The model has been shown to be a reasonably useful
descriptive tool in analysis of experimental data, in particular
some new data contributed by the writer.

(4) The model has accounted fairly well for itself when
compared with other formal theories of learning and memory.

(5) In the course of the analysis, the model has generated
a number of predictions which can be tested experimentally; it
has thus helped to provide the means for its own improvement.

As for the future, research can proceed along three major
lines, TFirst, there is a wide range of experimental studies

that could be performed in order more fully to test the model and
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its predictions. Some of these experiments have been sug-
gested in earlier chapters. The following is a partial list
of what could be done: (1) since the verbal encoding process,
which seems important to superior memory for non-verbal stimuli,
is apparently not as spontaneous or well-developed in children
as in adults, a longitudinal study of the acquisition of this
trait would be interesting; (2) if (non-set) subjects show
no relatively greater loss of mid-list items with increasing
list length, the SA model will be in a position to challenge
the Atkinson-Shiffrin interpretation of such phenomena; (3)
simple visual stimuli which lack simple verbal labels could
be used in a Sperling paradigm to test the importance of purely
auditory rehearsal against the more general approach to rehear-
sal in the subassembly model.

The second research path is physiological. Despite
much Iimpressive work, neurophysiologists have yet to provide
a conclusive demonstration of the existence of entities re-
sembling cell-assemblies or subassemblies; at present the
evidence is largely suggestive. The writer would not presume
to indicate the best approach in this realm. But increasingly
powerful equipment and techniques, notably in relation to
microelectrodes and electron microscopy, are continually
being developed. So it may be possible to lend biological
credence to theoretical constructs in the not too distant

future.
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The last, and possibly most important, area of research
is computer simulation. While some plausible analyses can be
produced from paper mathematics and involved reasoning, the best
test of much of the SA model will come when the computer enters
the picture, as was suggested in the earlier portions of this
chapter., Plans are, in fact, already in motion to employ a
large scale digital computer in the simulation of at least
portions of the model that has been developed in this study.

In sum, it would seem that, like most useful models, the
present one has generated at least as many research opportunities
as 1t has made contributions. To the extent that there are in-
vestigators willing to explore the area further, prospects for
a better understanding of the biological foundations of adaptive

behavior are perhaps a little brighter.



APPENDIX: EXPERIMENTAL METHODS AND RAW DATA

Wnlle two separate studies were carried out, the first
is available in the literature (Kaplan, et. al., 1968) and
will not be considered in detail here. The tTwo experiments
used identical stimulus items, similar instructions, and
comparable subjects. The major departures in the second
study from the more limited format of the first were as fol-
lows: (1) the delayed recall session was advanced from thirty
minutes after stimulus presentation to one day later; (2)
some of the subjects were not told in advance that recall of
stimulus items would be expected of them (all subjects knew
this in the earlier experiment); and (3) many of the subjects
participated in only one of the two recall sessions, instead
of all subjects being doubly tested as in the first study.
The remainder of this appendix reports method and data for
the second study only.

The subjects were seventy-two undergraduate males,
whose participation in the experiment partially fulfilled an
introductory course requirement. The twenty-four stimuli were
displayed individually on every third slide of a group of
seventy-three slides, each of which was exposed for four
seconds, with a negligible inter-slide interval. Except for
an initial slide containing the word READY, every non-stimulus
slide contained four differently colored dots, the colors of
which were to be named aloud by the subject in any order.
Two orders of presentation were used and each subject saw half
the items as words (typed, capital letters) and the other half
as plctures (simple line drawings). This design yielded four
different stimulus lists, whose specific contents will be de-
tailed in connection with the raw data tables at the end of
this appendix. All subjects were given a brief practice
trial, insuring that they understood the instructions, which
were to name the colors but not to respond to the words and
drawings.

The subjects wore zinc electrodes throughout all sessions.
Skin resistance was recorded during the slide presentations and
the first few minutes of each recall session. The modified
Lykken electrodes are described in Kaplan and Fisher (1964);
and the skin-resistance recording set-up is described in Kaplan
and Hobart (1965).

Two conditions were systematically varied, in order to
produce six twelve-subject treatment groups. The recall con-
dition involved whether subjects had a single recall task
(either immediately after stimulus presentation or one day
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later) or were doubly-tested both immediately and at a day.

The set condition involved whether or not subjects were told,
as part of the pre-stimulus instructions, that they would later
be asked to remember the items. Non-set subjects were told
only that 1t was important for them to pay careful attention

to the items so that a meaningful measure of their skin resis-
tance could be obtained. One set group was treated somewhat
differently, since it was considered undesirable to set subjects
for recall when they would not have a memory task until the
next day (in fact, not even set, doubly-tested subjects knew in
advance about their second recall task). So the set, one-day
only subjects were instructed to try to detect any repetitions
of stimulus items during presentation of the list (there were
none), in contrast to their non-set counterparts who received
ordinary non-set instructions.

The recall task itself consisted of giving subjects paper
and pencll and instructing them to reproduce as accurately as
possible as many items as they could remember, in any order.

The immediate recall session was begun approximately half a
minute after the last stimulus item (and thus about five minutes
after the start of stimulus presentation). For the one-day re-
call session, the subjects involved returned during the same

hour on the day after stimulus presentation; the immediate-only
groups did not return at all. Each subject was interrogated
after each of his recall trials concerning any method or strategy
he could report using in trying to memorize or recall the items.
Non-set subjects and all one-day subjects were also asked if

they had anticipated the particular recall session.

A GSR score was computed for each subject for each word
and picture item. This was obtained by calculating the percen-
tage decrements in skin resistance (a) from the maximum point
in the 12-second interval following stimulus onset to the lowest
value following it (in time) in the interval, and (b) from the
minimum in the interval backward to the highest value preceding
it; the difference of the two values in each case was divided by
the larger value to produce the percentage. The larger of the
two values (a) and (b), which are equal unless the maximum value
in the interval follows the minimum value, is then taken as the
GSR on that item for that subject. The procedure actually pro-
duces a measure of the largest drop in the forward (time) direc-
tion, ignoring local maxima, in the 1l2-second interval beginning
with stimulus onset and ending with termination of the second
color slide to follow (except for the last item, where only one
color slide followed the stimulus, leaving the last four seconds
of the scoring interval blank).

The basic recall and GSR data are displayed on the last
six pages of this appendix, one page for each group of twelve
subjects. Along the top row of each chart are shown the sub-
ject's 1dentification (S ID), consisting of a letter and a
number, and (preceded by a hyphen) the particular one of the
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four stimulus lists he saw. The stimuli are listed, in the
order of presentation for lists 1 and 3, down the left hand
side of each chart. The order of presentation for lists 2 and
L was as follows: CIRCLE, FLOWER, BELL, WINDOW, BOTTLE, WATCH,
BOOK, CUP, STAR, WHEEL, PIPE EISH BOAT FUNNEL MOON, CANE
ARROW CAT SQUARE SUN PENCIL LAMP BIRD FORK

The R sub-column for each subject is a record of his re-
call performance, with a w or p being entered for each remem-
bered item, depending upon whether the mode of presentation was
as a word or as a picture. This letter is not related to the
mode in which he reproduced the item. Reversals, where the
subject reproduced the item in the opposite mode from which it
was presented, are indicated by a circle drawn around the w or
p; thus a circled w indicates an item presented as:a word but
recalled as a picture. One further refinement is introduced in
the case of the two groups of doubly-tested subjects. Here if
an item was remembered only the first time and not the second,
the w or p symbol is followed by an f (for forgotten); items re-
called only at a day by doubly-tested subjects are signified by
an r (for reminisced) after the mode letter. The last row of
the R sub-columns displays the total number of items remembered;
in the case of the doubly-tested subJects, the upper number is
for immediate recall and the lower is for performance at one day.

If it is desired to determine the mode of presentation of
non-recalled items, the following system was used: in lists 1
and 2, these items were words, CAT, ARROW, FUNNEL, BOAT, SUN,
LAMP, BELL BOTTLE, WINDOW, CIRCLE, PIPE, and STAR, and the re-
malnlng twelve 1tems were plctures, the 31tuation was reversed
for lists 3 and 4.

The GSR sub-column for each subject indicates the decre-
ment in his skin resistance as he viewed the item. An increment
or lmmeasurably small decrement is shown by a "-"; the numbers
are in tenths of a percent (i.e., a 10.3% decrement is shown as
103). The final row gives the subject's mean GSR to the nearest
tenth of a percent.
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