We present laser-induced fluorescence (LIF) measurements of Xe II ($^1D_{7/2}$) in the FMT-2 ion engine plume. Three 605.1 nm beams from a ring dye laser are focused through a single lens into a submillimeter interrogation volume, from which we collect LIF at 529.2 nm. Fourier-transform deconvolution of the LIF spectra returns ion velocity distribution estimates along the three laser beam directions. From this, we calculate axial, radial and vertical components of the mean ion velocity and temperature from 1 mm to 300 mm downstream of the accelerator grid. The error propagation endemic to this off-axis multiplex LIF technique obscures the location of the neutralization plane in axial profiles of axial velocity, while radial sweeps of axial and vertical velocity show no discernable trend. Radial profiles of radial velocity, however, show increasing divergence with radial position.

I. Introduction

Laser-induced fluorescence (LIF) has gained popularity as a non-intrusive plume diagnostic in the last decade. Early use of LIF for EP concentrated on relatively high-density systems. Zimmerman and Miles\(^1\) developed a technique for measuring hypersonic wind-tunnel velocities via helium Doppler-shifted LIF in 1980. This technique was adapted for use in hydrazine and hydrogen arcjets in the early 1990s by Erwin\(^2\) and Liebeskind,\(^3\) both of whom used hydrogen Balmer-$\alpha$ line LIF to measure radial profiles of axial velocity. Ruyten and Keefer\(^9\) developed a multiplex LIF method to simultaneously measure axial and radial velocity components of an argon arcjet, using an optogalvanic cell as a stationary reference plasma.

LIF methods were quickly applied to lower-density EP systems, such as Hall thrusters and ion engines. Gaeta \textit{et al.} pioneered the use of LIF as an erosion rate diagnostic in 1992.\(^10\),\(^11\) In 1994, Manzella\(^12\) reported the first use of a diode laser to excite the $5d^2F_{7/2} \rightarrow 6p^2D_{5/2}^0$ transition of singly-ionized xenon (Xe II) at 834.7 nm, measuring axial and azimuthal velocity components in a Hall thruster plume. Subsequent Xe II LIF studies of electrostatic thrusters have concentrated on Hall thrusters, using either Manzella’s 834.7 nm transition\(^13\)–\(^18\) or the $5d^4D_{7/2} \rightarrow 6p^4P_{5/2}^0$ transition at 605.1 nm.\(^19\)–\(^28\)

We present data obtained via 605.1 nm LIF in two off-axis multiplex experiments downstream of the FMT-2 accelerator grid at three thruster operating conditions. All experiments were performed in the large vacuum test facility (LVTF) at the University of Michigan’s Plasmadynamics and Electric Propulsion Laboratory (PEPL). Radial sweeps at 1 mm and 50 mm downstream of the screen grid provided data at 12.7 mm intervals from the thruster centerline, until the signal degraded at $y = 11.4$ cm (for TH19) to $y = 12.7$ cm (for TH15). Axial sweeps on the centerline provided data from 1 mm to 30 cm downstream of the accelerator grid. This study is, to the best of our knowledge, the first set of Xe II LIF velocimetry measurements made in an ion thruster plume.
II. Theory

In LIF, the wavelength of a narrow-linewidth tunable laser is swept through an absorption line of a plasma species, such as singly-ionized xenon (Xe II). Focusing optics direct this laser beam along a “beamwise” direction vector \( \hat{k} = k/|k| \), where \( k \) is the beam’s wave vector. Collection optics on another (usually perpendicular) axis sample the fluorescence emitted by absorbing particles in the interrogation volume. This interrogation volume, an ellipsoid defined by the intersecting beams, can be less than a millimeter on a side. Wavelength filtering and lock-in detection keep the LIF signal from being swamped by the bright light background typical of EP devices.

A. Line broadening

Consider a light source with vacuum wavelength \( \lambda \) and frequency \( \nu = c/\lambda \). An observer who is stationary with respect to the light source will see light at the same frequency \( \nu \). An observer moving towards the light source will see a bluer (i.e., higher-frequency) light than the stationary viewer, while an observer moving away from the light source will see a redder (i.e., lower-frequency) light.

In LIF, this Doppler effect appears as a shift in the resonant frequency \( \nu_0 \) as the laser is scanned over a very short frequency range. The change in photon frequency \( \Delta \nu = \nu - \nu_0 \) for a particle with velocity \( v \) passing through a light beam of wave vector \( k \) is

\[
\Delta \nu = -\frac{k \cdot v}{2\pi}.
\]  

Given a beamwise velocity component \( v_k \equiv \mathbf{v} \cdot \hat{k} \) where \( \hat{k} \equiv k/|k| \), Eqn. 1 gives the beamwise velocity-to-frequency transformations

\[
\nu = \left(1 - \frac{v_k}{c}\right) \nu_0 \quad (2)
\]
\[
v_k = \left(1 - \frac{\nu}{\nu_0}\right) c. \quad (3)
\]

A swarm of particles with a normalized velocity distribution \( f(v) \) will also “see” the frequency of incoming photons shifted by the relative velocity of the particle in the direction of the photon. The resulting Doppler lineshape will be shifted by the beamwise bulk velocity \( u_k = \langle \mathbf{v} \cdot \hat{k} \rangle \) and broadened by the thermal width of the beamwise distribution \( f(v_k) \). The generalized Doppler lineshape \( d(\nu) \), when properly normalized so that

\[
\int_{-\infty}^{\infty} d(\nu) \, d\nu = 1, \quad (4)
\]

is given by

\[
d(\nu) = \frac{c}{\nu_0} f \left( \left[1 - \frac{\nu}{\nu_0}\right] c \right). \quad (5)
\]

When \( f(v_k) \) is a one-dimensional stationary Maxwellian of the form

\[
f_m(v_k) = \left(\frac{M}{2\pi kT}\right)^{1/2} \exp \left(-\frac{Mv_k^2}{2kT}\right), \quad (6)
\]

Eqn. 5 takes the familiar form

\[
d_m(\nu) = \frac{c}{\nu_0} \left(\frac{M}{2\pi kT}\right)^{1/2} \exp \left(-\frac{M\nu^2}{2kT} \left[\frac{\nu - \nu_0}{\nu_0}\right]^2\right). \quad (7)
\]

In species with no hyperfine structure (hfs), the LIF spectrum \( i(\nu) \) is the convolution of the Doppler broadening with the natural (or lifetime) broadening function

\[
i(\nu) = \frac{1}{2\pi} \frac{\Delta \nu_n}{(\nu - \nu_0)^2 + (\Delta \nu_n/2)^2} \quad (8)
\]
where $\Delta \nu_n = A_j/(2\pi)$ is the natural linewidth for state $j$. This Lorentzian function is usually much narrower for warm gases than the Doppler broadening. In this case, the natural broadening can be replaced by a Dirac delta function,

$$i(\nu) = d(\nu) \otimes l(\nu) \approx d(\nu) \otimes \delta(\nu) = d(\nu),$$  \hspace{1cm} (9)

letting us directly transform the LIF spectrum into an excellent approximation of the beamwise velocity distribution. The similarity between LIF spectra and $f(\nu_k)$ is good enough that LIF measurements in barium$^{29–31}$ and argon$^{32}$ plasmas have been reported as velocity distributions.

B. Hyperfine structure

In xenon (and other species with hfs), the LIF spectrum can be modeled as the convolution of the hyperfine splitting function $h(\nu)$ with natural and Doppler broadening functions,

$$i(\nu) = h(\nu) \otimes l(\nu) \otimes d(\nu).$$  \hspace{1cm} (10)

The hyperfine splitting $h(\nu)$ is a series of $n$ Dirac delta functions,

$$h(\nu) = \sum_{j=1}^{n} p_j \delta(\nu - \nu_j).$$  \hspace{1cm} (11)

where $\nu_j$ is the $j^{th}$ hyperfine line center and $p_j$ is the $j^{th}$ hyperfine line intensity. The $5d^4D_{7/2} \rightarrow 6p^4P_{5/2}$ transition of Xe II has $n = 19$ such hyperfine splittings.

Hyperfine structure consists of two components. Isotopic splitting is caused by the mass and nuclear volume differences between isotopes in the sample. Nuclear-spin splitting is caused by the coupling between the nuclear spin $I$ and the total electronic angular momentum $J$.

There are nine stable isotopes of xenon, seven of which have natural abundances greater than one percent. Each of these isotopes causes a slightly different transition energy $E_{ij}$, resulting in isotopic splitting. This model uses naturally-occurring xenon isotopic abundances$^{33}$ and shifts for the $5d^4D_{7/2} - 6p^4P_{5/2}$ transition taken from the fast ion-beam LIF surveys of Bingham et al.$^{34}$ and Borghs et al.$^{35}$

Seven of the nine stable isotopes of xenon have even atomic mass, resulting in no nuclear spin $I$. The two isotopes with an odd atomic mass, however, have non-zero nuclear spin quantum numbers $I$. The lighter isotope, $^{129}$Xe, has $I = 1/2$, while $^{131}$Xe has $I = 3/2$. These non-zero nuclear spins cause nuclear-spin splitting of the atomic energy levels. This nuclear-spin splitting is 1 to 2 orders of magnitude broader than the isotopic splitting, and provides most of the $5d^4D_{7/2} - 6p^4P_{5/2}$ line’s characteristic shape.

The total angular momentum $F = I + J$ takes quantum number values

$$F = I + J, I + J - 1, \ldots, |I - J|$$  \hspace{1cm} (12)

where $J$ is the total electronic angular momentum quantum number.$^{36}$ The extra term energy due to nuclear-spin splitting is given by$^{37}$

$$E_{\text{nss}} = A \frac{C}{2} + BD,$$  \hspace{1cm} (13)

where $A$ is the nuclear magnetic dipole interaction constant, $B$ is the nuclear electric quadrupole interaction constant, and the terms

$$C = F(F + 1) - I(I + 1) - J(J + 1)$$  \hspace{1cm} (14)

and

$$D = \frac{(3C/4)(C + 1) - I(I + 1)J(J + 1)}{2I(2I - 1)J(2J - 1)}$$  \hspace{1cm} (15)

contain the nuclear spin-orbit interactions. This model uses Brønstrøm’s nuclear-spin structure constants for the Xe II $5d^4D_{7/2}$ and $6p^4P_{5/2}$ energy levels.$^{38}$

The transition rule for nuclear-spin splitting is $\Delta F = F - F' = [0, \pm 1]$, where $F$ is the upper and $F'$ is the lower state’s total angular momentum quantum number. (The zero-zero transition is forbidden, $F = 0 \not\rightarrow F' = 0$.) Figure 1 shows the fine structure and nuclear-spin splitting for the $5d^4D_{7/2} - 6p^4P_{5/2}$ line.
The relative intensity of each nuclear-spin split component is given for a $J \rightarrow J - 1$ transition by

$$I(F \rightarrow F - 1) \propto \frac{P(F)P(F - 1)}{F}$$

(16)

$$I(F \rightarrow F) \propto \frac{(2F + 1)}{F(F + 1)} P(F)Q(F)$$

(17)

$$I(F - 1 \rightarrow F) \propto \frac{Q(F)Q(F - 1)}{F}$$

(18)

where $P(F) = (F + J)(F + J + 1) - I(I + 1)$ and $Q(F) = I(I + 1) - (F - J)(F - J + 1)$.

For the isotopes with even mass numbers (i.e., without nuclear-spin splitting), the line intensity $p_j$ is linearly proportional to the naturally-occurring abundance for each isotope. The line intensities of $^{129}$Xe and $^{131}$Xe are linearly proportional to the product of the isotopic abundance and the relative intensity of the nuclear-spin split components. Table 1 presents hyperfine line intensities $p_j$ and line centers $\nu_j$ (relative to $\nu_0$, the line center for $^{132}$Xe) for the 605.1 nm absorption hyperfine splitting model of Eqn. 11.

C. Deconvolution

Figure 2(a) shows the LIF spectrum from a perfectly cold stationary plasma, where the velocity distribution $f(\nu) = \delta(\nu)$. This can be described by the convolution

$$c(\nu) = h(\nu) \otimes l(\nu),$$

(19)

so that Eqn. 10 becomes

$$i(\nu) = c(\nu) \otimes d(\nu).$$

(20)

Given the Fourier transforms $C(\tau)$ and $D(\tau)$ of the cold-plasma and Doppler broadening functions $c(\nu)$ and $d(\nu)$, the convolution theorem states that Eqn. 20 is equivalent to the product

$$I(\tau) = C(\tau)D(\tau)$$

(21)

where $I(\tau)$ is the Fourier transform of $i(\nu\mu)$. It then follows that the Fourier transform quotient

$$D(\tau) = I(\tau)/C(\tau)$$

(22)

is equivalent to the deconvolution

$$d(\nu) = i(\nu) \otimes c(\nu)$$

(23)
Table 1. Hyperfine line shifts and intensities for Xe II $5d^4D_{7/2} - 6p^4P^{0}_{5/2}$.

<table>
<thead>
<tr>
<th>line</th>
<th>mass</th>
<th>$F$</th>
<th>$F'$</th>
<th>$p_j$</th>
<th>$\nu_j - \nu_0$</th>
<th>intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j$</td>
<td>$M$</td>
<td>$F$</td>
<td>$F'$</td>
<td>$p_j$</td>
<td>(MHz)</td>
<td>(-)</td>
</tr>
<tr>
<td>0</td>
<td>124</td>
<td>-</td>
<td>-</td>
<td></td>
<td>336.6</td>
<td>0.000096</td>
</tr>
<tr>
<td>1</td>
<td>126</td>
<td>-</td>
<td>-</td>
<td></td>
<td>252.4</td>
<td>0.000090</td>
</tr>
<tr>
<td>2</td>
<td>128</td>
<td>-</td>
<td>-</td>
<td></td>
<td>172.0</td>
<td>0.019200</td>
</tr>
<tr>
<td>3</td>
<td>129</td>
<td>3</td>
<td>2</td>
<td></td>
<td>2718.3</td>
<td>0.110167</td>
</tr>
<tr>
<td>4</td>
<td>129</td>
<td>3</td>
<td>3</td>
<td></td>
<td>-2194.8</td>
<td>0.005508</td>
</tr>
<tr>
<td>5</td>
<td>129</td>
<td>4</td>
<td>3</td>
<td></td>
<td>-182.5</td>
<td>0.148725</td>
</tr>
<tr>
<td>6</td>
<td>130</td>
<td>-</td>
<td>-</td>
<td></td>
<td>83.6</td>
<td>0.040800</td>
</tr>
<tr>
<td>7</td>
<td>131</td>
<td>2</td>
<td>1</td>
<td></td>
<td>-2000.4</td>
<td>0.026475</td>
</tr>
<tr>
<td>8</td>
<td>131</td>
<td>2</td>
<td>2</td>
<td></td>
<td>-938.5</td>
<td>0.006304</td>
</tr>
<tr>
<td>9</td>
<td>131</td>
<td>2</td>
<td>3</td>
<td></td>
<td>566.9</td>
<td>0.000315</td>
</tr>
</tbody>
</table>

which can be converted to a beamwise velocity distribution estimate by the transformation

$$\hat{f}(v_k) = \frac{1}{\lambda_0} d\left(1 - \frac{v_k}{c}\right)\nu_0.$$  (24)

This simple inverse filter approach, though theoretically sound, quickly collapses for realistic signal-to-noise ratios. Deconvolution methods tend to preferentially amplify high-frequency noise. We have found that low-pass filtering of the deconvolved velocity distribution estimate $\hat{f}(v_k)$ with a Gaussian function reduces the noise amplification factor to an acceptable level, at the cost of discarding some high-frequency information along with the noise.

D. Beam injection

In the original multiplex technique developed by Keefer et al., a large focusing lens is placed so its optical axis is perpendicular to the thruster axis. Two parallel beams, which are chopped at different frequencies to aid phase-locked amplification, are directed to the lens. One beam, which passes through the center of the lens, is called the “radial” beam; the other, which enters the lens upstream of its center, is called the “axial”
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(a) Cold-plasma spectrum $c(\nu)$.  
(b) Warm-plasma spectrum $w(\nu)$, $T = 600$ K.

Figure 2. Cold-plasma and warm-plasma spectra for the Xe II $5d^4D_{7/2} - 6p^4P^{0}_{5/2}$ line
beam. Both beams are focused by the lens, meeting at the LIF interrogation point. A collection lens, placed so its optical axis is perpendicular to both the thruster and focusing lens axes, sends LIF from both beams through a monochromator to a photomultiplier tube (PMT). The resulting current signal is passed to the lock-in amplifiers, which separate out each beam’s LIF signal.

Fig. 3 shows the beam propagation axes relative to the thruster for the three-beam off-axis multiplex technique perfected by Williams et al.\textsuperscript{23–25} In this variant, the focusing lens axis is pointed downward, so that the center beam is “vertical” (rather than “radial”), with a direction vector $\hat{v}$. The “off-axial” beam enters downstream of the lens center, emerging at an angle $\alpha$ from the vertical beam along a beam direction vector $\hat{a}$, on a plane parallel to the thruster axis. Finally, the third (or “off-radial”) beam enters to one side of the lens center, emerging at an angle $\beta$ from the vertical beam along a beam direction vector $\hat{r}$, on a plane perpendicular to the thruster axis.

Decomposed onto a set of axes orthogonal to the thruster, the beam direction vectors are

\begin{align*}
\hat{v} &= -\hat{z} \\
\hat{a} &= -\sin \alpha \hat{x} - \cos \alpha \hat{z} \\
\hat{r} &= -\sin \beta \hat{y} - \cos \beta \hat{z}.
\end{align*}

(25)

(26)

(27)

Thus, the beamwise bulk velocity components $u_v$, $u_a$ and $u_r$ (measured by the Doppler shift relative to a stationary reference plasma) can be readily transformed to thruster coordinates by

\begin{align*}
u_x &= -\frac{u_a + u_r \cos \alpha}{\sin \alpha} \\
u_y &= -\frac{u_r + u_v \cos \beta}{\sin \beta} \\
u_z &= -u_v
\end{align*}

(28)

(29)

(30)

Unfortunately, the small laser beam convergence angles needed to avoid vignetting can cause significant errors in the above transformation. Consider an off-axial velocity uncertainty of $\Delta u_a$; even in the absence of angular uncertainty or vertical velocity uncertainty, the true axial ($x$-component) uncertainty is $\Delta u_x = \Delta u_a / \sin \alpha$. Furthermore, the proportional axial velocity uncertainty with respect to angular error is

\begin{equation}
\frac{1}{u_x} \frac{\partial u_x}{\partial \alpha} = \frac{u_z}{u_x} - \cot \alpha.
\end{equation}

(31)

Thus, both velocity errors and angular errors diverge rapidly at small angles. For instance, at $\alpha = 10^\circ$, independent 2\% random errors in $u_z$ and $u_a$, combined with a 2\% bias in angular measurement, result in a 20\% error in the calculated axial velocity $u_x$.

Transforming the beamwise temperatures to axes orthogonal to the thruster is less straightforward, as it requires two major assumptions. The first assumption, that the orthogonal velocity distribution projections

\begin{align*}
f_x(v_x) &= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(v) \, dv_y \, dv_z \\
f_y(v_y) &= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(v) \, dv_x \, dv_z \\
f_z(v_z) &= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(v) \, dv_y \, dv_z
\end{align*}

(32)

(33)

(34)

are drifting Maxwellians, is implicit in the term “temperature,” and is a reasonable way to quickly summarize the distribution in terms of bulk velocity and temperature components. The second assumption, that the velocity distributions along the orthogonal axes are statistically independent (i.e., $f(v) = f_x(v_x)f_y(v_y)f_z(v_z)$),
is less supportable; any tilting of the two-dimensional velocity distribution contours with respect to the thruster axes makes this second assumption invalid. However, we currently have no reason to suppose that this assumption is not valid in electrostatic thruster plumes.

If we make this simplifying assumption, we can model the two-dimensional contours of $f_{xz}(v_x, v_z)$ and $f_{xy}(v_x, v_y)$ as untilted ellipses in velocity space. Since the velocity FWHM of a Maxwellian is

$$\text{FWHM} = \sqrt{8 \ln 2 \frac{kT}{M}},$$

this untilted ellipse model implies that the off-axial temperature $T_a$, the axial temperature $T_x$ and the vertical temperature $T_v$ are related by

$$\cos^2 \alpha + \left(\frac{T_v}{T_x}\right)^2 \sin^2 \alpha = \left(\frac{T_v}{T_a}\right)^2. \quad (36)$$

Solving for the axial temperature yields

$$T_x = T_v \left[\left(\frac{T_v}{T_a}\right)^2 - 1 \frac{1}{\cos^2 \alpha} + 1\right]^{-1/2} \quad (37)$$

for $\alpha \neq 0$ and $T_v/T_a > \sin \alpha$. By the same train of logic, the radial ($i.e., y$-component) temperature is

$$T_y = T_v \left[\left(\frac{T_v}{T_r}\right)^2 - 1 \frac{1}{\cos^2 \beta} + 1\right]^{-1/2} \quad (38)$$

for $\beta \neq 0$ and $T_v/T_r > \sin \beta$.

III. Apparatus and procedure

A. Thruster

Figure 4 shows the FMT-2 ion thruster, one of the two 2.3-kW functional model thrusters (FMTs) developed as immediate predecessors to the engineering model (EMT) NSTAR thrusters. The EMT thrusters are the principal ground test versions of the NASA Solar Electric Propulsion Technology Application Readiness (NSTAR) $\phi 30$ cm ion engine, which was successfully used as the primary propulsion for the Deep Space 1 (DS-1) probe. Unlike the EMT, the FMT makes extensive use of 1100 grade ($i.e., soft$) aluminum for components with low thermal loads or erosion rates. The discharge cathode and ion optics are identical to those used in the EMTs and flight thrusters (FTs).

The FMT-2 was assembled and modified at NASA GRC specifically for use at PEPL. These modifications include the addition of windows to the discharge chamber wall and plasma screen, allowing optical access for internal LIF studies.25 Three 102 mm x 32 mm x 3 mm quartz windows are mounted in the top, bottom and right-hand side (looking downstream) of the discharge chamber wall, with the discharge cathode exit plane passing roughly just upstream of the window centers. Though the EMT and FT plasma screens are conformal, the FMT plasma screen is cylindrical, facilitating window placement. Two 127 mm x 45 mm x 1.5 mm quartz windows are mounted in the top and bottom of the plasma screen, while a 127 mm x 76 mm x 1.5 mm window on the plasma screen side reduces vignetting of the LIF signal.

The discharge and overall engine performance of the FMT at PEPL has been nearly identical to that of the flight engine over the entire throttling range of the NSTAR thruster.

B. Facility

All tests were performed in the $\phi 6 \times 9$ m LVTF at PEPL. An adjustable 1.8 x 2.2 m graphite beam dump protected the north end cap and suppressed back sputtering caused by the ion beam. Four of the seven
available CVI Model TM-1200 Re-Entrant Cryopumps, each surrounded by a liquid nitrogen baffle, provided a xenon pumping speed measured at 140,000 l/s with a base pressure of less than $2 \times 10^{-7}$ Torr. Two hot-cathode gauges, a Varian model 571 on a valved extension to the LVTF wall and a Varian model UHV-24 nude gauge mounted inside the chamber, monitored the chamber pressure at high vacuum. Propellant flow to the discharge cathode, discharge chamber and neutralizer was manually controlled by needle valves and monitored by three Teledyne Hastings NALL-100G flowmeters, calibrated by a bubble flow meter to an accuracy within NASA specifications.

The FMT was positioned on an axially-adjustable work platform spanning the LVTF centerline, which supports a custom positioning system developed by New England Affiliated Technologies (NEAT). This system consists of a 1.8 m (6 ft) linear stage in the radial (east-west) direction, mounted on a 0.9 m (3 ft) linear stage in the axial (north-south). Both lateral stages are PC-controlled by a custom LabView VI, with locational resolution on the order of 0.25 mm.

C. Laser and external optics

The laser system used in these experiments is a Coherent 899-29 Autoscan ring dye laser. This PC-controlled system has a nominal linewidth of 500 kHz, tuning repeatability of 50 MHz and a scanning range of over 100 GHz (in 10 GHz segments). PC-controlled scanning and data collection are synchronized by the Autoscan software.

Pumping for this dye laser is provided by an Coherent SBRC-R-DBW20/4 argon-ion laser, with a nominal broadband power rating of 25 W. With the intercavity assembly (ICA) removed, the dye laser can generate up to 2 W of tunable broadband light using Rhodamine-6G dye at 605 nm. With the ICA installed, the same system can provide anywhere from 300 to 450 mW of narrow-linewidth light at 605.1 nm.

Fig. 5(a) shows a schematic of the optical table contents, which include the laser system, wavemeter, choppers and beamsplitting optics. A controlled atmosphere/low-dust enclosure (usually referred to as the laser room) protects these from the rest of the lab\(^a\). A high-reflecting $\phi 25$ mm mirror directs the laser beam into the conditioning optics. The first optic in this train is a 25 mm x 25 mm x 1.6 mm quartz slide, which sends a sampling beam to a Burleigh WA1000 wavemeter with a 0.1 pm resolution and a 1.0 pm accuracy between 400 nm and 1 $\mu$m.

For off-axis multiplex LIF, we split the laser output into three beams with two 25 mm x 25 mm x 1.6 mm parallel-plate beamsplitters. Small high-reflecting mirrors on kinematic mounts send these beams down the LVTF beam tube, while micrometer stages holding the kinematic mounts allow fine adjustment of the distance between parallel beams. Since the large natural fluorescence at 529.2 nm would otherwise drown out the LIF signal, we chop the laser beam to permit phase-lock amplification of the LIF signal. Two beams pass through a Stanford SR541 two-frequency optical chopper, while the third beam passes through another

\(^a\)And \textit{vice versa}.  

![Figure 5. Optics and instrumentation schematic.](image-url)
The frequencies of all three beams must be kept well away from harmonics of the other beams; otherwise, aliasing within the lock-in amplifiers can cause cross-talk between LIF signals.

Another 25 mm quartz slide downstream of the chopper sends a sampling beam through the center of a Hamamatsu L2783-42 Xe-Ne-Mo hollow-cathode optogalvanic cell filled with a Xe-Ne gas mixture. A 250 V discharge across this optogalvanic cell gives a strong Xe II LIF signal, collected by a Chromex 500is monochromator with a Hamamatsu 928 photo-multiplier tube (PMT). An equivalent optogalvanic signal can be detected in the AC voltage drop across the cell’s ballast resistor. Deconvolution of either signal provides a stationary reference for the distributions extracted from plume LIF.

Two φ100 mm protected silver mirrors in a periscope configuration (with the upfold mirror on the optical table and the downfold mirror on the LVTF window waterline) send the primary beams out of the laser room, down the beam tube and into the LVTF. Absorbent material lining the beam tube walls reduces internal reflections, and helps absorb reflections from the LVTF windows.

Figure 5(b) shows the LVTF beam handling setup for the off-axis multiplex technique. The LVTF optics box is a 318 mm x 394 mm x 220 mm graphite-lidded enclosure with anti-reflection (AR) coated windows, which protect its contents from sputtering deposition and erosion. This enclosure contains three square 100 mm mirrors on kinematic mounts, used to direct all three incoming beams through a focusing lens. Small adjustments of the φ100 mm upfold and downfold mirrors in the laser room steer the vertical beam to the center of the focusing lens. This lens focuses all three beams to sub-millimeter beam waists at the interrogation volume. During testing, this point remains fixed in space. To take LIF spectra at different points in the plume, we translate the thruster around the interrogation volume.

We use a small level during setup to ensure that the upper surface of this lens is level, and then temporarily place a second-surface mirror atop the focusing lens mount during setup and realignment. Small adjustments of the square 100 mm mirrors steer the retroreflected spots back to the laser room, ensuring that the vertical beam is plumb. When the retroreflected beam spots on the laser room upfold mirror overlay the original beam spots, the beams are also parallel. We measure beam spacing by replacing the retroreflection mirror with a gridded card, photographing the beam spots, and measuring the distances between spot centers in Photoshop; the standard deviation of multiple measurements provides an estimate of beam angle uncertainty.

The LVTF box has a φ0.2 mm tungsten wire loop attached to the forward edge of the side plasma screen window to facilitate laser alignment. Two separate AR windows protect the φ100 mm, f/2.5 collection lens. After placing the laser focal volume on the alignment feature, we adjust the collection lens, sending a collimated beam of scattered light through the LVTF window. During experiments, the collected fluorescence follows the same path.

The collimated fluorescence from the thruster plume is focused by a φ100 mm, f/5 lens onto a Spex H-10 monochromator with a Hamamatsu 928 PMT. This monochromator acts as a linewidth filter centered on the 529.2 nm fluorescence line. By holding a second-surface mirror flat against the monochromator entrance slits, we can use retroreflection of scattered light from the alignment pin to determine if the monochromator is aligned with the collection optics axis. Micrometer-driven rotation stages allow fine tilt and pan adjustment of the monochromator body. Stanford SR810 and SR850 DSP lock-in amplifiers, using a 1-second time constant, isolate the fluorescence components of these signals.

The Coherent 899-29 laser’s Autoscan software collects and matches laser wavelength to the corresponding lock-in output. A scan rate of 60 s/10 GHz has proven to be sufficiently slow to ensure a reasonable signal-to-noise ratio in most cases.

IV. Results

We took three sets of data over two separate pumpdowns at thruster operating conditions TC 0 through TC 3. Both TC 0 and TC 1 were unneutralized, as the neutralizer failed to light for the first run. TC 0 and TC 2 replicated nominal full-power operating conditions for the FMT (1100 V screen potential and 1.75 A beam current), while TC 1 and TC 3 were run at atypically high beam current (1.78 A) and screen potentials. Our first attempt at high-power operation, TC 1, suffered from continual recycling, apparently caused by cyclic thermal expansion and sagging of the FMT’s soft aluminum body. This made steady LIF measurement very difficult, and continued operation at TC 1 impractical. Subsequent high-voltage tests (TC 3) were run at a slightly lower screen potential (1350 V), retaining the 1.79 A beam current.

Radial sweeps at 1 mm and 50 mm downstream of the screen grid provided data at 12.7 mm intervals

\textsuperscript{b}Or slightly focusing, in order to avoid vignetting by the LVTF exit window.
Table 2. FMT-2 operating conditions.

<table>
<thead>
<tr>
<th></th>
<th>TC 0 (run 1)</th>
<th>TC 1 (run 1)</th>
<th>TC 2 (run 2)</th>
<th>TC 3 (run 2)</th>
<th>units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discharge voltage $V_b$</td>
<td>25.56</td>
<td>25.00</td>
<td>25.38</td>
<td>24.86</td>
<td>V</td>
</tr>
<tr>
<td>Discharge current $I_d$</td>
<td>12.88</td>
<td>13.08</td>
<td>12.60</td>
<td>12.16</td>
<td>A</td>
</tr>
<tr>
<td>Beam current $I_b$</td>
<td>1.75</td>
<td>1.78</td>
<td>1.74</td>
<td>1.79</td>
<td>A</td>
</tr>
<tr>
<td>Accelerator potential $V_a$</td>
<td>-180.0</td>
<td>-241.1</td>
<td>-180.0</td>
<td>-245.0</td>
<td>V</td>
</tr>
<tr>
<td>Screen potential $V_s$</td>
<td>1100</td>
<td>1429</td>
<td>1102</td>
<td>1325</td>
<td>V</td>
</tr>
<tr>
<td>Main flow rate $\dot{m}_m$</td>
<td>22.6</td>
<td>22.6</td>
<td>22.6</td>
<td>22.6</td>
<td>sccm</td>
</tr>
<tr>
<td>Discharge cathode flow rate $\dot{m}_c$</td>
<td>3.80</td>
<td>4.20</td>
<td>3.80</td>
<td>4.20</td>
<td>sccm</td>
</tr>
<tr>
<td>Neutralizer cathode flow rate $\dot{m}_n$</td>
<td>0.00</td>
<td>0.00</td>
<td>3.00</td>
<td>3.20</td>
<td>sccm</td>
</tr>
<tr>
<td>Facility pressure $P$</td>
<td>2.9</td>
<td>2.9</td>
<td>2.9</td>
<td>2.9</td>
<td>µTorr</td>
</tr>
</tbody>
</table>

from the thruster centerline, until the signal degraded at between 11.4 and 12.7 cm. Axial sweeps on the centerline provided data from 1 mm to 30 cm downstream of the accelerator grid.

A. Radial sweeps near the exit plane

Figure 6. Deconvolved $f(v) & curve-fit at TC 0$, $(x, y) = (0.140, 0.000)$ cm.

Figure 6 shows typical velocity distributions taken just downstream of the exit plane at TC 0. The solid
line is the deconvolved distribution, while the dashed line is a Maxwellian curve-fit to a user-defined area within the major peak. Some postprocessing of the original laser scans was needed to avoid “scan joints,” computational artifacts caused by the dye laser’s attempts to recover the end point of the previous 10-GHz scan segment during an extended scan.

Figure 7. Ion velocity & energy vs. radial position at $x = 0.142$ cm for TC 0.

Figure 7 shows the radial variation of ion velocity and energy along a plane 1.40 mm downstream of the FMT-2 accelerator grid at TC 0. The ion current immediately downstream of the accelerator grid is very highly concentrated into beamlets that pass through the grid apertures. Because of this concentrated ion current density, we had to hunt around the initial target radius in order to find a spot with enough ion density to provide a strong, clean LIF signal. This shows up in the somewhat irregular pattern of radial locations probed in this test.

Reasonable values for the ion axial energy $E_x$ lie between the screen potential $V_s$ and the total voltage $V_T = V_s - V_a$; at TC0, $V_s = 1100$ V and $V_T = 1280$V. Three points lie outside this range, but the mean axial velocity (42.3 km/s) remains reasonable, and the maximum velocity error is within 4% of the mean. Radial velocity tends to increase linearly with radial position, with a centerline radial velocity of 2.91 km/s that suggests the thruster axis is pointed slightly ($3.9^\circ$) eastward. The vertical velocity is uniformly positive, with a mean value (1.12 km/s) that suggests the thruster is tilted slightly ($1.5^\circ$) upwards.

Figure 8 shows the radial variation of ion velocity and energy 1.42 mm downstream of the FMT-2 accelerator grid at TH19. Only one point is outside the expected $V_s \leq E_x \leq V_T$ range; the mean axial velocity is 46.2 km/s, and the maximum velocity error is within 3.9% of the mean. Except for one point on the centerline, radial velocity tends to increase linearly with radial position, while vertical velocity shows no clear trend.
Figure 8. Ion velocity & energy vs. radial position at \( x = 0.142 \) cm for TC 3.

B. Radial sweeps, 5 cm downstream

Figure 9 shows the radial variation of ion axial velocity and energy along a plane 5.090 cm downstream of the FMT-2 accelerator grid at TC 1. Screen potential at this condition is 1429 V, while the total voltage is 1670 V. Ion axial energies for all but one point lie in the range \( V_s \leq E_x \leq V_T \) at this condition, with a mean axial velocity of 47.5 km/s and a maximum velocity error within 6.1% of the mean. Radial velocity again tends to increase linearly with radial position, with a centerline radial velocity that suggests the thruster axis is pointed still more sharply (6.5°) eastward and a maximum beam divergence of 3.3° at the outermost radius. Likewise, the vertical velocity is again uniformly positive, with a mean value (1.07 km/s) that suggests the thruster is tilted slightly (1.3°) upwards.

Figure 10 shows the radial variation of ion axial velocity and energy 5.10 cm downstream of the FMT-2 accelerator grid at TC 3. Screen potential at this condition is 1325 V, while the total voltage is 1570 V. Ion axial energies overlap both sides of the range \( V_s \leq E_x \leq V_T \) at this condition. This anomalous ion energy spread can be explained by extremely noisy velocity distributions, making any bulk velocity predictions highly suspect for these data points.

C. Axial sweeps

Figure 11 shows the axial variation of ion axial velocity and energy along the FMT-2 centerline at TC 2. Screen potential at this condition is 1102 V, while the total voltage is 1282 V. Ion axial energies for all but one point lie in the range \( V_s \leq E_x \leq V_T \) at this condition, with a mean axial velocity of 41.2 km/s and a maximum velocity error within 5.0% of the mean. Both axial velocity and energy fall off with axial distance more-or-less linearly with \( \ln(x) \).

Figure 12 shows the axial variation of ion radial and vertical velocity along the same centerline. Both radial and vertical velocities are uniformly positive. The mean centerline radial velocity (3.66 km/s) suggests
a 5.1° eastward misalignment of the thruster axis, while the mean vertical velocity (0.31 km/s) suggests a mere 0.43° upwards tilt.

V. Conclusions

This study is, to the best of our knowledge, the first set of Xe II LIF velocimetry measurements made downstream of an ion thruster. The highly-concentrated nature of the beamlets immediately downstream of the accelerator grid makes extreme near-field LIF at a regular series of radial positions difficult; getting a good overlap between the interrogation volume and a beamlet requires a bit of searching around the desired values. The LIF spectrums’ signal-to-noise ratios (SNRs) quickly diminish with increasing radial distance, but the overall beam is so well collimated that the SNR is still quite good at the translation table’s limit of axial travel.

Radial profiles of radial velocity showed a strongly increasing beam divergence with radial position. This is readily explained as a consequence of the grid design. Soulas\textsuperscript{42} points out that the apertures of the NSTAR screen and accelerator grids were designed to be aligned throughout the grids radius, with no beamlet steering to collimate the beam. As a result, beamlets are directed normal to the dished surface of the grids.

With the exception of a few anomalous points taken at unstable operating conditions, axial ion energies remained within a range between the screen potential potential $V_s$ and the total voltage $V_T$. Ideally, we should have seen ion energies dropping from $V_T$ to a value near $V_s$ at a clearly identifiable neutralization plane. Axial velocity trends, though, remain obscured by the large axial velocity uncertainty. Though we have previously shown that direct measurement of axial velocities by axial-injection LIF can provide velocity measurements with less than 2% precision error,\textsuperscript{27} the small interrogation angles required by the off-axis multiplex method drive the axial velocity error up to 20%. As a result, we were unable to identify the
Figure 10. Ion velocity & energy vs. radial position at \( x = 5.100 \) cm for TC 3.
Figure 11. Axial ion velocity & energy vs. axial position at \( y = 0.000 \) cm for TC 2.

FMT-2 neutralization plane in this study. Future axial-injection LIF experiments in the FMT plume may have better success.
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