STATISTICAL APPROXIMATIONS FOR CHARACTERISTIC-MODE-BASED POWER FLOW ANALYSIS
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This paper presents a general statistical treatment for power flow analysis in a complex structure. The nominal power flow is computed using the characteristic constraint (CC) modes of the component structures. These CC modes are built from component mode synthesis (CMS) of finite element models, and they form a highly-reduced order basis for capturing the motion of the interface between components — and thus the power flow. The power flow statistics are then calculated over an ensemble of systems due to the variation of structural system parameters. Each modal response is expanded in a basis of quadrature polynomials or locally linear interpolation (LLI) functions in these uncertain parameters. The system equations for the reduced order CMS model with uncertainties are derived using Galerkin’s method. These equations have the same form as the nominal power flow equations, but the number of equations is increased by a factor equal to the order of the polynomials (when using quadrature polynomials) or the number of nodes in the parameter space (when using LLI functions). Thus, the ensemble-averaged power flow can be calculated by solving this new set of equations, instead of using Monte Carlo simulations. A cantilever plate and a L-shaped plate are used as example structures for the demonstration of these statistical approximations. In general, this statistical treatment provides efficient and accurate modeling of parameter uncertainties, which is critical for mid-frequency vibration analysis.

Introduction

In the mid- to high- frequency range, vibration response becomes both expensive to compute and highly sensitive to uncertain physical details of the system. Moreover, many processes that excite noise and vibration are statistical or random in nature. Statistical energy analysis (SEA), a widely-used vibration analysis method in the high-frequency range, addresses these challenges by taking a statistical approach to power flow analysis. Power flow is a scalar measurement of the vibration energy transmitted from one part of the structure to the other parts of the structure. It is the core concept for SEA to analyze the energy flow among the component structures. However, SEA becomes less accurate in cases of intermediate or low modal density, which occur in the mid-frequency range. On the other hand, a general statistical treatment based on finite element model (FEM) often employs Monte Carlo simulation techniques to evaluate the statistical moments of the response and power flow. While this approach is versatile and accurate, it incurs prohibitive computational cost. Therefore, the objective of this paper is to present an efficient alternative for statistical power flow analysis by improving upon these methods.

A characteristic-mode-based power flow analysis method has been presented the authors. This paper adds a statistical perspective to the nominal power flow equations shown in Ref. 4. The nominal power flow equations were formulated from a component mode synthesis (CMS) approach. In CMS, a component model, such as an FEM, is constructed and analyzed separately for each component structure. The Craig-Bampton method of CMS provides an excellent framework for predicting power flow, since the Craig-Bampton constraint modes capture fully the motion of the interface between component structures. However, since there is necessarily one constraint mode for each FEM degree of freedom of the interface, the cost of this CMS method is still prohibitive for a sufficiently fine mesh. Consequently, a secondary modal analysis reduction technique (SMART) was developed to further reduce the size of the CMS model. For the purpose of predicting power flow, the SMART approach may be applied to the interface between components. In particular, an eigenanalysis is performed on the constraint-mode partitions of the CMS mass and stiffness matrices. The resultant eigenvectors are called characteristic constraint (CC) modes. Reference 4 showed that the power flow is accurately calculated by this reduced-order CMS model with relatively few CC modes.

There are always uncertainties associated with the mathematical modeling of the structural behavior, which result from the numerous idealizations and assumptions made
when modeling the geometry, the boundary conditions, and the constitutive behavior of the materials involved. Structural systems with uncertainty are usually investigated by stochastic approaches, where the uncertain parameters are described through a joint probability density function (pdf). Monte Carlo simulation is often employed to provide accurate results for the statistical moments that require evaluating multiple integrals over the uncertain parameter space. However, in general, the Monte Carlo method is computationally expensive. An alternative integration technique is Gaussian quadratures or, in multi-dimensional cases, cubatures. Some previous studies\textsuperscript{8,9} employed weighted residual methods with those quadrature polynomials to investigate the response variability of general dynamic systems due to the uncertain system parameters. In this paper, this method is employed to compute the ensemble-averaged power flow based on the reduced-order CMS model. In addition, an extension that uses locally linear interpolation functions as a basis to approximate the modal responses is also introduced. These new formulations are seen to accommodate different sources of uncertainties as well as provide much faster convergence of power flow statistics compared to Monte Carlo simulations.

This paper is organized as follows. In the second section, the nominal reduced order model is presented. In the third section, the ensemble-averaged power flow is defined. In the fourth section, the quadrature polynomials are introduced. Then Galerkin's method is applied to the reduced-order CMS model using quadrature polynomials as a basis. Next, the matrix equation for the ensemble-averaged power flow is formulated, and numerical examples are shown. The first example is the cantilever plate system shown in Ref. 4 and 7, in which the variations of component modal stiffnesses are considered. In the second example, the variation of a physical parameter is considered and its effect on power flow is studied for a L-shaped plate. In the fifth section, the ensemble-averaged power flow is formulated using Galerkin’s method with locally linear interpolation functions. This approximation is demonstrated numerically by examining the L-shaped plate with three random physical parameters. This work is then summarized in the final section.

**Nominal Reduced Order Model**

The nominal model (i.e., without uncertainties) is briefly described in this section in order to provide a platform for deriving the statistical approximations. In this paper, the finite element model (FEM) of the full structure is divided into separate component FEMs. The mass and stiffness matrices from each component FEM are first partitioned into the interface submatrices, the interior (omitted DOF) submatrices, and their coupling submatrices. Then, the Craig-Bampton method of component mode synthesis (CMS) is used to generate a reduced order model of the global structure. The Craig-Bampton method utilizes two sets of substructure modes: component normal (N) modes, \( \Phi_i^N \), and constraint (C) modes, \( \Phi_i^C \), where \( i \) denotes the \( i \)-th component structure. The component FEM matrices are transformed by \( \Phi_i^N \) and \( \Phi_i^C \) such that only the component modal DOF and the interface DOF are retained. The retained DOF are then used to couple respectively the mass and stiffness matrices of the connected component structures into those of the entire structure. This synthesis yields the modal velocity vector, \( \upsilon_i^{CMS} \), of the synthesized system to be partitioned as

\[
\upsilon_i^{CMS} = \begin{bmatrix} \upsilon_i^{NT} \ nd \cdots \ nd \upsilon_i^{NT} \end{bmatrix}^T
\]

where \( n^s \) is the number of substructures contained in the global structure. The corresponding synthesized CMS mass and stiffness matrices have the following forms

\[
M_i^{CMS} = \begin{bmatrix} m_i^N & m_i^{CN} & m_i^{CN} & \cdots & m_i^{CN} \\
0 & m_i^N & 0 & \cdots & 0 \\
0 & 0 & m_i^N & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & m_i^N \\
\end{bmatrix}
\]

\[
K_i^{CMS} = \begin{bmatrix} k_i^C & 0 & 0 & \cdots & 0 \\
0 & k_i^N & 0 & \cdots & 0 \\
0 & 0 & k_i^N & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & k_i^N \\
\end{bmatrix}
\]

where component modal matrices \( m_i^N \) and \( k_i^N \), for \( i = 1, 2, \ldots, n^s \), are diagonalized and their sizes depend on the number of modes one selects for the frequency range of interest. However, the number of constraint-mode DOF, or the size of matrices, \( m_i^C \) and \( K_i^C \), is equal to the number of DOF in the interface of the FEM, so it is determined by the finite element mesh. If the mesh is fine in the interface region, then the constraint-mode partitions of the CMS matrices may be relatively large. Hence, the authors\textsuperscript{5} proposed a technique to further reduce the CMS matrices by performing a modal analysis on the constraint-mode DOF

\[
K_i^C \psi_n = \Lambda_n \Theta_i^C \psi_n \quad \text{for} \quad n = 1, 2, 3, \ldots
\]

These eigenvectors, \( \psi_n \), may be transformed into the finite element DOF for component structure \( i \) using the following transformation

\[
\Phi_i^{CC} = \Phi_i^C \beta_i^C \Psi
\]

where \( \Psi = [\psi_1, \psi_2, \ldots] \) is a selected set of the interface eigenvectors with \( n^{CC} \) indicating the number of the selected eigenvectors. \( n^{CC} \) is relatively small compared to the number of the constraint-mode DOF. \( \beta_i^C \) is the matrix that maps the global (system) interface DOF, \( \upsilon_i^C \), back to the local (subsystem) DOF, \( \upsilon_i^{NT} \). Furthermore, \( \Phi_i^{CC} \) are referred to as the characteristic constraint (CC) modes, because they represent the characteristic physical motion associated with the constraint modes. The benefit of using CC modes is shown in the efficient computation of the power flow through the interface between the connected
component structures. Relatively few CC-mode DOF are employed in this calculation compared to the number of interface-node DOF in the FEM.

Finally, the CMS matrices can be transformed by CC modes such that the reduced order CMS matrices can be obtained with the same form as Eqs. (2) and (3) and the unknown velocity vector \( \mathbf{v}_{\text{ROM}} \) now is partitioned as

\[
\mathbf{v}_{\text{ROM}} = \begin{bmatrix} \mathbf{v}_{\text{CC}}^T \mathbf{v}_1^T \mathbf{v}_2^T \cdots \mathbf{v}_{n_s}^T \end{bmatrix}^T
\]

where superscript \( \text{CC} \) indicates that the partition is associated with the CC modes. The equations of motion of the reduced order CMS model (ROM) can be expressed by

\[
\mathbf{\mathbf{M}}_{\text{ROM}} \mathbf{\ddot{v}}_{\text{ROM}} + (1 + j\eta) \mathbf{K}_{\text{ROM}} \mathbf{\dot{v}}_{\text{ROM}} = \mathbf{f}_{\text{ROM}}
\]

The mass matrix, \( \mathbf{M}_{\text{ROM}} \), the stiffness matrix, \( \mathbf{K}_{\text{ROM}} \), and the applied force vector, \( \mathbf{f}_{\text{ROM}} \), can be explicitly written as

\[
\mathbf{M}_{\text{ROM}} = \begin{bmatrix} \mathbf{m}_{\text{CC}}^T & \mathbf{m}_{\text{CC}N} & \mathbf{m}_{\text{CN}} & \cdots & \mathbf{m}_{\text{CN}N} \\
\mathbf{m}_{\text{CN}N} & \mathbf{m}_{\text{N}} & \mathbf{m}_{\text{N}} & \cdots & \mathbf{m}_{\text{N}N} \\
\mathbf{m}_{\text{N}N} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\end{bmatrix}
\]

\[
\mathbf{K}_{\text{ROM}} = \begin{bmatrix} \mathbf{k}_{\text{CC}} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{k}_{\text{N}} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{k}_{\text{N}} & \cdots & \mathbf{0} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\end{bmatrix}
\]

\[
\mathbf{f}_{\text{ROM}} = \begin{bmatrix} \mathbf{f}_{\text{CC}N}^T & \mathbf{f}_{\text{N}N}^T & \mathbf{f}_{\text{N}N}^T & \cdots & \mathbf{f}_{\text{N}N}^T \end{bmatrix}^T
\]

where

\[
\mathbf{\mathbf{M}}_{\text{ROM}} = \mathbf{\mathbf{T}}^T \mathbf{\mathbf{M}}_{\text{ROM}} \mathbf{\mathbf{T}}, \quad \mathbf{K}_{\text{ROM}} = \mathbf{\mathbf{T}}^T \mathbf{\mathbf{K}}_{\text{ROM}} \mathbf{\mathbf{T}}, \quad \mathbf{f}_{\text{ROM}} = \mathbf{\mathbf{T}}^T \mathbf{\mathbf{f}}_{\text{ROM}}
\]

The mass and stiffness matrices can be diagonalized by using \( \mathbf{T} \). As a result, Eq. (7) can be transformed to

\[
\frac{1}{j\omega} \left[ -\omega^2 \mathbf{M} + (1 + j\eta) \mathbf{K} \right] \mathbf{\dot{v}}_{\text{ROM}} = \mathbf{f}_{\text{ROM}}
\]

where

\[
\mathbf{M} = \mathbf{\mathbf{T}}^T \mathbf{\mathbf{M}}_{\text{ROM}} \mathbf{\mathbf{T}}, \quad \mathbf{K} = \mathbf{\mathbf{T}}^T \mathbf{\mathbf{K}}_{\text{ROM}} \mathbf{\mathbf{T}}, \quad \mathbf{f}_{\text{ROM}} = \mathbf{\mathbf{T}}^T \mathbf{\mathbf{f}}_{\text{ROM}}
\]

Considering time-harmonic excitation, the power flow can be formulated in terms of \( \mathbf{v} \)

\[
\Pi_i(\omega) = \frac{1}{2} \text{Re} \left[ \mathbf{\dot{t}}_i^T \mathbf{\mathbf{v}} \right] - \frac{1}{2} \mathbf{v}^T \mathbf{\mathbf{C}}_i \mathbf{v}
\]

where \( \mathbf{\mathbf{C}}_i \) is the damping of substructure \( i \) projected onto the global modes of the ROM

\[
\mathbf{\mathbf{C}}_i = \gamma_{\text{CC}N}^T \mathbf{\mathbf{K}}_{\text{CC}N} \gamma_{\text{CC}N} + \gamma_{\text{CN}N}^T \mathbf{\mathbf{K}}_{\text{CN}N} \gamma_{\text{CN}N}
\]

and

\[
\mathbf{\mathbf{f}}_{\text{CC}N} = \mathbf{\mathbf{T}}^T \mathbf{\mathbf{f}}_{\text{CC}N}, \quad \mathbf{\mathbf{f}}_{\text{N}N} = \mathbf{\mathbf{T}}^T \mathbf{\mathbf{f}}_{\text{N}N}
\]

The approximations of Ensemble-Averaged Power Flow

The uncertainties associated with the system require non-deterministic modeling of the system parameters in order to predict the statistics of the forced response. It is assumed that the system is represented by an ensemble — a population of similar systems with statistically-described variations in properties. A set of uncorrelated random variables are used to quantify the uncertainties associated with the discrete parameters of the ROM. Therefore, the ensemble-averaged power flow spectral density, \( \mathbf{\mathbf{E}}_{\text{\theta}} \left[ \Pi_i(\omega; \theta) \right] \), relative to this uncorrelated set of random variables, \( \theta_s \), for \( s = 1, 2, \ldots, n_\theta \), is given by

\[
\mathbf{\mathbf{E}}_{\text{\theta}} \left[ \Pi_i(\omega; \theta) \right] = -\frac{1}{2\pi} \lim_{T \to 0} \frac{1}{2T} \mathbf{E}_t \left[ \Pi_i(\omega; \theta) \mathbf{v}_{\text{CC}}^T (\omega; T) \right]
\]
where \( \theta = [ \theta_1 \theta_2 \ldots \theta_n ]^T \) and the operator \( E_{\theta} [ \cdot ] \) indicates

\[
E_{\theta} [ \cdot ] = \int_{\theta_{a,s}} \cdots \int_{\theta_{b}} \left[ \cdot \right] \prod_{s=1}^{n^s} p(\theta_s) \ d\theta_1 d\theta_2 \cdots d\theta_{n^s}
\]

where \( p(\theta_s) \) is the probability density function (pdf) of \( \theta_s \). The challenge in evaluating the ensemble average thus becomes performing multiple integrals over the parameter space. Furthermore, \( E_{\theta} [t_i^* V_i^C] \) in Eq. (21) can be expanded in terms of CC-mode velocity vector \( V_i^C \), for \( i = 1, 2, \ldots, n^s \), as

\[
E_{\theta} [t_i^* V_i^C] = E_{\theta} \left[ V_i^{CC} z_i^{CC} V_i^{CC} \right] - j\omega E_{\theta} \left[ V_i^{NN} m_i^{NN} V_i^{CC} \right] - E_{\theta} \left[ t_i^{CC} V_i^{CC} \right]
\]

A general numerical integration scheme other than Monte Carlo methods is needed for the evaluation of the three terms on the right-hand-side of Eq. (22).

**Galerkin’s Method with Quadrature Polynomials**

**Gaussian Quadratures**

The Gaussian quadrature method is a commonly used numerical technique to approximate an integral. The treatment of Gaussian quadratures consists in finding a set of orthogonal polynomials, \( P_i(\theta_s) \), for \( i = 1, 2, \ldots \), satisfying the orthogonality relationship over a weight function \( W(\theta_s) \)

\[
\int_{\theta_{a,s}} \cdots \int_{\theta_{b}} \left[ \cdot \right] \prod_{s=1}^{n^s} p(\theta_s) \ d\theta_1 d\theta_2 \cdots d\theta_{n^s} = \delta_{ij}
\]

where \( P_i \) and \( P_j \) are polynomials of order \( i \) and \( j \), respectively. If the weight function is given by

\[
W(\theta_s) = 1 \text{ for } -1 < \theta_s < 1
\]

the normalized Legendre polynomials will satisfy Eq. (23), and they are defined as

\[
P_0 = \frac{1}{2}, \quad P_i(\theta_s) = \sqrt{\frac{3}{2}} \theta_s, \quad P_2(\theta_s) = \sqrt{\frac{5}{2}} \frac{3\theta^2 - 1}{2}, \ldots
\]

This set of polynomials also satisfy the following recurrence relation

\[
\theta_s P_i(\theta_s) = L_i P_{i-1}(\theta_s) + L_{i+1} P_{i+1}(\theta_s)
\]

where

\[
L_i = \frac{i}{\sqrt{(2i-1)(2i+1)}}
\]

This choice of weight function is equivalent to assigning to each random variable \( \theta_s \) a uniformly distributed pdf over the range \([-1, 1]\). Some other classical, well-studied, orthogonal polynomials are associated with different pdfs to enable fast convergence of the integration. For example, Hermite polynomials are suited for a normally distributed pdf.

**Galerkin’s Method**

The quadrature rules suggest that, for a given pdf, one can find a corresponding set of orthogonal polynomials as a basis to approximate the unknowns — modal velocities — in the ROM matrix equations. By applying Galerkin’s method, the integral will be reduced to an algebraic matrix equation, and then the modal velocities can be solved in terms of the random parameters at each discrete frequency. As a result, the statistical moments of power flow can be evaluated using these modal velocities.

The equation of motion of the ROM, Eq. (7), with the random parameters \( \theta \) can be cast in the form

\[
\sum_{l=1}^{n_{ROM}} z_{ab}(\omega; \theta) v_b(\omega; \theta) = f_a(\omega) \quad \text{for } a = 1, 2, \ldots, n_{ROM}
\]

where \( v_b(\omega; \theta) \) is the \( b \)-th component of the velocity vector \( V_{ROM} \); \( f_a(\omega) \) is the \( a \)-th component of the applied force vector \( f_{ROM} \); and \( z_{ab}(\omega; \theta) \) is an impedance component of the ROM, which can be explicitly expressed by

\[
z_{ab}(\omega; \theta) = \frac{1}{j\omega} \left[ -\omega^2 m_{ab}(\theta) + (1 + j\eta) k_{ab}(\theta) \right]
\]

where \( m_{ab} \) is an element of the mass matrix \( M_{ROM} \) and \( k_{ab} \) is an element of the stiffness matrix \( K_{ROM} \). Equation (27) is general and does not show the special form of the ROM, where some of the impedance components are null. This general formulation is intended to accommodate different sources of uncertainty from a variety of cases. In addition, quadratic polynomial approximation is used to represent the impedance components

\[
z_{ab}(\omega; \theta) = z_{0ab}(\omega) + \sum_{r=1}^{n^s} z_{1abr}(\omega) \theta_r + \sum_{r=1}^{n^s} \sum_{s=1}^{n^s} z_{2abrs}(\omega) \theta_r \theta_s
\]

Polynomials of higher degree or cubic splines may be desirable to approximate more dramatic variations. Generally, it should be noted that the approximation in terms of \( \theta \) cannot be derived analytically from an arbitrary FEM. The coefficients in Eq. (29) are usually obtained numerically by least-square fit. This process is itself computationally intensive. Consequently, it would be a trade-off to obtain an approximation with only low degrees of polynomials if the system varies smoothly due to the uncertainty. Considering a uniformly distributed pdf, each modal velocity \( v_b(\omega; \theta) \) is approximated by Legendre polynomials as

\[
v_b(\omega; \theta) = \sum_{l=1}^{n_{ROM}} w_{b,l_1,l_2,\ldots,l_n} \left( \omega \right) \prod_{s=1}^{n^s} P_{l_s}(\theta_s)
\]

for \( b = 1, 2, \ldots, n_{ROM} \)

where

\[
|l| = l_1 + l_2 + \cdots + l_n
\]
$n^p$ is the order of approximation in the random space of variables $\theta$. It can be shown that the number of unknown coefficients, $w_{b_1,l_2,...,l_n}$ ($\omega$), in the approximation is

$$n^d = \frac{(n^p + n^d)!}{n^d!n^p!}$$  \hspace{1cm} (32)

After substituting Eq. (30) for $v_b$ and Eq. (29) for $z_{a b}$ in Eq. (27), one can apply Galerkin's method due to the orthogonality of Legendre polynomials. With the help of Eqs. (23) and (25), Eq. (27) can be reduced to

$$n^R_{OM} \sum_{b=1}^{n^R_{OM}} \left\{ z_{a b} \sum_{r=1}^{n^d} s_{a b r} \right\} \\
+ \sum_{r=1}^{n^d} \sum_{s=1}^{n^d} s_{a b s} \left( L_{r}, w_{b_1,l_2,...,l_n} \right) + \left( L_{r}, L_{r+1} w_{b_1,l_2,...,l_n} \right) \\
+ \left( L_{r}, L_{r+1} w_{b_1,l_2,...,l_n} \right) + \left( L_{r}, L_{r+1} w_{b_1,l_2,...,l_n} \right) \\
+ \sum_{r=1}^{n^d} \sum_{s=1}^{n^d} s_{a b r} \left( L_{r}, L_{r-1} w_{b_1,l_2,...,l_n} \right) + \left( L_{r}, L_{r+1} w_{b_1,l_2,...,l_n} \right) + \left( L_{r}, L_{r+1} w_{b_1,l_2,...,l_n} \right)$$

$$= 2n^{d/2} \prod_{a=1}^{n^d} \delta_{a,0} \quad \text{for} \ a = 1, 2, ..., n^R_{OM}$$  \hspace{1cm} (33)

where $L_{r}$ are the coefficients given by Eq. (26). The unknowns $w_{b_1,l_2,...,l_n}$ can be rearranged into an $n^R_{OM} \times n^d$ dimensional column vector $w$, which can be described by its CC-mode and component partitions as

$$w = \begin{bmatrix} w^{CC} \end{bmatrix} \begin{bmatrix} w_{1}^{NT} \\ w_{2}^{NT} \\ \vdots \\ w_{n^R_{OM}}^{NT} \end{bmatrix}^T$$  \hspace{1cm} (34)

Eq. (33) can be put in a matrix form as

$$\hat{Z}w = \hat{f}$$  \hspace{1cm} (35)

The components of the matrix $\hat{Z}$ correspond to the differences on the left-hand-side of Eq. (33) and can be partitioned as

$$\hat{Z} = \begin{bmatrix} \hat{Z}^{CC} \end{bmatrix} \begin{bmatrix} j\omega \hat{m}_1^{CN} \\ j\omega \hat{m}_2^{CN} \\ \vdots \\ j\omega \hat{m}_{n^R_{OM}}^{CN} \end{bmatrix} \begin{bmatrix} \hat{Z}_1^{N} \end{bmatrix} \begin{bmatrix} \hat{Z}_2^{N} \\ \vdots \\ \hat{Z}_{n^R_{OM}}^{N} \end{bmatrix}$$

$$= \begin{bmatrix} \hat{Z}^{CC} \end{bmatrix} \begin{bmatrix} j\omega \hat{m}_1^{CN} \\ j\omega \hat{m}_2^{CN} \\ \vdots \\ j\omega \hat{m}_{n^R_{OM}}^{CN} \end{bmatrix} \begin{bmatrix} \hat{Z}_1^{N} \end{bmatrix} \begin{bmatrix} \hat{Z}_2^{N} \\ \vdots \\ \hat{Z}_{n^R_{OM}}^{N} \end{bmatrix}$$  \hspace{1cm} (36)

where $\hat{Z}^{CC} = \sum_{i=1}^{n^R_{OM}} \hat{Z}_i^{CC}$ is the sum of the CC-mode partitions of the component impedances. The components of the column vector $\hat{f}$ correspond to the modal forces on the right-hand-side of Eq. (33) and can be written as

$$\hat{f} = \begin{bmatrix} \hat{f}^{CC} \end{bmatrix} \begin{bmatrix} \hat{f}_1^{N} \end{bmatrix} \begin{bmatrix} \hat{f}_2^{N} \\ \vdots \\ \hat{f}_{n^R_{OM}}^{N} \end{bmatrix}^T$$  \hspace{1cm} (37)

where $\hat{f}^{CC} = \sum_{i=1}^{n^R_{OM}} \hat{f}_i^{CC}$ is the sum of the CC-mode partitions of the external component forces. Using the partitions shown in Eq. (36) and Eq. (37), one is now able to approximate the right-hand-side of Eq. (22) as follows

$$E_{\theta} \left[ \begin{bmatrix} v^{CC} \end{bmatrix} \begin{bmatrix} \omega \end{bmatrix} \hat{z}_1^{CC} \begin{bmatrix} \omega \end{bmatrix} v^{CC} \begin{bmatrix} \omega \end{bmatrix} \end{bmatrix} = 2^{-n^d} \hat{w}^{CC} \begin{bmatrix} \omega \end{bmatrix} \begin{bmatrix} \omega \end{bmatrix}$$

$$E_{\theta} \left[ \begin{bmatrix} v^{CC} \end{bmatrix} \begin{bmatrix} \omega \end{bmatrix} \hat{m}_1^{CN} \begin{bmatrix} \omega \end{bmatrix} v^{CC} \begin{bmatrix} \omega \end{bmatrix} \end{bmatrix} = 2^{-n^d} j\omega \hat{w}_1^{CN} \begin{bmatrix} \omega \end{bmatrix} \begin{bmatrix} \omega \end{bmatrix}$$

$$E_{\theta} \left[ \begin{bmatrix} f^{CC} \end{bmatrix} \begin{bmatrix} \omega \end{bmatrix} w^{CC} \begin{bmatrix} \omega \end{bmatrix} \end{bmatrix} = -2^{-n^d} j\omega \hat{w}_1^{CN} \begin{bmatrix} \omega \end{bmatrix} \begin{bmatrix} \omega \end{bmatrix}$$

Furthermore, solving for the unknowns, $w$, from Eq. (35) and substituting them into Eqs. (38), (39), and (40), one can obtain the ensemble-averaged power flow as

$$E_{\theta} \left[ \Pi_i \begin{bmatrix} \omega \end{bmatrix} \right] = tr \left\{ Re \left[ \hat{S}_i \hat{Y} \right] \right\} - tr \left\{ Im \left[ \hat{S} \hat{Y} \hat{C}_i \hat{Y}^* \right] \right\}$$  \hspace{1cm} (41)

where

$$\hat{C}_i = Re \left[ \begin{bmatrix} \hat{z}_1^{CC} + \omega^2 \hat{m}_1^{CN} \hat{Z}_1^{N} \end{bmatrix} \begin{bmatrix} \hat{m}_1^{CN} \end{bmatrix} \right]$$

$$\hat{Y} = \sum_{i=1}^{n^R_{OM}} \left( \hat{z}_i^{CC} + \omega^2 \hat{m}_i^{CN} \hat{Z}_i^{N} \right) \begin{bmatrix} \hat{m}_i^{CN} \end{bmatrix}^{-1}$$

$$\hat{S}_i = -\frac{1}{2\pi} \lim_{T \to 0} \int_{-\infty}^{T} E_t \left[ \begin{bmatrix} \hat{f}_i^{CC} \end{bmatrix} \begin{bmatrix} \hat{f}_i^{N} \end{bmatrix} + j\omega \hat{f}_i^{CC} \begin{bmatrix} \hat{f}_i^{N} \end{bmatrix} \right]$$

$$\hat{S} = \sum_{i=1}^{n^R_{OM}} \hat{S}_i$$  \hspace{1cm} (42)

**Variation of Modal Parameters**

The cantilever rectangular plate shown in Fig. 1 is now used as an example structure. For the purpose of this study, this structure is considered to be made of two directly connected substructures — Plate 1 and Plate 2. The FEM and the CMS models were built and the frequencies were carefully examined in Ref. 7. In addition, the deterministic frequency response of power flow in this structure has been investigated in Ref. 4.

Now suppose that each substructure is subjected to modeling errors of material properties. In addition, component
modes in the mid- to high-frequency range may be more sensitive to these modeling errors. Consequently, the component modal stiffnesses of each substructure are assumed to have uncertain variations from the nominal case. These uncertainties are incorporated into the model by assuming that each component mode group is associated with a random variable with uniform distribution. Thus the impedances in Eq. (27) are

\[ z_{ab}(\omega; \theta_1, \theta_2) = j\omega m_{ab} + \frac{\eta - j}{\omega} k_{ab} + \frac{\eta - j}{\omega} \sum_{i=1}^{2} \varepsilon_{iab} \theta_i \]

where \( m_{ab} \) and \( k_{ab} \) are the mass and stiffness coefficients, \( \eta \) is the damping coefficient and \( \varepsilon_{iab} \) is given by

\[ \varepsilon_{iab} = \begin{cases} \epsilon, & \text{if } n^{cc} + 1 + \sum_{j=1}^{i-1} n_j \leq a = b \\ 0, & \text{otherwise} \end{cases} \]

where \( n^{cc} \) is the number of retained CC modes and \( n_j \) is the number of retained component modes for the \( j \)th substructure. Two cases of variation strength are considered so that \( \epsilon \) is chosen to be 0.05/\( \sqrt{3} \) and 0.10/\( \sqrt{3} \), which correspond to standard deviations equal to 5% and 10% of their nominal values. For both cases, the ensemble-averaged power flow from Plate 1 to Plate 2 is calculated while Plate 1 is subjected to rain-on-the-roof excitation (the excitation that is spatially uncorrelated). The numerical calculation is carried out by using Monte Carlo simulations and two other approximations using Eq. (41) with polynomials of order 3 and order 5 (\( n_p = 3 \) and 5 in Eq. (30)). The Monte Carlo results are calculated from the power flow equation with 10,000 realizations, which is more than the number needed for the convergence of the solution. Thus the Monte Carlo results are used here as a benchmark for comparing other approximations.

Figure 2 shows that for \( \epsilon = 0.05/\sqrt{3} \), the results using polynomials of order 3 are in good agreement with the Monte Carlo results. However, in the case \( \epsilon = 0.10/\sqrt{3} \), as shown in Fig. 3, this approximation could not provide accurate results for this larger range of uncertainties. On the other hand, the Monte Carlo results in Fig. 3 are well approximated by using polynomials of order 5. Since using higher-order polynomials results in finer resolution over the random parameter space, more dramatic changes in the modal response can be captured using the approximations with higher-order polynomials.

**Variation of Physical Parameters**

The calculation of \( \hat{Y} \) in Eq. (43) induces considerable amount of computation effort since it requires inverting a full matrix. Thus, the statistical approximation is now applied to an alternative power flow formulation that uses a basis of global modes of the ROM. Even after the expansion resulting from Galerkin's method, all the coupling elements in the system impedance matrix are still very close to the diagonal, resulting in a banded matrix. As a result, this new formulation yields more reduction of computation cost.

If the platform is now chosen to be Eq. (16) instead of
Eq. (7), then Eq. (27) can be reduced to

$$
\tilde{z}_s(\omega; \theta) \tilde{v}_s(\omega; \theta) = \tilde{f}_s(\omega; \theta) \quad \text{for } s = 1, \ldots, n_{\text{ROM}}
$$

(48)

where \( \tilde{z}_s \), for \( s = 1, 2, \ldots, n_{\text{ROM}} \), are the diagonal elements of the impedance matrix \( \tilde{Z} \)

$$
\tilde{Z} = \frac{1}{j\omega} [-\omega^2 \tilde{M} + (1 + j\eta) \tilde{K}]
$$

(49)

where \( \tilde{K} \) and \( \tilde{M} \) are given by Eq. (17). When the uncertain parameters \( \theta \) are incorporated into this platform, \( \tilde{v}_s \) is approximated by polynomials in terms of \( \theta \) with unknown coefficients that can be re-ordered to be \( \bar{w}_s \). By applying Galerkin’s method with Legendre polynomials to Eq. (48), an equation similar to Eq. (33) may be derived and put into matrix form:

$$
\tilde{z}_s \bar{w}_s = \tilde{f}_s \quad \text{for } s = 1, 2, \ldots, n_{\text{ROM}}
$$

(50)

Then the unknown vectors, \( \bar{w}_s \), can be solved from Eq. (50). Next, Eq. (18) can be expressed as

$$
\Pi_i(\omega; \theta) = \frac{1}{2} \sum_{s=1}^{n_{\text{ROM}}} \text{Re} \left[ \tilde{f}_i(\omega; \theta)^* \tilde{v}_s(\omega; \theta) \right]
$$

$$
- \frac{1}{2} \sum_{r=1}^{n_{\text{ROM}}} \sum_{s=1}^{n_{\text{ROM}}} \tilde{v}_r(\omega; \theta)^* \tilde{C}_{irs}(\omega; \theta) \tilde{v}_s(\omega; \theta)
$$

(51)

where \( \tilde{f}_i \), \( \tilde{C}_{irs} \), and \( \tilde{v}_s \) are components of matrices \( \tilde{f}_i \), \( \tilde{C}_i \), and vector \( \tilde{v} \), respectively. Furthermore, the ensemble-averaged power flow is represented by

$$
E_\theta[\Pi_i(\omega; \theta)] = \frac{1}{2} \sum_{s=1}^{n_{\text{ROM}}} \text{Re} \left[ \int_\Omega p(\theta)^* \tilde{v}_s(\omega; \theta) d\Omega \right]
$$

$$
- \frac{1}{2} \sum_{r=1}^{n_{\text{ROM}}} \sum_{s=1}^{n_{\text{ROM}}} \int_\Omega p(\theta)^* \tilde{v}_r(\omega; \theta)^* \tilde{C}_{irs}(\omega; \theta) \tilde{v}_s(\omega; \theta) d\Omega
$$

(52)

where \( \Omega \) denotes the domain of \( \theta \). Next, the following assumptions are considered: \( \tilde{f}_i(\omega; \theta) \) and \( \tilde{C}_{irs}(\omega; \theta) \) are approximated in terms of \( \theta \) using quadratic polynomials; and every component of \( \theta \) is uniformly distributed over the range \([-1, 1]\). As a result, the modal velocities \( \tilde{v}_s(\omega; \theta) \) can be approximated by Legendre polynomials as

$$
\tilde{v}_s(\omega; \theta) = \sum_{0 \leq ||\theta|| \leq n_{\theta}} \tilde{w}_{a_1 a_2 \ldots a_s} \prod_{a=1}^{n_{\theta}} \theta_a P_{a_s}(\theta_a)
$$

for \( a = 1, 2, \ldots, n_{\text{ROM}} \)

(53)

Analytical solutions of Eq. (52) can be obtained by applying Eqs. (23) and (25). In the end, the ensemble-averaged power flow can be expressed in terms of \( \tilde{w}_s(\omega) \) as

$$
E_\theta[\Pi_i(\omega; \theta)]
$$

$$
= \frac{1}{2} \sum_{s=1}^{n_{\text{ROM}}} \text{Re} \left[ \tilde{f}_i(\omega)^* \tilde{w}_s(\omega) \right]
$$

$$
- \frac{1}{2} \sum_{r=1}^{n_{\text{ROM}}} \sum_{s=1}^{n_{\text{ROM}}} \bar{w}_r(\omega)^* \tilde{C}_{irs}(\omega) \tilde{w}_s(\omega)
$$

(54)

where \( \tilde{f}_i(\omega) \) is the expanded force vector and \( \tilde{C}_{irs}(\omega) \) is the expanded damping matrix.

Fig. 4 The finite element mesh of the L-shaped plate. The dimensions and material properties are: Young’s modulus \( E = 2.9 \times 10^7 \) psi, Poisson’s ratio \( \nu = 0.3 \), density \( \rho = 7.324 \times 10^{-4} \) lb/in\(^3\), thickness \( t = 0.4 \) in.

The second application considers the variations of physical parameters of the system and their effects on the ensemble-averaged response of power flow. The example structure is the L-shaped plate that consists of two rectangular plates as shown in Fig. 4. Each plate is considered as a substructure. A variety of uncertainties may be associated with this structure, such as uncertainties in the connection angle or the thicknesses of the plates. A finite element model of this plate was constructed using NASTRAN quadrilateral plate elements (element CQUAD4, 4 nodes/element, 6 DOF/node). The finite element mesh yields 4158 DOF and an upper frequency limit of approximately 1000 Hz.

The thickness of Plate 1 is considered to be uncertain in this case study. The variation from the nominal value of the thickness is assumed to be associated with a uniformly distributed random parameter. Three finite element models are used such that the thickness of Plate 1 varies from -10% to +10% of the nominal thickness. After the global modal impedances and forces are computed for each FEM, quadratic polynomial approximations in terms of the random parameter \( \theta \), such as Eq. (29), are obtained by a least-square fit. For modals quantities in high modal density regions, this approximation is coarse so that a cubic spline approximation may be more suitable. However, for very large systems, this process, which includes rebuilding the FEM, could require considerable computational effort.

Plate 2 is excited along the free edge lengthwise. The ex-
Fig. 5 Nominal and ensemble-averaged power flow from Plate 2 to Plate 1 of the L-shaped plate system.

Fig. 6 Comparisons of the ensemble-averaged power flow calculated by Monte Carlo simulations and the approximations using Legendre polynomials of order 5 and order 20. The thickness of Plate 1 is varied from -10% to 10% of its nominal value.

Galerkin’s Method with Locally Linear Interpolation Functions

The nominal power flow can be formulated using the CC modes or the global modes of the ROM. As mentioned in the previous section, the formulation using the global modes of the ROM is more suitable for deriving statistical approximations since the resultant approximations will be more computationally efficient. Therefore, the nominal power flow obtained from Eq. (18) and its corresponding system equations of motion, Eq. (16), are considered here. The modal velocities are approximated by a set of piecewise (locally-based) functions in place of the globally orthogonal polynomials. This results in a finite-element-like discretization over the random parameter space. This method will not necessarily yield faster convergence of the solution, but it permits the use of low-degree polynomials as the basis functions and thus allows a simpler and more general implementation.

Let \( \Omega \) be the domain of \( \theta \). It is assumed that each component of \( \theta \) is only probable within the range \([-1, 1]\) such that \( \Omega \) is a hypercube. Any bounded pdf can be assigned to this random variable set \( \theta \). Furthermore, \( \Omega \) is assumed to consist of subdomains \( \Omega^e \) such that \( \Omega = \bigcup_{e=1}^{n^e} \Omega^e \), where \( n^e \) indicates the number of elements (subdomains) that constitutes the entire parameter space. It is assumed that each component of the velocity vector \( \vec{v} \), may be approximated as

\[
\vec{v}_b (\omega; \theta) = N (\theta) a_b (\omega) = \sum_{e=1}^{n^e} N^e (\xi) a^e_b (\omega)
\]  

where \( N (\theta) \) is the global (the entire random parameter space) shape function while \( N^e (\xi) \) is the local shape function, with \( \xi \) representing the local coordinates; \( a_b \) and \( a^e_b \) are the corresponding global and local nodal coordinates, which are the unknowns to be solved for. Considering a simple case with three random variables such that

\[
\theta = [ \theta_1 \; \theta_2 \; \theta_3 ]^T , \quad \xi = [ \xi_1 \; \xi_2 \; \xi_3 ]^T
\]  

The random parameter space could be meshed by 8-node “brick” elements and \( N^e (\xi) \) could be represented by

\[
N^e (\xi) = \begin{bmatrix} N^e_1 & N^e_2 & \cdots & N^e_8 \end{bmatrix}
\]
which is a vector of linear interpolation functions such that
\[ N_f^* = \frac{1}{8} (1 + s_{11} \xi_1) (1 + s_{22} \xi_2) (1 + s_{33} \xi_3) \]  
where \( s_{ij} \) is a component of the matrix \( S \) such that
\[ S = \begin{bmatrix} -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 \\ -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 \\ -1 & -1 & -1 & 1 & 1 & 1 & 1 & 1 \\ \end{bmatrix} \]  
For cases with more than three random variables, hyper-cube elements may be used and the vector of linear interpolation functions can be readily extended to higher dimensions. First, Galerkin’s method is applied to Eq. (48) with the provided shape function \( N(\theta) \), yielding:
\[ \int_{\Omega} p(\theta) N(\theta)^T \bar{z}_b(\omega; \theta) N(\theta) \, d\Omega = \int_{\Omega} p(\theta) N(\theta)^T f_b(\omega; \theta) \, d\Omega \]  
for \( b = 1, \ldots, n_{\text{ROM}} \)  
(60)

Next, noting that \( a_b(\omega) \) is a constant with respect to the integration, it is taken out of the integral on the left-hand side of Eq. (60). This integral is then expressed as the sum of integrals over the subdomains
\[ \int_{\Omega} p(\theta) N(\theta)^T \bar{z}_b(\omega; \theta) \, d\Omega = \sum_{e=1}^{n^E} \int_{\Omega_e^*} p(\xi) \bar{z}_b(\omega; \xi) N(\xi)^T N(\xi) \frac{\partial \Omega}{\partial \Omega_e} \, d\Omega_e \]  
\[ = \sum_{e=1}^{n^E} \int_{\Omega_e^*} p(\xi) \bar{z}_b(\omega; \xi) N(\xi)^T N(\xi) \left[ \begin{array}{cccc} N_1^T & N_2^T & \cdots & N_{n^E}^T \\ N_2^T & N_2^T & \cdots & N_{n^E}^T \\ \vdots & \vdots & \ddots & \vdots \\ N_{n^E}^T & N_{n^E}^T & \cdots & N_{n^E}^T \end{array} \right] \frac{\partial \Omega}{\partial \Omega_e} \, d\Omega_e \]  
Thus, the modal impedance, \( \bar{z}_b \), is discretized by Eq. (61), and the integrations of each element impedance in Eq. (61) are performed numerically by applying efficient Gaussian Quadrature schemes. Similarly, the right-hand side of Eq. (60) is given by
\[ \int_{\Omega} p(\theta) N(\theta)^T f_b(\omega; \theta) \, d\Omega = \sum_{e=1}^{n^E} \int_{\Omega_e^*} p(\xi) f_b(\omega; \xi) \frac{\partial \Omega}{\partial \Omega_e} \, d\Omega_e \]  
(62)

Hence, Eq. (60) can be cast into the matrix form
\[ \bar{z}_b a_b = \hat{f}_b \]  
for \( b = 1, 2, \ldots, n_{\text{ROM}} \)  
(63)

where \( \bar{z}_b \) is the impedance matrix for which the elements are obtained from Eq. (61), and \( \hat{f} \) is the force vector for which the elements are given from Eq. (62). From Eq. (51), the ensemble-averaged power flow is now expressed by
\[ E_\theta [\Pi_\theta(\omega; \theta)] = \frac{1}{2} \sum_{b=1}^{n_{\text{ROM}}} \text{Re} \left[ \int \theta p(\theta) \bar{f}_b(\omega; \theta)^* \bar{v}_b(\omega; \theta) \, d\Omega \right] \]  
\[ = \frac{1}{2} \sum_{b=1}^{n_{\text{ROM}}} \sum_{c=1}^{n_{\text{ROM}}} \text{Re} \left[ \int \theta p(\theta) \bar{v}_b(\omega; \theta)^* \bar{C}_{bc}(\omega; \theta) \bar{v}_c(\omega; \theta) \, d\Omega \right] \]  
(64)

Next, noting that \( a_b(\omega) \) is a constant with respect to the integration, it is taken out of the integral on the left-hand side of Eq. (60). This integral is then expressed as the sum of integrals over the subdomains
\[ \int_{\Omega} p(\theta) N(\theta)^T \bar{z}_b(\omega; \theta) N(\theta) \, d\Omega = \sum_{e=1}^{n^E} \int_{\Omega_e^*} p(\xi) \bar{z}_b(\omega; \xi) N(\xi)^T N(\xi) \frac{\partial \Omega}{\partial \Omega_e} \, d\Omega_e \]  
\[ = \sum_{e=1}^{n^E} \int_{\Omega_e^*} p(\xi) \bar{z}_b(\omega; \xi) N(\xi)^T N(\xi) \left[ \begin{array}{cccc} N_1^T & N_2^T & \cdots & N_{n^E}^T \\ N_2^T & N_2^T & \cdots & N_{n^E}^T \\ \vdots & \vdots & \ddots & \vdots \\ N_{n^E}^T & N_{n^E}^T & \cdots & N_{n^E}^T \end{array} \right] \frac{\partial \Omega}{\partial \Omega_e} \, d\Omega_e \]  
Thus, the modal impedance, \( \bar{z}_b \), is discretized by Eq. (61), and the integrations of each element impedance in Eq. (61) are performed numerically by applying efficient Gaussian Quadrature schemes. Similarly, the right-hand side of Eq. (60) is given by
\[ \int_{\Omega} p(\theta) N(\theta)^T f_b(\omega; \theta) \, d\Omega = \sum_{e=1}^{n^E} \int_{\Omega_e^*} p(\xi) f_b(\omega; \xi) \frac{\partial \Omega}{\partial \Omega_e} \, d\Omega_e \]  
(62)

Hence, Eq. (60) can be cast into the matrix form
\[ \bar{z}_b a_b = \hat{f}_b \]  
for \( b = 1, 2, \ldots, n_{\text{ROM}} \)  
(63)
be known a priori, such that Eqs. (65) and (66) can be evaluated. As mentioned previously, the element-wise integrations of Eqs. (65) and (66) are performed by using Gaussian Quadrature methods, in which discrete data points of the integrands are needed. The discrete data points of $f_{i\alpha}(\omega; \boldsymbol{\theta})$ and $C_{\text{inc}}(\omega; \boldsymbol{\theta})$ are obtained by interpolating the data from 125 FEMs of this varying system. Moreover, in Eq. (64), the number of DOF of the ROM is fixed at 83, which provides accurate results up to 800 Hz for the power flow in the nominal system.

Figure 7 shows the results of the ensemble-averaged power flow considering the variations of the three physical parameters. The excitation is a sinusoidal force distributed along an edge of Plate 2 as in the previous case. When applying the approximation using locally linear interpolation (LLI) functions, or Eq. (64), the parameter domain is divided into $8 \times 8 \times 8$ cube elements. In Fig. 7, it is seen that the results from the LLI approximation closely match those from Monte Carlo simulations using 1,000 realizations. Since these results have clearly converged, the sensitivities of the system relative to the variations of the parameters can be further examined. Now based on this system set-up, $\theta_3$ is fixed at zero such that the only random parameters are $\theta_1$ and $\theta_2$. The ensemble-averaged power flow of this case is shown in Fig. 8. Next, $\theta_1$ and $\theta_2$ are alternately fixed at zero, and the power flow results are also shown in Fig. 8. The distributions of total transmitted power in the frequency range of $[0, 800]$ Hz for these three cases are shown in Fig. 9. These sensitivity information can be readily retrieved from this approximation. Plate 1 and Plate 2 are nominally similar, so that power flow is strongest when the thicknesses are identical. These results agree with the findings of Ref. 11. Furthermore, this system is less sensitive to small variations in the connection angle when the nominal connection angle is 90 degrees, as shown in Ref. 12.

**Conclusions**

Considering the variations of system parameters, approximations for the ensemble-averaged power flow were presented. These statistical approximations are based on the nominal power flow formulations presented in Ref. 4, which employ characteristic constraint (CC) modes to capture the motion of the interface between component structures. In this paper, each modal response was expanded in a series of globally orthogonal polynomials or locally linear interpolation functions in terms of the random system parameters. Then, the system equations were derived using Galerkin's method such that the averaged power flow could be solved for.

The approximation using globally orthogonal polynomials was presented first. The choice of classical sets of orthogonal polynomials is based upon the pdf associated with the set of uncorrelated random system parameters. This approximation is versatile enough to accommodate the variations of both modal parameters and physical system parameters. The first application considered the random parameters to be associated with the component modal stiffnesses. The approximation with polynomials of order 3 compared very well to the Monte Carlo results for small variations of the parameters. Yet an approximation with polynomials of order 5 was needed to give satisfactory results when the variations were large. The next application considered the variation of the thickness of a L-shaped plate system. The approximations of the global modal quantities in terms of the random parameters were first obtained. Then two approximations with polynomials of low and high orders were shown to match the Monte Carlo results with different degree of convergence.

Next, the approximation using locally linear interpolation (LLI) functions was presented. This approximation enables a simpler and more systematic implementation that can be applied to a variety of systems. The system of the L-shaped plate with three uncertain physical parameters was...
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obtained using this approach.

Fig. 9 The distributions of total transmitted power with respect to two system parameters correspond to the three cases shown in Fig. 8. (a) The power flow with respect to $\theta_2$ and $\theta_1$. (b) The power flow with respect to $\theta_2$ and $\theta_3$. (c) The power flow with respect to $\theta_1$ and $\theta_3$.

considered. The LLI results were seen to closely match the Monte Carlo results. Furthermore, sensitivity analyses can be readily performed by using this approximation.

In general, these statistical approximations are much more computationally efficient than Monte Carlo methods when obtaining the same degree of accuracy. In addition to fast convergence of the mean power flow, these approximations, unlike Monte Carlo simulation, provide insight into the behavior and sensitivity of the system under different parameter uncertainties, since the full description of every modal velocity in terms of the random parameters is also