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A modular particle-continuum (MPC) numerical method is used to simuate steady-state hypersonic flows
which exhibit local regions of non-equilibrium embedded within mainly cortinuum flow fields. The MPC
method loosely couples direct simulation Monte Carlo (DSMC) and NavieStokes (NS) methods which operate
in different regions, use different mesh densities, and are updateusing different sized timesteps. The MPC
method is applied to both a hollow cylinder flare and planetary probe gemetry and results are compared
with full NS and DSMC simulations as well as with experimental data. MRC simulations are demonstrated
to reproduce experimental and full DSMC simulation results for surface and flow field properties including
velocity slip, temperature jump, thermal non-equilibrium, heating rates, and pressure distributions with high
accuracy. The hollow cylinder flare problem provides an insightful test case for the MPC method, however, it
is found un-suitable for practical hybrid simulation. Orders of magnitude variation in mean-free-path for the
planetary probe problem make it an excellent candidate for hybrid sirulation. For this case, MPC results are
obtained approximately 12.5 times faster than a full DSMC simulatiorwhile requiring 20% of the memory.

[. Introduction

H YPERSONICVehicles generate multi-scale gas flows as a result of boge heariations in mean-free-path and
short characteristic length scales. A particular scaletefrest that captures the degree of collisional-equilitri
within a gas is the Knudsen numbé€r(), which is defined as the ratio of the mean-free-padt¢ a characteristic
length scale of interestc). At most altitudes\ is small and there is an enormous number of gas-particlésicols
occurring over most practical length scaléa(< 0.01). As a result, for the majority of aerospace flows, the gas
behaves as a continuous fluid for which the continuum Nastekes (NS) equations provide an accurate physical
model that can be solved efficiently using techniques froom@uatational Fluid Dynamics (CFD). However at high
altitudes wheré may approach the characteristic dimension of a vehi¢iex 0.1), the continuum assumption breaks
down and a particle or kinetic description of the gas is negfLi The direct simulation Monte Carlo (DSMC) metfod

is currently the most popular method for high-speed nonlibgum flows. DSMC directly simulates a gas flow by
tracking a representative number of simulated particlesutih a computational mesh which collide with each other
as well as with the vehicle surface. A limitation of the DSM@thod is that it becomes computationally expensive in
the continuum regime due to correspondingly small moleapatial and temporal scales, which must be resolved to
the order ofA and the mean-free-timed) respectively.

Generally, the global Knudsen numbégng) which uses the free-stream value Jofand an overall dimension
of the vehicle forl;, provides a good indication of whether the flow is continuurmon-equilibrium. However,
difficulty arises for low Knudsen number flowKiy < 0.001) where hypersonic velocities induce localized regions
of non-equilibrium imbedded within a mostly continuum flowor example, DSMC may be required to accurately
model the flow over sharp leading edges, inside shock waws)dary layers, and wake regions, while remaining
computationally expensive for the majority of the flow. Fdurii body flows, in order to obtain accurate results in
the wake region without resorting to a full DSMC simulatiéronally decoupled” DSMC-NS simulations have been
performed®™ Here, the dense fore-body flow is computed separately usM§ aolver and the exit-plane solution
is specified as inflow conditions for a decoupled DSMC sinioifedf the entire wake region. Although accurate and
more efficient than full DSMC, this approach requires a4pkoowledge of a suitable particle-continuum interfacd an
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therefore lacks generality. Various researchers haveggegphybrid numerical methods which adaptively re-pasitio
the particle-continuum interfaces during a single hybiidwation and couple particle and continuum regions by
transferring information across this interfaté® Such hybrid DSMC-CFD algorithms have been under developmen
for over a decade, and they have yet to clearly show their g@of significant speedup over full DSMC simulation.
A more detailed overview of these various methods and cosgrawith the hybrid numerical algorithm used in this
article can be found in Ref. 11. In this study, the modulatip@-continuum (MPC) algorithit is used to simulate
steady-state hypersonic flows. The MPC method was initiélyeloped and tested for 1D normal shock wéates
as well as for hypersonic flow over a 2D cylinder geométryThe MPC algorithm loosely couples DSMC and NS
regions which have different mesh densities and are updeied different timesteps. Such an approach enables both
spatial and time-scale decoupling while lending itself tn@dular implementatidt which utilizes existing, state-of-
the-art, DSMC and NS codes (unmodified) within the hybridecdebr flow over a 2D cylinder, the MPC method has
been shown to reproduce the flow fields, surface properties|acal velocity distributions predicted by full DSMC
simulations 1.4 to 3.3 times faster while requiring less mgmRecently, a similar loosely-coupled approach was used
by Wu et al1® to simulate hypersonic flow over a wedge as well as expandiaitrogen gas from a 3D nozzle into

a near-vacuum. The authors use a shell script to couplerexidSMC and NS codes. The resulting numerical cycle
differs from the MPC algorithm in a subtle but important manregardingvheninformation is transferred between
DSMC and NS regions; an issue which is discussed in sectiaf this article. Finally, while their hybrid solution
for the wedge flow agreed well with full DSMC flow field resultbe simulation was reported to take longer than a
pure DSMC simulation.

In this article, the MPC method is applied to two popular lenark problems; a hollow cylinder flare geometry
and a planetary probe geometry. These axi-symmetricow flows provide a significant challenge for the MPC
algorithm compared with the previous MPC research citedr@bdligh-quality experimental data is available for
both problems and has been used extensively to validatel®thC and CFD methods in the literature. A detailed
description of both problems as well as a comparison of éxyaantal results with pure NS and pure DSMC simulations
is presented in section Il. A brief overview of the MPC nurnalicycle is presented by showing the progression
of a hybrid simulation in section Ill. The accuracy of the fiMPC solutions with respect to flow field features,
velocity slip, temperature jump, thermal non-equilibriuamd surface properties is investigated in section IV. The
computational efficiency gained over pure DSMC simulatisraliso discussed in section IV and conclusions are
presented in section V.

Il. Navier-Stokes and DSMC Simulation

A. Numerical Methods

Particle regions are simulated using MONAC®a general, cell-based implementation of the DSMC methatie
variable hard sphere (VHS) collision model is employed Whisults in the following macroscopic viscosity model:
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All numerical results presented in this article are for dilatc nitrogen with a reference diameterayfs = 4.17 x
10719 m at a reference temperatufBes = 273 K. The power law exponenty, is set equal to F5, mis the mass
of an N, molecule, anck is the Boltzmann constant. MONACO employs the variabletiatal energy exchange
probability model of Boyd” where the reference temperature for rotational energyamgd is specified as BK
and the maximum rotational collision number asll&nergy transfer to vibrational modes is not considered.
Continuum regions are simulated using the LeMANS cBtédor the results of this article, it is assumed that
rotational and translational energy modes can be deschigesl single temperatur€ in continuum regions. The
vibrational energy mode is not considered. The resultingegdng equations are the well-known, 2D laminar, com-
pressible, Navier-Stokes (NS) equations. The viscosityhénNS solver is modelled using Eqg. 1 in order to match
exactly the viscosity model used in DSMC. LeMANS solves #@sof equations using a finite-volume formulation.
The inviscid fluxes between the mesh volumes are discretizety a modified form of the Steger-Warming Flux
Vector Splitting® which is less dissipative than the original form. The modifierm is thus adequate to calculate
boundary layers and the scheme switches back to the orifgimal of Steger-Warming near shock waves. The vis-
cous terms are calculated using the values of propertideatdll centers and at the nodes. The time integration is
performed using a point-implicit method. Finally, no-stipnditions are applied to both velocity and temperature on
all surfaces for the results of this article. Specific dstaflthe numerical method are contained in Ref. 18.
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B. Hollow Cylinder Flare
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Figure 1. Hollow cylinder flare geometry (dimensions in mm) aul variation of A.

Table 1. Experimental flow conditions for hollow cylinder flare and planetary probe problems.

Case | Mo | U [/ | po[kg/m?] | Tw K] | Tw [K] | TW[K] | Kng |
Hollow Cylinder Flare|| 12.4 | 2484.1 | 5566x 1074 | 95.6 2486.7 297.2 | 0.0008
- CUBRC Run 11 - (not used)
Planetary Probe 20.5| 1633.0 | 4660x 104 | 15.3 15.3 300.0 | 0.001
- SR3 Case 3 - (not used)

*Kng is based on the length of the cylinder, the diameter of thegtéry probe, and the VHS value for

The hollow cylinder flare geometry is detailed in the top af.Fi. The viscous interaction at the sharp leading-
edge generates a boundary layer and weak shock wave whichrtegact with the stronger shock generated by
boundary layer separation at the flare junction. This shefadek interaction, which occurs near the surface of the
flare after the junction, in-turn affects the size of the sepan region. This strongly coupled and highly nonlinear
flow provides a challenging case for the validation of bottbGihd DSMC methods. The flow conditions investigated
are those of Run 11 performed in the Large Energy NationatISKIoENS) facility at the Calspan - University of
Buffalo Research Center (CUBRC). The experimental resudt® made public after a blind code validation exercise
organized by Holden at the 2001 AIAA Aerospace Sciences iMgén Reno, N\2%-2! For the Run 11 conditions,
Navier-Stokes simulatioRépredicted a larger separation region than measured exgetatty. The same simulations
also highlighted the sensitivity of the solution to gridekgion, numerical flux function, and limiters used in thelCF
code. Further investigation by Candktral 23 determined that the free-stream conditions had a signtfaaount of
thermal non-equilibrium due to frozen vibrational relamatduring the rapid nozzle expansion in the LENS facility.
As a result, new revised free-stream conditions were defimethis case. The current study uses these revised flow
conditions which are listed in Table 1. It should be noted tha vibrational energy mode is assumed to be frozen
throughout the flow and the vibrational temperature is tioeeenot used in any NS, DSMC, or hybrid simulations
presented in this article. The LeMANS code as describedaimused to solve the NS equations for the hollow
cylinder flare geometry detailed in Fig. 1 and for the flow dtinds listed in Table 1. Solutions are obtained on three
mesh densities of 550x125, 1100x250, and 2200x500 cellséshl, mesh2, and mesh3, respectively. Results for
the coefficient of pressur€p = (p— p=)/(0.5)p.U2] are displayed in Fig. 2(a) in order to verify grid-independe
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and compare the NS solution with experimental results. A« & Fig. 2(a) the solutions on mesh2 and mesh3 are
virtually identical and the NS equations predict a sepanatégion significantly larger than measured experimentall
As a result, the separation shock forms earlier which catlsestrong interaction region, and thus the peak surface
pressure, to occur further downstream than observed empetally. Although not shown, the NS equations (using
no-slip boundary conditions) significantly over-predigtface heating and shear stress right at the leading edpe of t
hollow cylinder. The surface pressure distribution pregticoy LeMANS in Fig. 2(a) is in excellent agreement with
simulations performed by Candlet al?® with respect to the precise location of flow separation, teakpsurface
pressure, and the over-prediction of surface pressurg ahanflare.
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(a) Navier-Stokes results (LeMANS). (b) DSMC results (MONACO).

Figure 2. Navier-Stokes and DSMC grid convergence studiesifthe hollow cylinder flare geometry.

Table 2. DSMC prediction for the location of flow separation ard approach to steady-state.

sampling interval [ms]\ Xsep [M] \ %change/m#

0.5-0.75ms 0.09316 -

15-1.75ms 0.08936 4.0%
2.0-2.25ms 0.08856 1.8%
3.0-3.25ms 0.08806 0.6%

In the blind code validation exercise, the DSMC method mtedi leading edge surface properties and the size
of the separation region well. The largest discrepancy with experimental results wasdalownstream of the flare
junction whereh becomes small. This can be seen in the bottom of Fig. 1 wherbahd-sphere value a&fis seen
to decrease by an order of magnitude after the flare junckonthis reason, fine resolution (cell size and time-step)
is required for the flare region in a DSMC simulation. SubseiDSMC simulatior@ have improved the resolution
and produced excellent results compared with the expetahdata. The MONACO code as described above is used
to calculate the flow field and surface properties for the Rufidw conditions listed in Table 1 using both mesh2 and
mesh3. The least resolved region in mesh2 and mesh3 is atrffages along the flare where cell dimensions axe 4
and 2 respectively, in the direction normal to the wall. The mesim3ulation uses twice as many simulated particles
as the mesh2 simulation and both contain at least 15 parfielecell. The flow is axi-symmetric where cell-volumes
in DSMC become larger as distance from the axis increasethanefore contain more particles. However, since the
entire computational domain is located away from the axisyofimetry, the effect is minimal and no cell-weighting
is used for DSMC simulation of the hollow cylinder flare. Ctamg DSMC timesteps of & 102 s are used which
are verified to be less than8x 1. everywhere. In addition to cell size and time-step restmg, a DSMC simulation
must be allowed to reach steady-state before sampling cfcthion begins. In order to demonstrate this, Fig. 2(b)
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shows the MONACO solution on mesh2 sampled at various tirAesdose-up view of the separation region clearly
demonstrates that the size of the separation region iresesdgnificantly between the sampling periods of 0.5-0.75 ms
and 1.5-1.75 ms and remains relatively constant theredfter precise location of flow separation is best determined
as the location on the surface where the shear-stress becmyative. Although profiles of shear-stress are not shown
here (and were not measured experimentally), the pointazragion &sep predicted by MONACO for each sampling
interval is listed in Table 2. By noting the percentage cleaimgsep per millisecond, it is evident that the size of the
separation region has effectively reached steady-sttge B6 ms. DSMC simulations of this same case performed
by Moss and Bird* draw the same conclusion and predict a similar level of agese with experimental data as the
MONACO results in Fig. 2(b). Compared with the NS resultsim 2(a), DSMC is seen to better predict the extent of
flow separation for the Run 11 conditions. Finally, companisf the solutions obtained on mesh2 and mesh3 (for the
same sampling interval) demonstrates that mesh2 provitksuate resolution for a DSMC simulation. Although the
mesh3 solution predicts a slightly higher surface pressside the separated region, the location of flow separation
and the remainder of the profile agree very well with the mesii@tion. It is interesting to note that for the Run 11
conditions, the mesh density required to obtain a gridedeent NS solution (mesh?2) is the same as that required
by a corresponding DSMC simulation.

C. Planetary Probe
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(a) Planetary probe geometry (dimensions in mm) and variatidn of (b) NS and DSMC translational temperature.

Figure 3. Particle and continuum simulation of the planetary probe configuration.

The planetary probe geometry is detailed in the top of Figa) 3¢here the diameter of the probe is 5 cm
(Ry, = 0.025 m), the nose radiu®, = 0.5 x Ry, ands is the distance around the surface. Experimental data was
obtained in the SR3 wind tunnel in Meudon, France. Threectasditions were considered where the free-stream was
nitrogen at a nominal Mach number of 20 with free-stream itiessof 17 x 105, 5.2 x 10>, and 466 x 10~ kg/m®,
corresponding té&ng values of 0.03, 0.01, and 0.001 respectively. Experimetattd and numerical simulation results
for these cases are summarized in Ref. 25. A “zonally deedlipproach has been applied to this same case
where the dense fore-body flow is computed separately ush§ solver and the exit-plane solution is specified as
inflow conditions for a decoupled DSMC simulation of the emtivake region. It should be noted that although the
experiment supported the model with a sting, the zonallpdpled simulations did not include the sting. In order to
investigate the size of the wake vortex and compare with tmally decoupled results, the present study also does
not include the sting. The low density (hidgtng) cases are found to lie entirely in the rarefied (non-equilin)
regime and can be solved efficiently using full DSMC simwalati This article will focus on the highest density case
whose initial conditions are listed in Table 1. As depictedhie bottom of Fig. 3(a), the hard-sphere valua ofries
by 2 orders of magnitude between the stagnation and neas-regfons. In a full DSMC simulation, since the local
cell size (in each dimension) must scale withan enormous number of cells (and therefore simulationgbes) are
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required to simulate the fore-body flow. In addition, the flmnaxi-symmetric where regions of the computational
domain include the axis of symmetry. Cells far away from tkis have orders-of-magnitude larger volumes than cells
near the axis and as a result would require a prohibitive rurobparticles to model the same density. For this reason,
radial cell-weighting must be used for DSMC simulation. ®ffective weight in each cell (defined as the number
of real particles represented by each simulated partislgjcreased by a factor of 4 for each factor of 4 increase in
distance from the axis of symmetry. The translational temamjpee fields calculated using both MONACO (DSMC)
and LeMANS (CFD) are shown in Fig. 3(b). Here both DSMC and GR&thods predict the same fore-body flow
and only differ near the shoulder and in the near-wake reditre temperature shock predicted by DSMC is seen to
be thicker and to begin slightly upstream of the locatiordfmted by CFD simulation. This is a well known prediction
of DSMC, whereas the density shock location (shock stardisfnce) is verified to be the same for both simulations.
Streamlines originating from identical points are plotiedrig. 3(b) for both DSMC and CFD solutions which show
that the NS equations predict a larger vortex in the wake BfalIC. In addition, streamlines are seen to lie closer to
the surface in the DSMC solution, signifying velocity slipthe shoulder and base regions of the planetary probe.

[ll.  Modular Particle-Continuum (MPC) Numerical Method

A. Problem setup

The modular particle-continuum (MPC) numerical methoddusethis article is completely detailed in Ref. 11 and
is now briefly outlined. The MPC method begins with a CFD dolubbtained on a mesh designed to solve the NS
equations. An estimate of local continuum breakdown is ilenv by the gradient-length Knudsen nunfSer

KneL = max<g|DQ|) , 2)

whereA is calculated consistent with the variable-hard-spherdS)Ymodel and the maximum is taken over the
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Figure 4. Interface locations (top) and mesh refinement (badm) for the hollow cylinder flare.

flow quantities Q) of interest: densityd), temperatureT), and velocity magnitude\{|). Cells in whichKng, >
Breutoff are labelled as DSMC cells and the remainder as NS cellsdifirsing an interface between the two regions.
Previous studies have recommentfednd validatet 13 a cutoff value ofBreyior = 0.05 which is the value used
for the planetary probe simulation. Whereas, a lower valuBrgfio = 0.03 is used for the hollow cylinder flare
simulation. In order to create an overlap region where batthods are used, the DSMC regions are then extended
further into the continuum region by a numbegrap Of cells. Both the hollow cylinder flare and planetary probe
simulations use a value 0fyeriap= 4. Extended DSMC regions are further surrounded by a layBSMC boundary
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cells and NS regions are surrounded by a layer of NS bound#gis; dNow that all regions and boundaries have been
initialized, the mesh inside DSMC regions is refined to ttealoalue ofA. This procedure is described in Ref. 14
which also uses flow gradient information from the NS solutmset more stringent refinement in the direction of flow
gradients and relax the refinement in other directions. Titial particle region (including the overlap) for the ramh
cylinder flare is shown in the top of Fig. 4 and a portion of thesimis depicted in the bottom of Fig. 4. Likewise,
the initial particle region for the planetary probe problemshown in Fig. 5(a) and a portion of the mesh near the
capsule shoulder is shown in Fig. 5(b). Initially particere generated in all DSMC cells (using a Chapman-Enskog
velocity distributiort’) such that they are consistent with the NS solution. As thDSegions iterate and particles
collide with each other and with surfaces, the DSMC soluiomceeds away from the initial continuum NS solution
towards the correct non-equilibrium solution. As this pession and relaxation occurs, DSMC and NS regions are
loosely coupled and interface locations are periodicgigtaied throughout the simulation. As an example, the final
steady-state interface locations for the hollow cylindarefland the planetary probe are shown in the top of Fig. 4 and
in Fig. 5(a) respectively. Finally, since the creation oftjgde and continuum regions as well as the mesh refinement
are automatic in an MPC simulation, the user-time requiceset up an MPC simulation involves creating the NS
mesh and is therefore identical to the setup time required fall NS simulation of the problem.
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Figure 5. Interface locations and mesh refinement for the plaetary probe.

B. Numerical cycle and progression of hybrid solution
The loosely coupled numerical cycle employed in the MPC wafthcan be summarized as follows:

1. UsingKng, setup the initial DSMC and NS domains based on an initial di&t®n and refine DSMC regions
to A. Generate patrticles throughout the entire DSMC domain.

2. Allow DSMC regions to progress and relax with the curremifidary conditions, while adaptively repositioning
the interfaces (utilizing the overlap region) without usthe NS solver at all.

3. After the DSMC solution and interfaces stop changing,tbheecurrent DSMC solution to set the NS boundary
conditions. Significantly converge the NS region.

IF the new NS solution changes the state in any DSMC boundary-eelreturn to 2.
ELSE , if the new NS solution does not change the state in any DSM@dbary cell— continue to 4.

4. Since the NS region is convergadd the DSMC solution is no longer changing, the interfaces malllonger
change and steady-state has been reached. Lock the ieterfamove the overlap regions, and cycle both the
DSMC and NS solvers (coupling occasionally) until the DSM@atter and NS residual fall below threshold
values.
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The hybrid numerical cycle used by Vétial 1° is similar to the above MPC cycle and adds further evidenatgh
loosely-coupled approach is well suited for high-speeshdy-state flows. One difference is that while @fal. use
a cumulative (sampled) average inside time-varying DSMfores, the MPC method uses a sub-relaxation avéfage
to track macroscopic variations with low scatter in DSMCioag. Tracking variations in DSMC regions with the
sub-relaxation average provides very useful informatiothé MPC cycle regarding when to transfer information and
allows the interfaces to adapthile DSMC regions are progressing towards steady-stat.second important dif-
ference lies in step 2 of the MPC cycle; allowing the integfato stop moving before any information is transferred.
This ensures that interfaces are indeed located in neainoom flow as specified by the continuum breakdown para-
meter KngL) before any information is transferred into the continuwgion. This has been shown to be especially
important in the vicinity of strong shock wavés.
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Figure 6. Progression and relaxation of DSMC regions within he MPC cycle.

Figures 6(a) and 6(b) show MPC solutions at various stageagistep 2 of the above MPC cycle for both the
hollow cylinder flare and planetary probe cases respeygtivalFig. 6(a) the translational temperature profile along
cut C2 (shown previously in Fig. 4) is plotted at four intdsydp, t1, to, andts. Since the initial boundary layer
development (at the leading edge) is enclosed entirely b@IsIO region (see top of Fig. 4), both temperature jump
and velocity slip at the surface are captured. As a resdtywidak leading edge shock predicted by DSMC lies closer
to the surface than predicted by the NS equations employaaglip conditions. As DSMC regions are allowed to
iterate (from timetg throughts), the solution progresses significantly towards the finalezxt solution predicted by a
full MONACO (DSMC) simulation including velocity slip, teperature jump, and thermal non-equilibrium. As this
progression occurs the interface locations are updatedhwhs seen in Fig. 4, actually follow the shock movement
towards the lower position predicted by full DSMC. The moesnof the hybrid interfaces is entirely facilitated by
the overlap region which allows for local differences betwéSMC and NS solutions to develop and be detected
by the continuum breakdown parameterA close up look at the shock region in Fig. 6(a) shows threelapping
regions; DSMC inside the shock (lind& — d2), NS in the continuum region between the shock and bourldgey
(linesnsl — ng2), and DSMC in the boundary layer (below lid8). The MPC solution is initialized to the NS solution
(the profile at timep) and after 2000 DSMC timesteps has progressed to the praffigdléd as;, which at this point
has not clearly progressed in the proper direction. Howéwesttep 2 of the MPC cycle, as long as the DSMC regions
and interfaces continue to change, no information is teansfl to the NS regions and DSMC iterations continue.
After 4000 more DSMC timesteps, the solution reaches thilg@tabelled as timé,. At this point, variations inside
the DSMC regions have ceased and repeated implementatsdepo? no longer results in movement of the interfaces.
The MPC cycle has reached step 3 and information is now weamesf to the NS regions. It is important to notice the
role of the overlap region between lind3 andns2. Although thet, profile is fixed by incorrect boundary conditions
at lined3, within this overlap region it recovers and by ling, is very close to the final DSMC result. Thus, during
step 3 of the MPC cycle, when information is transferred &NI$ regions, the new NS boundary condition is taken on
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line n. After convergence of the NS regions, the profile labetad obtained which shows significant progression
towards the correct DSMC profile. At this point, step 3 is ctetgpand the cycle returns to step 2 with new (and more
accurate) DSMC boundary conditions supplied from the N®repat linedd1, d2, andd3.

For the planetary probe simulation, the same progressidmedaxation process is seen along th& dét through
the shoulder of the capsule (shown previously in Fig. 5@l is plotted in Fig. 6(b). Figure 6(b) demonstrates again
how the overlap region provides a buffer which allows DSM@ &5 solutions to differ. The more accurate DSMC
information is then used to update the NS boundary conditiorhis is evident in the bottom of Fig. 6(b) where
although the DSMC density at the edge of the overlap regisetidy the NS solution, inside the overlap region the
DSMC density differs from the NS result. When the DSMC solui®used to set new NS boundary conditions, the
NS density profile will be shifted into better agreement viita full DSMC simulation (a lower density). The shifted
NS solution will then provide more accurate boundary caord for the DSMC region and the above MPC cycle will
repeat itself until step 4 is reached.

IV. Hybrid Results

Previous research focusing on 1D normal shock weasd hypersonic flow over a 2D cylind&¥,13 4for which
Kng = 0.01, demonstrated the accuracy of the MPC method for compélow field data, velocity distributions, and
surface properties. The loing hollow cylinder flare and planetary probe problems studiethis article provide
a significant challenge for the MPC algorithm compared wiils previous MPC research. The results of both the
previous and current section demonstrate further esseapabilities of the MPC method. Such capabilities include
the ability to adapt interfaces to moving flow features, infation transfer which significantly alters the solution in
hybrid-NS regions, substantial variation in mesh denséieen continuum and particle regions for more complex
geometries, and finally, the ability to handle axi-symneeflbws which may necessitate the use of cell-weighting
factors in DSMC regions.

A. Hollow Cylinder Flare

The current implementation of the MPC method is restrictesetrial (single CPU) processes. Due to computational
time and memory restrictions, the initial NS solution usethat obtained on mesh1. DSMC regions are further refined
to the local value ol which results in a mesh density slightly higher than that esh®2. A portion of this hybrid
mesh was shown earlier in Fig. 4. As seen in Fig. 2(a) the N&isolon meshl is very close to the grid-converged
result on mesh2 except that the separation region is slighthller. The size of the separation region on mesh1 is still
sufficiently larger than that predicted by DSMC and thug ptibvides a challenge for the MPC method. Beginning
the MPC simulation using the NS solution on mesh1l also all@stng of the mesh refinement procedures for the
hollow cylinder flare.

In order to provide detailed comparisons between full NSMQ$ and MPC simulations, flow properties are
extracted along various cuts normal to the cylinder flaréaser The results along cu®l, C2, C3, andC4 (from
Fig. 4) are shown in Figs. 7(a), 7(b), 7(c), and 7(d), redpelgt Near the leading edge, the breakdown parameter
sets up a DSMC region which completely envelopes the initirindary layer growth and leading edge shock. As
seen in Fig. 7(a), the shock/boundary layer height predliatdocationC1 by full DSMC is lower than that predicted
by the initial NS solution. In addition, DSMC is seen to pidiignificant velocity slip, temperature jump, and
thermal non-equilibrium at this location. The MPC methodégn to very accurately reproduce full DSMC results
near the leading edge and at the same time has lowered thfadetéocation from its initial position of approximately
Y = 0.0364m¢to a final position of¥ = 0.0355m. At locationC2, the shock and boundary layer become more distinct
and Fig. 7(b) shows that the MPC method now solves the NS ieqsah a continuum region between the shock and
boundary layer. Again, the MPC method captures the new sloaekion as well as the thermal non-equilibrium and
temperature jump predicted by full DSMC very accuratelye MiPC profile in Fig. 7(b) also demonstrates how the
changing DSMC regions have successfully set new NS bourwangitions which significantly shift the continuum
solution between the shock and boundary layer. The pragressthe MPC solution at cUf2 was detailed in section
[ll. 1t is important to note in the continuum region betweée shock and boundary layer that the flow is in thermal
equilibrium and is adequately modelled by the NS equatidihés adds further credibility to the use of the gradient-
length Knudsen numbét to detect continuum breakdown. LocatiG8 cuts through the separation region which is
evident in Fig. 7(c) where the x-velociti{ is negative. Here, DSMC is seen to predict a smaller sdpareggion
than the initial NS solution. Similar to a full DSMC simulati, an MPC simulation also requires significant time
for the separation region to transition from the initial N$usion and reach a steady-state. However, since the MPC
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interface envelopes the entire separation region, thfat&locations do not move at all during this lengthy timeisT
causes a problem for the MPC cycle outlined in the previogti@gesince little or no interface movement signifies
steady-state at which point the MPC cycle wants to lock therfaces and begin sampling. In order to allow the MPC
cycle to handle slow recirculating flows a user-defined patamAtsg, is introduced which specifies the minimum
number of iterations (or minimum physical time) before singpbegins. This parameter is analogous to the user-
defined parameter specifying the sampling interval emmlagdull DSMC simulations. The MPC solution along cut
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Figure 7. Full DSMC, NS, and MPC flow field results at various locgions along the hollow cylinder flare.

C3is plotted for various values dftss and Fig. 7(c) shows that a time of 0.3 ms is sufficient for theQwiimulation

to reach steady-state. This is significantly less than the tequired for a full DSMC simulation to reach steady-state
(see Fig. 2(b)) and is entirely attributed to an MPC simalathieing initialized with particles corresponding to a full
NS solution. Finally, Fig. 7(d) depicts the temperaturefifgs at locationC4 which lies after re-attachment and just
downstream of the shock-shock interaction region. Heré\iD®redicts the translational temperature increase due to
the strong shock to occur further upstream (or higher) thradipted by the NS equations. In addition, DSMC shows
a high degree of thermal non-equilibrium inside the shogkore Both of the these effects are captured well by the
MPC method. In addition to using DSMC for the strong shock, ¢bntinuum breakdown parameter sets up a very
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thin DSMC region inside the hypersonic boundary layer nexdurface (only 6-10 DSMC cells thick). This causes
problems with the heat transfer predicted by the MPC metinadadll be discussed in the next paragraph. Other than
the shock, it is important to note that the remainder of the fiblocationC4 is seen to be in thermal equilibrium and
the MPC method is seen to move the initial NS solution intédvetgreement with the full DSMC solution. However,
it should also be noted that at this location, full DSMC ankdifLB solutions agree quite well, especially close to the
surface, indicating that at this point on the flare, the flow if@in the continuum regime.

The coefficient of pressur€f) predicted by full DSMC, NS, and MPC simulations is plottadrig. 8(a). The size
of the separation region has been successfully reduceehyiC method and agrees well with that predicted by full
DSMC. The coefficient of heat transfer, also referred to assttanton numbe§ = ¢/(0.5)p.uS] whereq represents
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Figure 8. DSMC, NS, and MPC surface properties for the hollow ciinder flare.

the amount of energy transferred to the surface per unit piereinit area, is plotted in Fig. 8(b) for each simulation
method. Although not shown, the MPC simulation reproducestty the results for heat transfer predicted by full
DSMC near the leading edge. This is expected, since the MRBatievas shown in Fig. 7(a) to accurately capture
velocity slip, temperature jump, and thermal non-equiilibr near the leading edge. In Fig. 8(b), the MPC method
is seen to improve the prediction of heat transfer in the iseijoa region over the initial NS prediction. However,
downstream of the flare junction the MPC results for heatsfiambegin to differ from full DSMC results and over-
predict the heat transfer by 20-30% #r> 0.135m. As mentioned above, and shown previously in Figs. 4 andtfiéd)
DSMC region created by the MPC method next to the flare suréagery thin. A similar, thin DSMC region is found
near the wedge surface for the hybrid simulations ofétal 1®> Although surface property results are not analyzed in
the article by Wuet al.,, close analysis of the thin DSMC region next to the wedgeaseé? shows similarities with
Fig. 7(d) of this article. Specifically, small differencesthe steep temperature gradient compared with the gradient
predicted by either pure DSMC or NS are visible which mayrahie calculated heat transfer significantly. In order to
alleviate this problem, thBrqu:off parameter could be lowered in order to enlarge the DSMC nsgidowever, such a
change is found to adversely affect other regions of the flogtead, DSMC regions could be enlarged near the surface
only. However this approach may be highly dependent on tbengéry and flow conditions and would be difficult to
implement in a general manner. A better approach comes feaizing that aside from the strong shock wave, the
re-attached flow near the flare surface is well within the iooiim regime and DSMC may not be necessary at all.
Comparing the initial NS solution to the full DSMC solutiom Fig. 7(d) reveals no significant difference between
DSMC and NS solutions (except inside the shock wave). Aalaiily, in Fig. 2, NS simulation is seen to accurately
predict the experimental data downstream of the flare janctAttempting to use DSMC in a thin, continuum region,
involving steep flow gradients next to the surface is verfialift and unnecessary. In order to address this, a second
MPC simulation (MPC - T2) is run where DSMC regions are onlgwaéd to develop prior tX = 0.13mand the NS
equations are solved for the remainder of the flare. As seEigir8(b), this improves the heat transfer result over that
predicted by the original MPC simulation.
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B. Planetary Probe

The final steady-state particle region for the planetarperglPC simulation was shown previously in Fig. 5(a) and
includes the shoulder region and a large portion of the wake. heat transfer results for full DSMC, NS, and MPC
simulations are displayed in Fig. 9(a) and compared withedrpental measurements. Since the experiment was
sting supported and the numerical simulations were peddrwith no sting, experimental results are only plotted for
s/Rn < 3.0 where the presence of a sting has little impact on the tgeatite. Comparing full DSMC and NS results
in Fig. 9(a), it can be seen that both predict the same pedlngeate at the stagnation point. Along most of the fore-
body (locations a-b), DSMC predicts a slightly lower hegtiate than the NS equations, however both simulations
predict heating rates ranging from 2-3 times larger thansmesl experimentally. While the reason for this remains
unclear, both DSMC and NS results agree very well with sitiara performed by other researchétsiround the
capsule shoulder and along the capsule base (locationI8#&)C is seen to predict a much lower heating rate than
the NS equations, and DSMC is in better agreement with exgatial results. In Fig. 9(a), the MPC simulation is
shown to reproduce DSMC results very accurately. In thelhigbmpressed fore-body region where DSMC and NS
simulations produce similar results, the MPC method sisfallg uses the NS equations and therefore reproduces full
NS results in this region. Just prior to the should®R, = 1.6), where the MPC method switches to DSMC, we see
the heating rate transition from the NS result to the DSM@lte$-or the entire shoulder and base region, the MPC
method is seen to reproduce full DSMC results with a high elegif accuracy.

The velocity magnitude around the surface of the planetashe (just 10um off the surface) is extracted and
plotted in Fig. 9(b) after being normalized by the free-@tnevelocity. The extraction is performed using Tec@ot
where a curve is created parallel to the probe surface atandis 10umnormal to the surface. Data from the flow
field is then extracted along this curve which involves Tet@ linearly interpolating data from the mesh nodes to
the curve. In the fore-body region both full DSMC and NS siatigins predict virtually no slip velocity at the probe
surface. However, DSMC shows very large velocity slip nbarghoulder region which persists throughout the entire
base regiong/R, > 0.8), whereas the NS simulation assumes no slip conditionmdrthe entire surface. It should
be noted that since the velocity magnitude is extractedjigff the surface that even the NS result will show a
velocity magnitude greater than zero in some regions. Euribre, the results in Fig. 9(b) agree both qualitatively
and quantitatively with those of other researcH&raccounting for the fact that the exact distance from theaserf
directly influences the precise magnitude of the velociigaly, the MPC method is seen to accurately reproduce full
DSMC results along the entire planetary probe surface vehiteessfully solving the NS equations in the fore-body
region where both DSMC and NS predict no velocity slip. BotR®results plotted in Figs. 9(a) and 9(b) lend further
confidence in the use of the gradient-length Knudsen numtes () and a value oBrof = 0.05 for predicting
continuum breakdown in blunt body flows.

T T 3 0.25 T T T T T T T
': b o MONACO 1 I o MONACO ]
MPC ] l MPC |
— — — LeMANS 02| —— — LeMANS -1
] [ ] SR3 Exp. Data | | I 1
10°F @ c— = B c— 1
F ] 0.15 [ -
. T L Navier-Stokes | DSMC { ]
§ = 01 - .
= 1071 = _: \Q- o 1
ES E A i
o N = u
T 0.05 - —
1 - a i
w07 = of
: -0.05 ;
109 1 1 1 1 N ANANRNENE INANANANEN SYRVAVANI ANAVAVANEN INANANANE SYANAVAVE IANANANE W
0 1 2 3 4 0 0.25 0.5 0.75 1 1.25 15 175 2
sIR, s/R,
(a) Experimental heating rates and numerical predictions. (b) Velocity slip.

Figure 9. Heating rates and velocity slip along the planetaryprobe surface.

The translational temperature and normalized x-velotity(.) directly in the wake, along the axis of symmetry,
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Figure 10. Flow field results for the planetary probe.

are plotted for each method in the top and bottom of Fig. 1®&sp)ectively. DSMC is seen to predict a 17% tempera-
ture jump at the base of the probe and-103% higher temperatures in the wake compared with that gextiby the

NS equations. In the bottom of Fig. 10(a), DSMC is seen toiptélde vortex to close 10% earlier than the NS sim-
ulation. The MPC method captures these flow field featureg aecurately. In the process, the variations in DSMC
regions provide more accurate boundary conditions andegaicin shifting the NS portion of the solution into better
agreement with full DSMC results. The flow field propertiegasted from the 45cut, normal to the shoulder surface
shown previously in Fig. 5(a), are displayed in Fig. 10(bjttBtranslational and rotational temperatures are platted
the top of Fig. 10(b). DSMC predicts the gas to be in thermalldxjium at the wall at a slightly higher temperature
(a temperature jump of 7%) compared with the NS solutionhdtugd be noted that a full thermal accommodation
boundary condition is used in DSMC which assumes that pestiolliding with the surface leave with both transla-
tional and rotational energy modes thermalized to the eatigerature. As seen in the top of Fig. 10(b), close to the
surface the MPC method uses DSMC which individually modelsdlational and rotational energy modes, however
on the other side of the interface the MPC method solves thedu@&tions which assume both modes are in equilib-
rium and are described by a single temperature. It is quitearkable that despite particles being introduced to the
DSMC region at the interface with incorrect translatiorad aotational energies, the hybrid-DSMC solution quickly
recovers and reproduces full DSMC results accurately meawall. This behavior was first observed while applying
the MPC method to 1D shock wavésind provides a fundamental mechanism which drives an MR@isoltowards

the correct non-equilibrium result. Of course the MPC mdtisainable to predict the thermal non-equilibrium which
persists in the expansion region behind the probe whereyttiedaNS region assumes a single temperature. From a
practical perspective however, accurate prediction daserproperties as well as the flow near the surface and within
the vortex are more important than predicting this smalreegf thermal non-equilibrium away from the probe sur-
face. The density along the %48ut is plotted in the bottom of Fig. 10(b). At the surface, tfemsity predicted by
DSMC is 50% of that predicted by the NS equations. Again, tHRCMmethod is seen to accurately reproduce full
DSMC results, provide more accurate boundary conditions® hybrid-NS region, and shift the NS portion of the
MPC solution into better agreement with full DSMC results.

C. Computational Efficiency

Precise determination of the speed-up factor achieved &MRC method over full DSMC simulation becomes
somewhat difficult for challenging problems such as thedwltylinder flare and planetary probe. One factor that is
difficult to quantify is the time required by a user to generatmesh for a DSMC simulation versus a mesh for a NS
simulation. In general, NS simulations are much faster b&MC simulations for near-continuum flows. However
significant time and effort is sometimes required by the tsgenerate NS meshes for complex geometries, whereas
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with DSMC, mesh generation is typically performed autogaly within the simulation. That being said, mesh
generation for all DSMC and NS simulations presented indHisle requires little time (less than two hours of user-
time per mesh). As mentioned earlier, each MPC simulatiginsewith a NS solution on a mesh designed for the
NS equations. Mesh refinement within DSMC regions during &0OMimulation is automatic. Thus the setup time
required for an MPC simulation is identical to that requifeda full NS solution. For these reasons, the setup time
required for DSMC, NS, and MPC simulations is not includethmtiming comparisons. In addition, the full DSMC
simulations described in this article are run in parallebaruster of CPUs whereas all NS and MPC simulations were
performed in serial on a single CPU. Thus the parallel efiicyeof the DSMC code becomes a second factor which is
included approximately into the timing comparisons whichofw.

The time required for a full DSMC simulation is taken as thmedirequired to reach steady-state plus the time
required to sample the solution. The time required by an Mig@lstion consists of the time to obtain the initial NS
solution, plus the time required to reach step 4 in sectibB (MPC-steady-state), plus the time required to sample
and converge DSMC and NS regions (step 4). In order to renwisistent, each MPC solution is sampled for the
same physical time and number of timesteps as the corresgpfull DSMC solution. The performance parameters
of most interest are listed in Table 3 for each case and aréoriefly described. The most practical parameters include
the ratio of MPC to full DSMC simulation times (thepeedupfactor) and the ratio onemory requirements. The
largest contributing factor to the speedup is the fact thatime required by a DSMC simulation scales directly with
the number of particles used in the simulation. Therefdrallihybrid-NS operations (initial NS solution and NS
updates) within the MPC cycle take a negligible time com@aeethat spent simulating hybrid-DSMC regions, then
the speedup factor achieved by the MPC method will scaletlijrevith the number of particles eliminated (replaced
with a continuum description) by the MPC simulation. Thisoaf particles used by the MPC method to that used
by DSMC is also included in Table 3. In order to show the retatiost of hybrid-NS operations, the ratio of time
required forinitial NS simulation compared with the full DSMC simulation as wellths ratio of thetimestepused
in NS regions compared with that used in DSMC regions areidedd in Table 3. Finally, the time required for initial
NS simulation plus the time required for the MPC simulatiomgach steady-state is often less than that required by a
full DSMC simulation to reach steady-state. Since both meshare sampled for the same time, an MPC simulation
often requires fewer total iterations which also contrdsu the speedup factor. In other words, not only does an MPC
simulation require fewer particles, but due to the efficieatthe initial NS solution it may also reach steady-state
faster than full DSMC. The ratio of iterations required foetMPC method to reactteady— state (after obtaining
the initial NS solution) to that required by full DSMC simtitan is also included in Table 3 for each case.

Table 3. Computational efficiency of the MPC method.

Hollow Cyl. Flare speedup | memory particles initial NS | timestep| steady-statg sampling
DSMC 100% 100% 100% N/A 1 100% 100%
MPC 71% (1.4x)| 80% 53% (1.9x) 4% 28 20% 100%

MPC-T2 10% (10x) 15% | 7.3% (13.7x) 1% 28 20% 100%
Planetary Probe || speedup | memory particles initial NS | timestep| steady-statg sampling

DSMC 100% 100% 100% N/A 1 100% 100%

MPC 8% (12.5x)| 20% 14% (7.1x) .75% 150 30% 100%

MPC simulation of the hollow cylinder flare is seen to use 53%he particles and 80% of the memory required
by a full DSMC simulation. In addition, despite reachingaste-state much faster than full DSMC, the MPC method
still requires 71% of the time needed to obtain a full DSMQu&oh (a speedup factor of only 1.4). This signifies
that the time required for the initial NS solution and NS @piens within the MPC cycle are not negligible compared
with the time spent simulating DSMC regions. Since the flagian has a high density and is located further away
from the axis (recall no cell-weighting is used for the halloylinder flare), a large portion of the particles in a full
DSMC simulation are located in this flare region. As seen ibld&, when the flare region is simulated entirely
using the NS equations (case MPC - T2), a significant numbpauicles are eliminated within the MPC simulation
which increases the speedup factor proportionally. Spediifi a full DSMC simulation requires 13.7 times more
particles than the MPC - T2 simulation, which obtains an eateusolution approximately 10 times faster. However,
as mentioned previously in section Il, NS simulation of thédw cylinder flare problem (Run 11 conditions) requires
a similar mesh resolution as DSMC. As seen in Table 3, th&limMiS simulation takes 4% of the time required by a
full DSMC simulation. If recent developments in the DSMC hat are used in the simulation of the hollow cylinder
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flare, it may be possible to reduce the number of simulateticfes and increase the speed of full DSMC simulation
by an order of magnitud& The time required to obtain a full DSMC solution then becom@sparable to the time
required to solve the NS equations and hybrid simulatiomiknger practical or beneficial. As demonstrated in this
article, the hollow cylinder flare configuration is certgid challenging and valuable test case for a hybrid method.
However, a more practical hybrid simulation may involve hRBBBMC simulation of the shock-interaction (the entire
hollow cylinder flare problem) which is itself embedded at pha much larger continuum flow over an entire vehicle.

The planetary probe problem, on the other hand, is very wétd for a hybrid method. Due to the large variation
in A, mesh refinement within the MPC method is able to eliminataync@mputational cells and many particles. The
MPC simulation uses 7.1 times fewer particles and impli@ttiinesteps are 150 times larger than the time-step used
by DSMC in the fore-body region. As a result, hybrid and NSrafiens within the MPC cycle are indeed negligible
compared with the time spent simulating DSMC regions. TheCMBlution is obtained approximately 12.5 times
faster and uses only 20% of the memory compared with full DS@ulation. For this case, full DSMC simulation
requires a long time for particles to fill the wake region aedah steady-state. Since the MPC method begins with
a NS solution, particles generated in the wake region arehmlaser to steady state immediately. As a result, the
time required for the MPC method to reach steady-state agith sampling is much less than the corresponding time
required by full DSMC simulation. This results in a largetwst speedup (12.5x) than would be achieved by the
elimination of particles alone (7.1x).

V. Conclusions

1) In comparison with previous MPC research, applicatiothef method to the hollow cylinder flare problem
demonstrates new essential capabilities which includalfiigy of MPC interfaces to track moving flow features, and
the ability of the MPC cycle to significantly alter NS bounglaonditions which then shift the solution in NS-regions
of the simulation. An important result is that these cajitiddl are demonstrated for a loosely coupled approach which
is able to maintain spatial and temporal scale decouplirmutihout the simulation. Additional capabilities involve
substantial variation in mesh density between continuudhpamticle regions and the ability to handle axi-symmetric
flows and cell-weighting factors in DSMC regions.

2) For flow over the hollow cylinder flare geometry, an MPC dimtion initialized with a NS solution is able
to transition away from the no-slip NS solution and repradtive velocity slip, temperature jump, thermal non-
equilibrium, and surface properties predicted by full DSkkzr the leading edge. MPC simulation also successfully
reduces the over-sized separation region predicted by $eduations to the size predicted by DSMC and experimen-
tal results. With the exception of the flare region, MPC sattioh accurately reproduces DSMC results approximately
1.4 times faster than full DSMC simulation while using 80%tle¢ memory. When the NS equations are used to
simulate the entire flare region downstream of re-attachnttesm resulting MPC simulation achieves the same level of
accuracy approximately 10 times faster using only 15% oftieenory.

3) The gradient-length Knudsen number predicts continutgakzlown very well for both blunt body and shock-
interaction flows with the exception of the dense flare regibthe hollow cylinder flare problem. The parameter
has difficulty in very dense regions with large gradients sghepredicts continuum breakdown near the surface even
though the NS equations are shown to be valid in this regianthErmore, the transfer of information across such
thin DSMC regions is is shown to lead to a 20-30% over-préatidn heat transfer along the flare. It is recommended
that such thin DSMC regions be avoided in a loosely-coupidutii approach which may require further investigation
into the failure of the continuum breakdown parameter in thgion.

4) The fine resolution required to solve the NS equationsifetiollow cylinder flare problem combined with the
possibility of efficient full DSMC simulation (utilizing ent advances in the DSMC method) lead to the conclusion
that the hollow cylinder flare problem is not practically tedi for a hybrid simulation. Rather, the entire shock-
interaction flow is better simulated using pure DSMC and eddbd as a single particle region (perhaps around a
control surface) in a hybrid simulation of an entire vehicle

5) The planetary probe problem involves a variation in migaa-path of 2 orders of magnitude between stagnation
and wake regions. The fine spatial and temporal resolutiguined by a full DSMC simulation in the fore-body makes
the planetary probe problem a very practical candidate figbaid simulation. The MPC method is shown to reproduce
full DSMC flow field and surface property results with a highdeof accuracy using 7.1 times fewer particles and
obtaining the solution approximately 12.5 times fastenthdl DSMC while requiring only 20% of the memory.

Application of the modular particle-continuum (MPC) methio the hollow cylinder flare and planetary probe
benchmark problems clearly show that a loosely coupleditiyd8MC-NS approach is very promising for the solution
of hypersonic steady-state flows where large variationsdallKnudsen number are seen. The MPC method is shown
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to be particulary promising for blunt-body and leading eflge's. Complex shock interaction flows are recommended
for hybrid simulation only if the flow is part of a much largéu]l vehicle simulation.
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