Abstract

The ability of popular computational fluid dynamic (CFD) methods to simulate the propagation of acoustic waves is assessed both theoretically and by numerical experiment. The schemes are used to model acoustic waves generated by a noise source situated at the aft end of a convergent-divergent nozzle. It is found that the acoustic signal that traverses up the nozzle has difficulty maintaining its correct amplitude as the frequency of the noise increases. When the sound is of sufficiently high frequency, the acoustic wave is dissipated so much that it does not reach the front end of the channel.

Based on this experience, we argue for schemes that are inherently free of dissipation. In one dimension, we study an “upwind” form of the leapfrog scheme, and show how it can be used to compute a linearized perturbation of the nonlinear solution obtained from any Euler code. This method is non-dissipative and can accurately model the correct amplitude of the acoustic wave no matter what the frequency of its source. The scheme is extended to multiple space dimensions by employing bicharacteristic equations defined for a certain ‘staggered’ storage of the unknowns. It remains free from dissipation, and the solution for the waves propagated into a half space by an oscillating piston is in excellent agreement with the analytical solution.

1 Introduction

CFD has become a powerful tool for simulating many types of flows, even those that are difficult or impossible to reproduce experimentally. As the power of current computer systems increase, the size of the of the problem one is able to model increases also. One type of fluid dynamics problem that is now becoming a possibility for CFD is that of aeroacoustics. Most practical problems in aeroacoustics are characterized by domains that span hundreds of wavelengths in three space dimensions, and hence demand the large computational resources that are just becoming available (Reference [1]).

The requirement placed on the algorithm is to propagate weak waves over many wavelengths with minimal dispersion or dissipation. This contrasts with the requirement in much of ‘mainstream’ aerospace CFD to reach steady states by either damping out, or removing from the domain, the transient disturbances created during the start-up of the integration. Accurate handling of transients has of course received much attention from those concerned with the direct simulation of turbulence, where both spectral [2] and compact [3] differencing schemes are popular. At present, however, such schemes are not readily applicable to complex geometries.

In the aeroacoustic context, a very relevant parameter is the number \( R \) of mesh points required per wavelength to hold dissipation and dispersion within acceptable bounds. Consider a computation in which waves of a given wavelength have to be propagated over a range of \( R \) wavelengths. As targets for accuracy, we will assume that the position of a wave will be required to within one percent, and its amplitude to within ten percent. For a second-order method, the phase error is of the form

\[
\frac{\text{numerical wavespeed}}{\text{exact wavespeed}} \approx 1 - \frac{f(\nu)}{N^2},
\]

where \( \nu \) is the CFL number, and \( f(\nu) \) is a constant of order unity. For most methods, achieving one percent accuracy requires \( N \approx 20-25 \), and the computing resources needed grow like \( N^4 \).

The amplitude poses an even more severe requirement. The attenuation per timestep will be

\[
g \approx 1 - \frac{g(\nu)}{N^2},
\]

where again \( g(\nu) \) is of order unity. The number of timesteps required is \( RN/\nu \), and so the total attenuation will be

\[
g^{RN/\nu} \approx 1 - \frac{g(\nu) R}{\nu N}.
\]

This shows that \( N \), the points per wavelength required, grows linearly with \( R \). The computing resources needed, namely \( R \times N \) grid points in each direction, and a similar number of timesteps, grows like \( R^4 \times N^4 \).
Our aim in this paper is to develop methods for which there is no dissipation. In classical CFD this is not a desirable objective, because such schemes cannot handle shockwaves, but in the acoustic context shockwaves frequently do not arise. In itself, eliminating dissipation is easy; the classical leapfrog method does the job. However, we also aim to keep small the number \( N \) dictated by acceptable phase error.

We begin by presenting a simple test problem consisting of a one-dimensional nozzle with a weak sound source at the exit. After sufficient time, the sound propagating forward should have equal amplitude at points that are symmetric with respect to the throat. However, at the throat, where the sound has to penetrate a nearly sonic flow, the spatial wavelength is much reduced, and the grid points there are not adequate to resolve it. In fact, we find that most 'aerospace' methods will attenuate the wave so much that frequencies above some critical value cannot reach forward of the throat.

We then present a new type of algorithm, that offers the low phase errors typical of high-order upwind schemes, without any dissipation. We analyze the scheme as applied to linear advection, and then show how it can be applied to computing perturbations of the nozzle flow, where the steady nonlinear solution has been obtained from any available Euler code.

Lastly we describe a multidimensional implementation of these ideas, applied to a 'pure' acoustics problem, i.e. one in which linear waves propagate through an uniform atmosphere.

2 A Model Problem

To demonstrate the difficulty of using dissipative numerical schemes for aeroacoustics, consider the one-dimensional unsteady flow through a converging diverging nozzle. The nozzle has a parabolic shape with the area at the center of the channel equal to one half of that at each end (Figure 1). The inflow Mach number is 0.3, so that the flow is subcritical everywhere, but reaches a Mach number of 0.86 at the throat.

A pressure source oscillating at a specified frequency and having an amplitude of \( 10^{-5} \) that of the inlet pressure is set at the aft end of the nozzle. The pressure source thus produces an acoustic wave that travels forward. Since the nozzle is symmetric about its midpoint, the amplitude of the wave that reaches the front end of the channel should eventually equal that of the pressure source that created it even though the amplitude of the wave may vary elsewhere in the nozzle.

3 Nonlinear Solutions

The conservation form of the one-dimensional variable area Euler equations can be expressed as

\[
\frac{\partial U}{\partial t} + \frac{\partial F}{\partial x} = T \frac{dS}{dx}
\]

where the conservation variables \( U \), flux vector \( F \), and source vector \( T \) are given by

\[
U = \begin{bmatrix} \rho S \\ \rho u S \\ E_t S \end{bmatrix}, \quad F = \begin{bmatrix} (p + \rho u^2)S \\ (E_t + p)uS \end{bmatrix}, \quad T = \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]

Here, \( \rho, u, p, \) and \( E_t \) represent dependent variables of density, velocity, pressure, and total energy respectively, and \( S = S(x) \) is the cross-sectional area of the nozzle as a function of the spatial coordinate \( x \). Assuming a calorically perfect gas, total energy is related to the other dependent variables via

\[
E_t = \frac{p}{\gamma - 1} + \frac{\rho u^2}{2}.
\]

In order to demonstrate the problems of using regular aerospace schemes for aeroacoustics, two very different CFD methods commonly used for unsteady flow have been chosen. Both schemes are based upon the finite-volume method where an update for the conservative variables (see Equations 1a and 1b) at a mesh point \( j \) is given by

\[
U_j^{n+1} = U_j^n - \frac{\Delta t}{\Delta x} \left( F_{j+\frac{1}{2}} - F_{j-\frac{1}{2}} \right) + \Delta t T_j \left( \frac{dS}{dx} \right)_j
\]

3.1 MacCormack’s Method

In MacCormack’s method (Reference [4]) the interface flux at \( j + \frac{1}{2} \) is determined using the following formulation

\[
F_{j+\frac{1}{2}} = \frac{1}{2} \left( F(U_j^{n+\frac{1}{2}}) + F(U_{j+1}^{n+1}) \right)
\]

with

\[
U_j^{n+\frac{1}{2}} = U_j^n - \frac{\Delta t}{\Delta x} \left( F(U_{j+1}^n) - F(U_j^n) \right) + \Delta t T_j^n \left( \frac{dS}{dx} \right)_j.
\]
The source term for Equation 2 is evaluated as
\[ T_j = T \left( U_j^{n+\frac{1}{2}} \right). \]

Since there are no shocks involved with the model problem that is under consideration, the artificial dissipation terms that are normally added to handle such situations have not been needed here. Boundary conditions are handled using the method of locally one-dimensional Riemann invariants (Reference [5]).

### 3.2 An Upwind Method

For Roe's approximate Riemann solver (Reference [6]), an interface flux at \( j + \frac{1}{2} \) is determined using
\[
\tilde{F}_{j+\frac{1}{2}} = \frac{1}{2} \left( \tilde{F} \left( \tilde{U}_L \right) + \tilde{F} \left( \tilde{U}_R \right) \right) - \frac{1}{2} |\tilde{A} \left( \tilde{U}_L, \tilde{U}_R \right)| \Delta \tilde{U}.
\]

Here the conservative variables and flux terms (\( \tilde{U} \) and \( \tilde{F} \)) are the same as in Equation 1b with the exception that the area terms \( S \) are not present. \( \tilde{A} \) is the dissipation matrix as discussed in Reference [6], and \( \Delta \tilde{U} \) is the difference between the right and left states (\( \tilde{U}_R - \tilde{U}_L \)).

For the first order method, the left and right states are simply chosen as the states within the cells adjacent to the interface. Namely,
\[ \tilde{U}_L = \tilde{U}_j^n \quad \text{and} \quad \tilde{U}_R = \tilde{U}_{j+1}^n. \]

For the time-accurate second order method, Hancock's reconstruction technique (Reference [7]) is used to determine the left and right states. Namely,
\[ \tilde{U}_L = \tilde{U}_j + \frac{1}{4} \left( I - \frac{\Delta t}{\Delta x} A_j \right) \left( \tilde{U}_{j+1}^n - \tilde{U}_{j-1}^n \right), \]
and
\[ \tilde{U}_R = \tilde{U}_{j+1} + \frac{1}{4} \left( I + \frac{\Delta t}{\Delta x} A_{j+1} \right) \left( \tilde{U}_{j+2}^n - \tilde{U}_{j}^n \right). \]

Once \( \tilde{F}_{j+\frac{1}{2}} \) is calculated using Equation 3, each of its terms is multiplied by the area \( S \) at the flux interface location. The flux is now as in Equation 1b and the conservative variables can updated using Equation 2. For the first order method, the source term used in Equation 2 is evaluated as
\[ T_j = T \left( U_j^n \right), \]
and for the second order method, the source term is determined using
\[ T_j = T \left( U_j^{n+\frac{1}{2}} \right), \]
where
\[ U_j^{n+\frac{1}{2}} = \tilde{U}_j^{n+\frac{1}{2}} S_j \]
\[ = \left[ \tilde{U}_j^n - \frac{\Delta t}{4 \Delta x} A_j \left( \tilde{U}_{j+1}^n - \tilde{U}_{j-1}^n \right) \right] S_j. \]

### 3.3 Nonlinear Results

The steady flow solutions for each of the finite volume methods are seen in Figure 2, which shows computed velocity and sound speed distributions on a fixed mesh of 100 cells. Each individual method gives its own unique solution to the steady problem.

Figure 3a shows results from MacCormack's method for the unsteady problem. For each frequency \(^1\), the envelope is plotted of the perturbation pressure as the wave passes down the channel. The code was allowed to run until each envelope reached an asymptotic limit. For the highest frequency, a sample pressure wave is also superimposed within the pressure envelope. As can be seen, up to 2000 Hz, the acoustic wave is able to traverse the channel, however its strength is dissipated. For frequencies of 3000 Hz and higher, the acoustic wave can no longer make it past the midsection of the channel. Figure 3b shows computed pressure distribution envelopes for the second-order upwind scheme. Again, the higher frequency signals are unable to traverse the channel. We therefore turn now to the development of novel schemes designed for minimal dissipation.

### 4 The Upwind Leapfrog Scheme

The leapfrog discretization for scalar advection \( (u_t + au_x = 0, a > 0) \) can be expressed as
\[ u_{j+1}^{n} = u_j^{n-1} - \nu \left( u_j^{n+1} - u_j^n \right), \]
where the Courant number is \( \nu = a \Delta t / \Delta x \). The stencil for this scheme is illustrated in Figure 4.

This three time level scheme is neutrally stable for all Courant numbers less than or equal to one and is there-

---

\(^1\) The frequencies are defined in Hertz, assuming the nozzle to be one foot in length, with entry flow at standard sea-level conditions.
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Figure 4: Computational Stencils for Standard and Upwind Leapfrog Schemes

Figure 5a: Pressure Wave Envelopes Using Dissipative Finite Volume Methods

For all Courant numbers, as the number of cells per wavelength decreases, the difference between the numerical and exact wave speed increases. When the wavelength of the data is as short as is resolvable by the mesh Ax), the data will in fact no longer move. From Figure 5a, the number of cells required to maintain a certain level of accuracy may be easily deduced. For example, if one wishes to remain within 1% of the proper wave speed with a Courant number of 0.5, at least 16 cells per wavelength will be needed.

Another three time level scheme for linear advection which also has neutral stability for all Courant numbers less than or equal to one is a scheme we have named the “upwind” leapfrog method. For an advection speed a > 0, the discretization for linear advection is

\[
\frac{(u_j^{n+1} - u_j^n) + (u_{j-1}^n - u_{j-2}^n)}{2\Delta t} + a \frac{u_j^n - u_{j-1}^n}{\Delta x} = 0.
\]

Here, the partial derivative of u with respect to time t is taken as the average of the backward time difference of u at the mesh point j − 1 and the forward difference at j. The stencil for this scheme is also illustrated in Figure 4, and the update at mesh point j may be expressed as

\[
u_j^{n+1} = (1 - 2\nu) (u_j^n - u_{j-1}^n) + u_{j-1}^{n+1}.
\]

When the advection speed a < 0, a “mirror image” of the upwind leapfrog scheme (Equations 4 and 5) can be created. The corresponding update becomes

\[
u_j^{n+1} = (1 + 2\nu) (u_{j+1}^n - u_j^n) + u_j^{n+1}.
\]

This scheme is the simplest member of a family of ‘generalized leapfrog schemes’ discussed by Iserles [8]. The reason this scheme is non-dissipative can be demonstrated with a simple argument. Suppose the scheme was not neutrally stable, but in fact dissipative with amplification factor G. If the integration proceeded backward in time, the amplitude factor would be 1/G. But in fact the forward and reversed time schemes are identical, as can be seen from the stencil that represents the scheme. If the stencil is ‘flipped’ about the n time level, it is exactly the same stencil as it was before. Therefore G = 1 and the scheme must be neutrally stable. A neutrally stable (and therefore at least second-order accurate) method can
Compared with the standard leapfrog technique, the upwind leapfrog scheme has much better phase speed characteristics, as can be seen from Figure 5b. The target of 1% phase error only requires \( N \approx 6 \). Another potential advantage of this method derives from the compact stencil in space, which makes the application of characteristic boundary conditions extremely simple.

Another of Iserles' schemes uses a stencil shown in Figure 6. Again this stencil has rotational symmetry and the additional points \( (u_{j-2}^n, u_{j+1}^n) \) allow one to design a scheme which is fourth order accurate, or a scheme which has zero phase error for a specified number of cells per wave length. The spatial derivative in (4) is replaced by

\[
k u_{j+1}^n - u_{j-2}^n + (1 - k) \frac{u_{j}^n - u_{j-1}^n}{3\Delta x}.
\]

It can be shown that choosing

\[k = \frac{1}{4}(1 - 2\nu)(1 - \nu)\]

gives a scheme of fourth-order accuracy, and choosing

\[k = \frac{3}{4\nu} \left\{ \cos \frac{\nu\pi}{2} - \sin \frac{\nu\pi}{2} + 2\nu - 1 \right\}\]

gives a scheme that is free of error when \( N = 4 \). Figures (5c,d) show the remarkable accuracy of these methods. However, in our practical applications we have so far only implemented the second-order scheme. In the next section we will show how these upwind leapfrog schemes can be used to calculate acoustic perturbations of the nonlinear nozzle flow.

5 Linearized Solutions

5.1 Primitive Variables

There is no reason why the calculation of acoustic perturbations would have to be performed using the same
The governing equations

\[
\frac{\partial W}{\partial t} + C \frac{\partial W}{\partial x} = D \frac{dS}{dx}
\]

where

\[ W = \begin{bmatrix} \rho \\ u \end{bmatrix}, \quad C = \begin{bmatrix} \rho & 0 \\ u & \frac{1}{\gamma} \end{bmatrix}, \quad D = \begin{bmatrix} -\rho u & 0 \\ 0 & -\gamma \end{bmatrix}. \]

5.2 Linearization

To linearize the primitive variable form of the governing equations, the acoustic small disturbance approximation is made for each of the primitive variables. Thus

\[ W = W_0(x) + W_1(x,t) \]

Substituting these relations into the primitive variable form of the governing equations, maintaining terms up to order \( \rho_1, u_1, \) and \( p_1, \) and observing that the leading terms must cancel, the equations for the perturbation quantities become

\[
\frac{\partial W_1}{\partial t} + C_0 \frac{\partial W_1}{\partial x} = \left( G \frac{1}{\gamma} \frac{dS}{dx} - H \right) W_1,
\]

where

\[ C_0 = \begin{bmatrix} u_0 & \rho_0 & 0 \\ 0 & u_0 & \frac{1}{\rho_0} \\ 0 & \gamma_{\rho_0} & u_0 \end{bmatrix}. \]

The source term due to area variation is

\[ G = \begin{bmatrix} -u_0 & -\rho_0 & 0 \\ 0 & 0 & 0 \\ 0 & -\rho_0 \gamma & -\gamma u_0 \end{bmatrix}. \]

and the source term due to steady flow gradients is

\[ H = \begin{bmatrix} \frac{\partial \rho u}{\partial x} & \frac{\partial \rho}{\partial x} & 0 \\ \frac{\partial \rho}{\partial x} & \frac{\partial \rho}{\partial x} & 0 \\ 0 & \rho_0 \frac{\partial u}{\partial x} & \gamma \frac{\partial \rho u}{\partial x} \end{bmatrix}. \]

The matrices \( C_0, G, H \) may be obtained from any available numerical solution to the nonlinear steady equations. In this work we use matrices derived from both the MacCormack and upwind solutions to the nozzle flow. In either case the problem to be solved is linear, although with non-constant coefficients. Although the presentation above is limited to one dimension, it is easily extended to more.

5.3 Characteristic Form

In order to devise a way to apply the upwind leapfrog scheme to the Euler equations, we begin by putting the linearized perturbation equations into characteristic form. If the boundary conditions do not introduce entropy perturbations then we assume that

\[ p_1 = a_1^2 p_1 \]

and eliminate \( \rho_1 \) from the equations. The two remaining equations can be put into characteristic form as

\[
\frac{\partial (p_1 + \rho_0 a_0 u_1)}{\partial t} + (u_0 + a_0) \frac{\partial (p_1 + \rho_0 a_0 u_1)}{\partial x} = R^+(7)
\]

\[
\frac{\partial (p_1 - \rho_0 a_0 u_1)}{\partial t} + (u_0 - a_0) \frac{\partial (p_1 + \rho_0 a_0 u_1)}{\partial x} = R^-(8)
\]

where the right-hand sides are defined through

\[ R^\pm = - \left[ \left( a_0^2 \rho_0 \frac{1}{\gamma} \frac{dS}{dx} + a_0^2 \frac{dp}{dx} \right) \pm \left( \frac{\rho_0}{\rho_0 a_0} \frac{du}{dx} \right) \right] u_1 \]

The matrices \( C_0, G, H \) may be obtained from any available numerical solution to the nonlinear steady equations. In this work we use matrices derived from both the MacCormack and upwind solutions to the nozzle flow. In either case the problem to be solved is linear, although with non-constant coefficients. Although the presentation above is limited to one dimension, it is easily extended to more.
5.5 Upwind Leapfrog Nozzle Results

For the test problem, both MacCormack's and Roe's methods have been used to generate the steady nonlinear solution. The upwind leapfrog method has then been applied to the resulting perturbation equations. Figure 7a shows the computed pressure wave envelopes based on MacCormack's steady solution results, and as can be seen, the acoustic wave is now able to completely move through the channel even at the higher frequencies, which are represented at the throat only by about 4 mesh points.

Figure 7b shows the computed pressure wave envelopes based on the steady solution from the second-order upwind method. Once again, by using the upwind leapfrog technique, the acoustic signals are able to traverse the length of the channel. Near the throat, the amplitudes are of course different from those predicted with the MacCormack solution as a basis, because the two nonlinear codes predict different Mach numbers there.

6 A Multidimensional Advection Scheme

For two-dimensional scalar advection \((u_t + au_x + bu_y = 0)\) we can again create schemes free of dissipation by designing stencils with rotational symmetry. The simplest example is shown in Figure 8. This stencil is appropriate for wave directions between zero and 90°. If we define

\[
\Phi_{abcd} = \frac{a}{\Delta x} (u_a^n - u_b^n + u_c^n - u_d^n) + \frac{b}{\Delta y} (u_a^n - u_b^n + u_c^n - u_d^n)
\]

and

\[
\delta^+_a = u_a^{n+1} - u_a^n \quad \text{and} \quad \delta^-_a = u_a^n - u_a^{n-1}
\]

then for scalar advection, the corresponding discretization is

\[
\delta^+_a = \delta^-_a - 2\Delta t \Phi_{abcd}
\]

Although this appears to be a natural way to extend the one-dimensional method, it has some drawbacks. One is that the algorithm changes discontinuously as the flow vector switches from one quadrant to the next. We have implemented versions that do not have this disadvantage, but only at the cost of reintroducing some small dissipation. The scheme from which we have so far had the best results does not actually exist in a scalar version, being based on bicharacteristic equations that inherently link more than one variable. This scheme will now be described.

7 A Multidimensional Acoustic Scheme

Consider the propagation of small amplitude waves in a uniform atmosphere. The flow can then be taken as isentropic and the energy equation becomes redundant. For simplicity we take two dimensions, but add a source term to represent axial symmetry. The continuity and momentum equations are

\[
\frac{\partial \rho}{\partial t} + \rho \frac{a_0^2}{\rho} \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) = -\sigma \rho a_0^2 \left( \frac{v}{\rho} \right),
\]

\[
\frac{\partial u}{\partial t} + \frac{1}{\rho_0} \frac{\partial p}{\partial x} = 0,
\]

\[
\frac{\partial v}{\partial t} + \frac{1}{\rho_0} \frac{\partial p}{\partial y} = 0.
\]
Figure 8: Stencil for Two-dimensional Upwind Leapfrog

where \( a \) is 0 for plane flow, and 1 for axisymmetric flow. Note that \( \nu \) is a contribution to the velocity divergence; this fact will be used later.

A bicharacteristic equation is formed by adding these in the proportions \((1, \rho_0 a_0 \cos \theta, \rho_0 a_0 \sin \theta)\). This gives

\[
\frac{\partial}{\partial t} + a_0 \cos \theta \frac{\partial}{\partial x} + a_0 \sin \theta \frac{\partial}{\partial y} \left( p + \rho_0 a_0 (u \cos \theta + v \sin \theta) \right) = -\rho_0 a_0^2 \left[ (\sin \theta \frac{\partial}{\partial x} - \cos \theta \frac{\partial}{\partial y}) (u \sin \theta - v \cos \theta) + \frac{\sigma \nu}{y} \right].
\]

For any direction \( \theta \), the LHS resembles a one-dimensional characteristic equation, written along a generator of the Mach cone

\[ dx^2 + dy^2 = a_0^2 dt^2 \]

and the RHS expresses derivatives tangential to that cone. The particular cases where the generator is contained in a coordinate plane are given by

\[
\frac{\partial (p + \rho_0 a_0 u)}{\partial t} + a_0 \frac{\partial (p + \rho_0 a_0 u)}{\partial x} = -\rho_0 a_0^2 \left( \frac{\partial v}{\partial y} + \frac{\sigma \nu}{y} \right),
\]

\[
\frac{\partial (p - \rho_0 a_0 u)}{\partial t} - a_0 \frac{\partial (p - \rho_0 a_0 u)}{\partial x} = -\rho_0 a_0^2 \left( \frac{\partial v}{\partial y} + \frac{\sigma \nu}{y} \right),
\]

\[
\frac{\partial (p + \rho_0 a_0 v)}{\partial t} + a_0 \frac{\partial (p + \rho_0 a_0 v)}{\partial y} = -\rho_0 a_0^2 \left( \frac{\partial u}{\partial x} + \frac{\sigma \nu}{y} \right),
\]

\[
\frac{\partial (p - \rho_0 a_0 v)}{\partial t} - a_0 \frac{\partial (p - \rho_0 a_0 v)}{\partial y} = -\rho_0 a_0^2 \left( \frac{\partial u}{\partial x} + \frac{\sigma \nu}{y} \right).
\]

This shows a typical difficulty in the application of bicharacteristic methods. Four equations emerge that are convenient to work with, but only three are needed to solve for the three unknowns. Good surveys of previous work on bicharacteristic methods can be found in [9, 10], and recent contributions in [11, 12].

Here, a straightforward generalization of our one-dimensional method to discretize the first of Equations 12 would be to use the stencil shown at left in Figure 9. The time derivative is averaged over FG, PQ, and the space derivatives and source term are found using central differences over the shaded plane. The resulting equation has symmetry around the midpoint of QG, and is therefore time-reversible.

The complete update at any mesh point can be found by assembling the four stencils oriented with \( \theta = 0, \pm \pi/2, \pi \). Inspection then shows that the bicharacteristic equations with \( \theta = 0, \pi \) determine the updates for \( p, u \), and the bicharacteristics with \( \theta = \pm \pi/2 \) determine the updates for \( p, v \). This gives two independent updates for \( p \) that may not agree. Averaging these destroys the time reversibility. In [11], consistency of the two updates was used to place a constraint on the spatial differencing, but that device is not available here.

Instead, we have resorted to a staggered mesh arrangement, in which the pressure is stored at twice as many locations as the velocities. There is a 50% storage overhead for doing this compared with using collocated variables, but the absence of dissipation should create savings that far outweigh this. At the top of Figure 10 the locations of variables on the grid can be seen. This is different from the conventional staggered arrangement in MAC codes [13] that places pressure at cell centers; to use a bicharacteristic method the variables that appear together on the LHS must be collocated. At bottom left is the stencil used to discretize the first of Equations 12, and at right the complete stencil used to update a point at which \( (u, p) \) are stored.

The final update scheme can be written quite sim-
ply. On a uniform mesh it is, for a \((u,p)\) point,
\[
\delta p_{j,k}^{n+\frac{1}{2}} = -\frac{1}{2} \left[ \delta(p + \rho_0 a_0 u)_{j-1,k}^{n-\frac{1}{2}} + \delta(p - \rho_0 a_0 u)_{j+1,k}^{n-\frac{1}{2}} \right] - 2\nu \left[ \rho_0 a_0 \partial u - \Delta p \right]_{j-\frac{1}{2},k} - 2\nu \left[ \rho_0 a_0 \partial u + \Delta p \right]_{j+\frac{1}{2},k},
\]
\[
\delta u_{j,k}^{n+\frac{1}{2}} = -\frac{1}{2} \left[ \delta(\frac{p}{\rho_0 a_0} + u)_{j-1,k}^{n-\frac{1}{2}} - \delta(\frac{p}{\rho_0 a_0} - u)_{j+1,k}^{n-\frac{1}{2}} \right] + 2\nu \left[ \partial u - \Delta p/(\rho_0 a_0) \right]_{j-\frac{1}{2},k} - 2\nu \left[ \partial u + \Delta p/(\rho_0 a_0) \right]_{j+\frac{1}{2},k}.
\]
(13)

Here \(\delta\) denotes a difference in time, and \(\Delta\) a difference in \(z\). We use ‘div’ to denote the undivided discrete divergence, (i.e. \(h\) times the divergence) and this includes the \(v/y\) term if axisymmetric flow is considered. Note that the first line in each equation is not computed, but merely recalled from the previous timestep. For a \((v,p)\) point, the formulae follow from a coordinate rotation. As with all multilevel methods, the first time step must be taken using a Lax-Wendroff or similar method.

At solid, possibly moving, boundaries, the normal velocity is prescribed, and the incoming bicharacteristic equation is solved for the pressure. This seems to be entirely satisfactory. At far-field boundaries, changes due to incoming bicharacteristics are set to zero. This causes some weak reflected waves, and is something that needs to be improved.

A von Neumann analysis of the scheme is possible, but does not lead to simple conclusions except in the special case \(\nu = \frac{1}{2}\) (for which the one-dimensional scheme is exact). Discrete solutions of the form
\[
u^n_{j,k} = U \exp(i(n\phi + j\theta_x + k\theta_y))
\]
exist, with the simple dispersion relationship
\[
\cos^2 \phi = \cos^2 \theta_x + \cos^2 \theta_y.
\]
This includes the possibility of plane wave solutions crossing the grid at an angle \(\alpha\), so that \(\theta_x = \theta \cos \alpha\) and \(\theta_y = \theta \sin \alpha\). For such a wave, we find
\[
\frac{\text{numerical wavespeed}}{\text{exact wavespeed}} = 1 - \left(\frac{\sin^2 2\alpha}{96}\right) \theta^2 + O(\theta^4).
\]
With \(N = 6\), so that \(\theta = \pi/3\), plane wave propagation is isotropic to within about 1%, for this particular CFL number. Experimentally we find that \(\nu = \frac{1}{2}\) is the stability limit for this method when computing plane flow. Including the \(v/y\) term in the divergence tends to create mild instability near the axis, and lowers the limit to about 0.48. All the calculations reported here were performed with \(\nu = 0.40\).

8 Piston Problem Results

A good model problem for testing a numerical scheme’s ability to handle multi-dimensional wave propagation is the simulation of the acoustic field produced by an oscillating piston over an infinite baffle (Figure 11).

It turns out that there exists an exact solution for pressure magnitude along the axis of symmetry. This is given by (Reference [14])
\[
\frac{p(x)}{2\rho_0 a_0 U} = \sin \left(\frac{\pi f x}{a_0} \sqrt{1 + \left(\frac{r_0}{x}\right)^2 - 1}\right).
\]
Here, \(U\) is the piston displacement magnitude, \(f\) is its frequency, and \(r_0\) is its radius. As can be seen, for a given \(\rho_0, a_0,\) and \(U\), the axial pressure magnitude is only a function of \(f, r_0,\) and \(x\). To illustrate the effectiveness of the upwind leapfrog technique, we fix \(f\) and \(r_0\), and vary the mesh sizes. Doing this allow us to change the number of mesh points per wave length and thus compare differences between various numerical techniques.

For our comparison simulations, we have chosen \(f\) to be 10 cycles per unit time, and \(r_0\) equal to 1/10 of a unit length. The domain utilizes the symmetry of the problem and extends one unit in \(x\) and \(y\) directions. Mesh sizes of 200 x 200, 160 x 160, 120 x 120, and 80 x 80 correspond to simulations of approximately 20, 16, 12, and 8 mesh point per wave length along the symmetry axis. The integrations are carried out until the wave reaches the far boundary. At later times our solution is contaminated by weak waves that reflect from the boundary. Such reflections are not considered as part of the solution and we plan to focus on this issue in future research.

When MacCormack’s method is applied to this problem, (Reference [15]) it has been found that a minimum of 20 cells per wave length is required to get good results. Here we compare computations using Hancock’s [7] finite volume technique with those from the upwind leapfrog method. Figure 12 shows computed axial pressure distribution magnitudes along with a sample wave from the coarsest mesh for the second order finite volume and upwind leapfrog techniques. Figure 12a shows how in addition to having difficulty following the correct pressure distribution magnitude near the piston face boundary, the finite volume technique damps out the wave on the coarser meshes as it recedes down the axis. However, by using the non-dissipative upwind leapfrog scheme, (Figure 12b), one can see that good results are
possible with as few as eight cells per wavelength.

In Figure 13 illustrates a case where a wave is propagated for 50 wavelengths (with $r_0 = 1/40$ unit length and $f = 50$). The upwind leapfrog scheme, even over these large distances, yields a solution that follows the exact solution almost perfectly.

9 Conclusions

Standard aerospace CFD methods have been shown to be inadequate for even simple aeroacoustic problems unless excessively fine grids are used. The chief deficiency is a numerical dissipation that damps out the wave motions far from their source.

Dissipation can be avoided by employing schemes that are symmetrical in time, such as the classical leapfrog method. An upwind variant has been devised that has greatly reduced phase error. It has been shown how this can be used to simulate successfully the acoustic perturbation of a nonlinear nozzle flow. The mean flow may be derived from any existing CFD code.

An extension to two dimensional problems has been made that turns on a new handling of the bicharacteristic equations. A key point is that normal velocities are defined on cell edges and that pressure is defined twice as often as velocity. This avoids common problems such as having to average over the bicharacteristics, and allows the nondissipative properties to be preserved in higher dimensions. This method has been tested against a problem with an exact solution, and it seems that the waves can be propagated almost indefinitely with losing energy.

We conclude that this work gives a very promising basis for the development of practical aeroacoustic codes. In future research we will concentrate on the construction of nonreflecting boundary conditions, and on applying the method to multi-dimensional nonuniform mean flows.
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