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Complex interplanetary spacecraft and newly proposed satellites for reconnaissance and strategic defense are being designed with increasingly light and flexible appendages despite ever more demanding requirements for accurate pointing and tracking. The onboard control systems required to satisfy these strict requirements during reasonably quiescent conditions must also act effectively to limit deformation and maintain stability of motion in the face of significant disturbances to flexible appendage motion resulting from spin-up, spin-down, orbital, and deployment maneuvers of various types. This paper incorporates a recently proposed theory for modeling flexible bodies into a framework for studying the effects of beamlike appendage deformation on overall system performance. Illustrative examples involving use of the theory in practical applications are presented, and relative merits of this model theory vs nonlinear finite-element techniques are discussed.

I. Introduction

A NEW generation of spacecraft designs involving actively controlled systems with extremely light, flexible appendages has motivated increased research aimed at producing accurate models of such systems for purposes of simulation, structural verification, and control law design. A basic requirement of any such model intended for general simulation purposes is that it must be able to account properly for both large overall motions and concurrent small deformations of bodies, as well as to include accurately the important coupling effects existing between these two types of dynamic behavior.

Recently, a new technique was proposed for modeling the behavior of flexible beamlike appendages attached to a rigid base body undergoing large overall rotations and translations. The theory was developed by considering the base motion to be prescribed as a function of time; effects of the base motion on the small deformation of an elastic appendage were then studied using the new theory and more conventional ones. The study uncovered limitations of conventional flexible multibody formalisms applied to structural elements and provided the impetus for further development and implementation of the theory into a framework for analyzing free-flying systems without being designed with increasingly light and flexible appendages despite ever more demanding requirements for accurate pointing and tracking. The onboard control systems required to satisfy these strict requirements during reasonably quiescent conditions must also act effectively to limit deformation and maintain stability of motion in the face of significant disturbances to flexible appendage motion resulting from spin-up, spin-down, orbital, and deployment maneuvers of various types. This paper incorporates a recently proposed theory for modeling flexible bodies into a framework for studying the effects of beamlike appendage deformation on overall system performance. Illustrative examples involving use of the theory in practical applications are presented, and relative merits of this model theory vs nonlinear finite-element techniques are discussed.

The present paper has a threefold purpose. First, in order to extend the theory to deal with free-flying systems without prescribed base motion, the requisite additional kinematical and dynamical equations governing motion of the base are presented, and techniques for incorporating general external forcing effects, such as gravitational attraction and control system actuation, are discussed. Second, in order to illustrate the effectiveness of the model in analyzing spacecraft, simulation results for a few representative problems will be shown, and the effect of the flexible appendage motion on overall base motion will be highlighted in contrast to the aforementioned work, which dealt primarily with the effect of base motion on appendage behavior. Last, the enhanced modal approach, on which this work is based, will be compared with nonlinear finite-element formulations aimed at solution of similar problems; relative efficiency, accuracy, and ease of implementation will be discussed.

The remainder of this paper is organized as follows. The system to be studied is described in detail in the next section. In Sec. III, the theory presented in Ref. 1 is extended to the free-flying case, and supplementary equations of motion are given. Illustrative examples showing general use of the theory and equations in practical applications are included in Sec. IV. The last section concludes with a discourse on the relative advantages and disadvantages of employing enhanced modal techniques rather than nonlinear finite-element procedures to perform simulations of complex deformable spacecraft undergoing general maneuvers.

II. System Description

The system to be analyzed, shown in Fig. 1, consists of a flexible beam $B$, fixed at one end to a rigid body $A$, which is capable of undergoing large three-dimensional translations and rotations in a Newtonian reference frame $N$. The rigid base is characterized by its mass $m_B$ and six independent inertia parameters $J_{11}$, $J_{12}$, $J_{13}$, $J_{22}$, $J_{23}$, and $J_{33}$, which are
Dynamical Equations

The dynamical equations can be written in the form

$$F^* + F = 0 \quad (i = 1, \ldots, v + 6)$$

where $F^*$ and $F$ are the generalized inertia force and generalized active force, respectively, associated with the $i$th generalized speed $u^*$ of the system. Before these generalized forces are given explicitly, it is necessary to form additional kinematic expressions.

The inertial velocity of $A^*$, the mass center of $A$, can be described in terms of the velocity of point $O$ and the angular velocity of $A$ by using the relationship

$$N^0 + N^a = N^O + N^A \times \Omega$$

where $N^0$, $N^A$, and $N^O$ are the generalized forces of the system.
where $p^{O\ast}$ is the position vector from $O$ to $A\ast$, expressed in terms of three (not necessarily positive) scalar quantities $d_1$, $d_2$, and $d_3$, such that

$$p^{O\ast} \triangleq d_1a_1 + d_2a_2 + d_3a_3 \quad (9)$$

Hence, it follows from Eqs. (1), (2), (8), and (9) that

$$Np^{\ast} = (v_1 + \omega d_1 - \omega d_2)a_1 + (v_2 + \omega d_2 - \omega d_3)a_2 + (v_3 + \omega d_3 - \omega d_1)a_3 \quad (10)$$

Terms referred to as partial velocities of $A\ast$ in $N$ and partial angular velocities of $A$ in $N$ are denoted by the symbols $Np^{\ast}_i$ and $N\omega^i_\ast$ (i = 1,...,$v + 6$), respectively. Together with the partial velocities of $C$ in $N$, $Np^{C}_j$, and partial angular velocities of $N$ in $N\omega^C_j$, introduced in the earlier analysis, they play a major role in the formulation of equations of motion. Note that $N$ is a differential element of $B$, and $C$ is the centroid of this element. The partial velocity $Np^{\ast}_i$ is defined as the coefficient of the $i$th generalized speed $u^i_\ast$ (i = 1,...,$v + 6$) in the velocity expression in Eq. (10), and $N\omega^i_\ast$ is defined as the coefficient of the $i$th generalized speed in the angular velocity expression given in Eq. (1). Hence,

$$Np^{\ast}_i = N\omega^i_\ast = 0 \quad (i = 1,...,v) \quad (11)$$

where $e_{ijk}$ is the Levi-Civita permutation symbol,$^\dagger$ and a summation convention is employed. (According to this convention, a repeated subscript of $i$, $j$, $k$, $l$, or $m$ indicates that summation is implied in the index that is repeated takes the values of 1,2,3, while a repeated subscript $n$ indicates summation as $n$ takes the values of 1,...,$v$.) The linearized partial velocities $Np^{C}_j$ and partial angular velocities $N\omega^{C}_j$ have been given explicitly in Ref. 1 for $i = 1,...,v$. After appropriate linearization in

$$Np^{C}_j = \begin{cases} a_{i_1j_1} & (i_1,j_1 = 1,2,3) \\ a_{i_2j_2} & (i_2,j_2 = 4,5,6) \end{cases} \quad (12)$$

and

$$N\omega^{C}_j = \begin{cases} a_{i_3j_3} & (i_3,j_3 = 1,2,3) \\ 0 & (i_3,j_3 = 4,5,6) \end{cases} \quad (13)$$

where $\omega$ is the Kronecker delta, which is equal to unity when the subscripts $i$ and $j$ have the same value and otherwise is equal to zero.

With the partial velocities and partial angular velocities defined as in the preceding paragraph, the generalized inertia forces for the system composed of bodies $A$ and $B$ appear as

$$F^* = Np^{\ast}_i \cdot (-m^i \cdot N\dot{x}^{\ast}) + N\dot{x}^{\ast} \cdot (N^2 \cdot \mathbf{I} + N\omega^i \cdot N\omega^i) - \int_0^L \int_0^L N\delta^i_{k} \cdot \mathbf{C} \cdot N\dot{x}^{\ast} \cdot \mathbf{x} \cdot \mathbf{C} \cdot N\dot{x}^{\ast} + \int_0^L N\dot{x}^{\ast} \cdot N\omega^{\ast} \cdot N\omega^{\ast} \cdot \mathbf{x} \cdot \mathbf{C} \cdot N\dot{x}^{\ast} \cdot \mathbf{x} \cdot \mathbf{C} \cdot N\dot{x}^{\ast} \quad (i = 1,\ldots,v + 6) \quad (16)$$

The symbol $\delta$ denotes the Kronecker delta, which is equal to unity when the subscripts $i$ and $j$ have the same value and otherwise is equal to zero.

The system generalized active forces appear in their most complete form as

$$F_i = Np^{\ast}_i \cdot (R)^{\ast} + N\omega^i \cdot (T)^{\ast} \quad (i = 1,\ldots,v) \quad (17)$$

where the quantities $(R)^{\ast}$, $(R)^{\ast} (x = \sigma)$, and $(T)^{\ast}$ are defined as follows. Consider the system of all forces and torques acting on $A$ to be replaced with a couple of torque $(T)^{\ast}$ and a resultant force $(R)^{\ast}$ whose line of action passes through $A^{\ast}$. Furthermore, assume that all of the forces acting on a particular cross section $dB$ of $B$ can be replaced with a couple of torque $(T)^{dB}$ applied to $dB$ and a resultant force $(R)^{dB}$ whose line of action passes through the centroid $C$ of the section. When forces are distributed along the length of the beam, then $(T)^{dB}$ and $(R)^{dB}$ are to be treated as functions of $x$, as shown in the third line of Eq. (18). Alternatively, when a set of forces is concentrated over a particular cross section at a distance $x = \sigma$ from point $O$, then $(T)^{dB}$ and $(R)^{dB}$ at that cross section are denoted as $(T)^{dB}_{\sigma}$ and $(R)^{dB}_{\sigma}$, and their contribution to the generalized active forces is determined as shown in line 2 of Eq. (18). All of these active forces and torques can be viewed as consisting of two distinct contributions; that is, a contribution due to internal forces arising from elastic strains and a contribution from external forces, including contact forces (e.g., friction forces, actuator forces) and distance or body forces (e.g., gravitational forces, drag forces, magnetic forces). The external force contribution to the generalized active forces will be treated subsequently; at present, only internal forces will be considered. The contribution of these internal forces was given in Ref. 1 for the case in which the motion of $A$ is prescribed as a function of time. Allowing $A$ to move freely does not alter this result. Hence,

$$\mathbf{F}_{\text{internal}} = \begin{cases} -\sum_{j=1}^N \mathbf{H}_j \dot{q}_j & (i = 1,\ldots,v) \\ 0 & (i = v + 1,\ldots,v + 6) \end{cases} \quad (19)$$

where $\mathbf{H}_j$ is equivalent to $\partial^2 U/\partial q_j \partial q_j$, with $U$ representing the system strain energy.
Once the operations indicated in Eq. (16) have been carried out and the result has been substituted along with the quantity $F_t$ from Eq. (18), into Eq. (7), one arrives at the $v + 6$ first-order dynamical equations, which can be expressed in matrix form as

$$\mathbf{M} \ddot{\mathbf{u}}^* + \mathbf{G} \mathbf{u}^* + \mathbf{K} \mathbf{q} = \mathbf{F}$$

(20)

where $\mathbf{M}$, $\mathbf{G}$, and $\mathbf{K}$ are mass, gyroscopic, and stiffness matrices, respectively, all of size $(v + 6) \times (v + 6)$, $\mathbf{F}$ is a $(v + 6) \times 1$ column matrix of force terms, $\mathbf{u}^*$ and $\mathbf{u}$ are $(v + 6) \times 1$ column matrices with $u^*_i$ and $u_i$ as the respective $i$th elements, and $q$ is a $(v + 6) \times 1$ column matrix with element $q_i$ in the $i$th row for $i = 1,...,v$ and zero in the $i$th row for $i = v + 1,...,v + 6$. The matrices $\mathbf{M}$, $\mathbf{G}$, $\mathbf{K}$, and $\mathbf{F}$ appear in partitioned form as

$$\mathbf{M} = \begin{bmatrix} \mathbf{M}_M & \mathbf{M}_G^T + \mathbf{M}_*^T \\ \mathbf{M}_G & \mathbf{M}_* \end{bmatrix} \quad \mathbf{G} = \begin{bmatrix} \mathbf{G} & 0 \\ 0 & 0 \end{bmatrix}$$

$$\mathbf{K} = \begin{bmatrix} \mathbf{K} - \mathbf{K}_G & 0 \\ 0 & 0 \end{bmatrix} \quad \mathbf{F} = \begin{bmatrix} \mathbf{F} + \mathbf{F}_* \\ \mathbf{F} \end{bmatrix}$$

(21)

where $\mathbf{M}$, $\mathbf{G}$, and $\mathbf{K}$ are matrices given in Ref. 1, whereas $\mathbf{M}_M$, $\mathbf{M}_G$, $\mathbf{M}_*$, $\mathbf{K}_G$, $\mathbf{K}_*$, $\mathbf{F}$, and $\mathbf{F}_*$ are new matrices of size $6 \times v$, $v \times 6$, $6 \times 6$, $v \times v$, $v \times 1$, respectively, and will be given in explicit form presently. (To maximize clarity and conciseness, all terms involving beam eccentricities have been dropped from the analysis. To include them, one simply needs to augment the kinematic quantities in the equation of motion with the $e_2$ and $e_3$ terms as shown in Ref. 1.) First, however, it is convenient to introduce five symbols, $m_\beta$, $P_1$, $P_2$, $I_{52}$, and $I_{53}$, to represent new modal integrals, in addition to the modal integrals $X_{kli}$, $X_{klij}$, $Y_{kli}$, $Y_{klij}$, $Z_{kli}$, $Z_{klij}$, $Y_{klij}$, and $\eta_{ij}$ ($j = 1,...,v; \; k = 1,...,6$) introduced in the previous analysis.

$$m_\beta = \int_0^L \rho \, dx$$

$$P_1 = \int_0^L \rho x \, dx, \quad P_2 = \int_0^L \rho x^2 \, dx$$

$$I_{52} = \int_0^L \rho I_{52} \, dx, \quad I_{53} = \int_0^L \rho I_{53} \, dx$$

(22)

The elements of $\mathbf{M}$ and $\mathbf{M}_*$, namely, $\mathbf{M}_M$ and $\mathbf{M}_*$ ($i = 1,...,6; \; j = 1,...,v$), are given as

$$\mathbf{M}_{ij} = \tilde{Y}_{ij} + \tilde{Z}_{ij}, \quad \mathbf{M}_{ij} = -\tilde{X}_{ij} - \tilde{Y}_{ij} \quad (j = 1,...,v)$$

$$\mathbf{M}_{ij} = \tilde{Y}_{ij}, \quad \mathbf{M}_{ij} = \tilde{Z}_{ij} \quad (j = 1,...,v)$$

(23)

The matrix $\mathbf{M}_*$ is symmetric (i.e., $\mathbf{M}_{ij} = \mathbf{M}_{ji}$, for $i,j = 1,...,6$); therefore, only the terms $\mathbf{M}_{ij}$ ($i = 1,...,6; \; j = 1,...,6$) will be recorded. Specifically,

$$\mathbf{M}_{11} = m_\beta (d_{22}^2 + d_{32}^2) + J_{11} + (I_{52} + I_{53})$$

(34)

$$\mathbf{M}_{12} = -m_\beta (d_{22} + d_{32}) + J_{12} + \sum_{j=1}^v [-\tilde{X}_{1j} - \tilde{Z}_{1j}]q_j$$

(30)

$$\mathbf{M}_{13} = -m_\beta (d_{22} + d_{32}) + J_{13} + \sum_{j=1}^v [\tilde{Y}_{1j} + \tilde{Z}_{1j}]q_j$$

(31)

$$\mathbf{M}_{14} = \sum_{j=1}^v \{ \tilde{W}_{1j} (\omega_1 \cos \omega_3 - \omega_2 \cos \omega_3) + \tilde{W}_{1j} \}q_j$$

(40)

$$\mathbf{M}_{15} = \sum_{j=1}^v \{ \tilde{W}_{1j} (\omega_1 \cos \omega_3 - \omega_2 \cos \omega_3) + \tilde{W}_{1j} \}q_j$$

(41)

$$\mathbf{M}_{16} = m_\beta d_{22} + \sum_{j=1}^v \{ \tilde{W}_{1j} \}q_j$$

(42)

$$\mathbf{M}_{22} = \sum_{j=1}^v \{ \tilde{W}_{2j} \}q_j$$

(43)

$$\mathbf{M}_{23} = -m_\beta d_{22} + \sum_{j=1}^v \{ \tilde{W}_{2j} \}q_j$$

(44)

$$\mathbf{M}_{24} = \sum_{j=1}^v \{ \tilde{W}_{2j} \}q_j$$

(45)

$$\mathbf{M}_{25} = \sum_{j=1}^v \{ \tilde{W}_{2j} \}q_j$$

(46)

The matrix $\mathbf{K}_*$, with elements $K_{ij}$, is related to the matrix $\mathbf{M}_*$, with elements $M_{ij}$, in the following way:

$$\sum_{j=1}^v K_{ij}q_j = \sum_{j=1}^6 M_{ij}^* u_{r+j}^* \quad (i = 1,...,v)$$

(47)

Hence, explicit $K_{ij}$ terms can be found directly from the terms in Eqs. (29–32).

The element $F_i$ in the $i$th row of the matrix $\mathbf{F}$ is defined as

$$F_i = \sum_{j=1}^v \mathbf{M}_{ij} \tilde{u}_{r+j} = \sum_{j=1}^v \mathbf{M}_{ij} \tilde{u}_{r+j} \quad (i = 1,...,v)$$

(48)

while the elements of $\mathbf{F}$, namely, $F_i$ ($i = 1,...,6$), appear as

$$F_1 = m_{\beta} (d_1 (\omega_1 \cos \omega_3 - \omega_2 \sin \omega_3) - \omega_1 (v_1 + \omega_1 d_1 - \omega_2 d_1))$$

(29)

$$+ d_2 [\omega_1 (v_2 + \omega_1 d_2 - \omega_2 d_2) - \omega_1 (v_2 + \omega_1 d_2 - \omega_2 d_2)]$$

$+ \omega_2 (J_{22} - J_{33}) + \omega_3 (J_{22} + J_{33}) + \omega_3 J_{23}$

$- \omega_1 (J_{23} - J_{32}) + (I_{52} - I_{53}) \omega_2$}

$$+ \sum_{j=1}^v \{ \tilde{W}_{3j} (\omega_3 v_1 - \omega_1 v_3) + \tilde{X}_{3j} \omega_1 \omega_2 - \tilde{X}_{3j} \omega_1 \omega_3$$

$$- \tilde{W}_{3j} (\omega_3 v_2 - \omega_2 v_1) + \tilde{Y}_{3j} (\omega_3 - \omega_3) + \tilde{Y}_{3j} \omega_1 \omega_2$$

$$+ \tilde{Z}_{3j} (\omega_3 - \omega_3) + \tilde{Z}_{3j} \omega_1 \omega_2) \}q_j$$

(49)
This unfortunate fact is a consequence of linearizing in some speeds. One may, however, employ a symmetric version of 
\[ t_{i} = \sum_{j=1}^{6} t_{3} \] 
Hence, even though \( K^{*} \) and \( \omega^{*} \) contain \( t_{i} \), the elements \( \gamma_{y} \) and \( \beta_{y} \) of matrices \( \gamma \) and \( \beta \), respectively, do not contain such terms.

It is clear from Eq. (21) that the matrix \( \mathcal{M} \) is nonsymmetric. This unfortunate fact is a consequence of linearizing in some, but not all, of the generalized coordinates and generalized speeds. One may, however, employ a symmetric version of \( \mathcal{M} \) for purposes of computational efficiency. To do this, the term \( (M^{*})^T \) is added to the lower left partition of \( \mathcal{M} \) in Eq. (21). This does not affect the accuracy of the solution since each term in \( M^{*} \) is a function of \( q_{i} \) (i = 1,...,v); thus, when \( q_{i} \) is multiplied by \( M^{*} \) (i = 1,...,v; j = 1,...,w), negligible terms of degree two and higher in \( q_{i}, q_{i}, q_{j} \) result. Another, less rigorous, method to symmetrize the mass matrix is simply to discard the terms arising from \( M^{*} \). Although no formal analytical justification for this action has yet been developed, an extensive study of simulations with and without these terms suggest that their influence is indeed negligible for practical applications.

Kinematical Equations

In addition to the v+6 first-order dynamical equations governing the motion of \( A \) and \( B \) in \( N \), it is necessary to form at least v+6 first-order kinematical equations before a complete solution for the position and orientation of \( A \) and \( B \) in \( N \) can be obtained. The first v kinematical equations are

\[ q_{i} = \dot{p} \cdot \mathcal{N}(\mathbf{n}_{i}) \quad (i = 1, 2, 3) \]

where \( \dot{p} \) is the position vector from a particular point \( \mathcal{N} \), fixed in \( N \), to point \( O \), and \( \mathcal{N}(\mathbf{n}_{i}) \) form a dextral set of mutually perpendicular unit vectors fixed in \( N \). To describe the orientation of \( A \) in \( N \), align \( a_{i} \), \( a_{2} \), \( a_{3} \) with \( n_{1} \), \( n_{2} \), \( n_{3} \), respectively, and subject \( A \) to successive dextral rotations in \( N \) of amounts \( q_{t}, q_{s}, q_{r} \), and \( q_{t}, q_{s}, q_{r} \) about lines parallel to \( a_{1}, a_{2}, a_{3} \), respectively. After such a reorientation, the unit vectors \( q_{i} \) and \( n_{i} \) (i = 1,2,3) are related by a direction cosine matrix \( N^{C} \) in the following way:

\[ [a_{1} a_{2} a_{3}] = [n_{1} n_{2} n_{3}] N^{C} \]

with \( N^{C} \) given by

\[
N^{C} = \begin{bmatrix}
C_{v} + S_{v} & C_{v} + S_{v} & S_{v} + C_{v} \\
S_{v} & S_{v} & C_{v} + C_{v} + 4 \\
C_{v} + S_{v} & C_{v} + S_{v} + 4 & C_{v} + S_{v} + 4
\end{bmatrix}
\]

The matrices \( \mathbf{K}^{*} \) and \( \mathbf{F} \) appearing in Eq. (22) serve merely to extract terms from \( \mathbf{K} \) and \( \mathbf{F} \), which are explicit functions of \( \dot{u}_{x}^{*} \) (i = 1,...,6). Hence, even though \( \mathbf{K}^{*} \) and \( \mathbf{F} \) contain \( \dot{u}_{x}^{*} \) (i = 1,...,6), the elements \( \mathbf{K}_{y} \) and \( \mathbf{F}_{y} \), of matrices \( \gamma \) and \( \beta \), respectively, do not contain such terms.

Here \( N^{C} \) represents the element in the ith row and jth column of \( N^{C} \). Because a numerical solution of Eqs. (63) and (65) would become unbounded when \( \cos q_{x} \) = 0 (e.g., \( q_{x} = 90 \text{ deg} \)), it may be expedient to replace the three
kinematical Eqs. (63–65) with a set of four numerically well-behaved equations involving quantities $e_4, e_2, e_3,$ and $e_4$, known as Euler parameters. These are related to the direction cosines $C_i^j$ in such a way that

$$NC^A = \begin{bmatrix} 1 - 2e_2^2 - 2e_3^2 & 2(e_2e_3 - e_4e_1) & 2(e_2e_1 + e_3e_4) \\ 2(e_1e_2 + e_3e_4) & 1 - 2e_1^2 - 2e_3^2 & 2(e_1e_3 - e_2e_4) \\ 2(e_1e_3 + e_2e_4) & 2(e_1e_2 - e_3e_4) & 1 - 2e_1^2 - 2e_2^2 \end{bmatrix}$$

(66)

Kinematical equations formed in terms of the Euler parameters appear as

$$\dot{e}_1 = \frac{1}{2}(\omega_1e_2 - \omega_2e_1 + \omega_3e_0), \quad \dot{e}_2 = \frac{1}{2}(\omega_1e_3 + \omega_2e_1 - \omega_0e_1) \quad (67)$$

$$\dot{e}_3 = \frac{1}{2}(-\omega_1e_2 + \omega_2e_1 + \omega_3e_0), \quad \dot{e}_4 = \frac{1}{2}(\omega_1e_3 - \omega_2e_1 + \omega_0e_1) \quad (68)$$

Consequently, Eqs. (60–62) and (67) and (68) can be used effectively in a numerical simulation to produce information concerning the position and orientation of the base at any instant.

External Forces

In order to perform simulations of practical interest in connection with flexible spacecraft and satellites, the equations of motion presented here should be augmented with additional contributions to the generalized active forces to account for realistic external forces such as gravity, active control, atmospheric drag, solar heating, etc. The procedure for including the contribution of a very general external forcing function in the system generalized active forces was presented in Eq. (18), where the terms $(R)^{\gamma}, (R)^{\delta \varphi \psi}, (R)^{C},$ and $(R)^{d} \quad (T)^{\delta \varphi \psi}, (T)^{d \varphi \psi}, (T)^{d d}$, defined previously, can be assumed to represent external force effects. Any set of forces can be expressed in terms of these quantities or can be included directly in the system generalized active forces by simply dot-multiplying each force with the partial velocity, in $N$, of its point of application. A demonstration of the use of the procedure in accounting for active control laws and gravitational effects will be given here. The effects of solar-induced heating and atmospheric drag have been investigated for similar systems in Refs. 10–12, and will not be considered further.

To develop the expressions for the contribution of gravitational forces and control forces to the generalized active forces for a system consisting of one beam attached to a rigid base, proceed as follows. Assume the function of an active control system is to apply a set of time-dependent forces to the system, this set being equivalent to a couple of torque $(T_{\text{cont}})^A$ acting on $A$ and a force $(F_{\text{cont}})^A$ applied at a point $\tau$ located on the elastic axis of $B$ at the tip. Then the control system contribution to the generalized active forces $F_i (i = 1, ..., v + 6)$ is

$$F_{\text{cont}} = N\omega_i \cdot (T_{\text{cont}})^A + N\xi_i \cdot (F_{\text{cont}})^A \quad (i = 1, ..., v + 6) \quad (69)$$

where $N\xi_i$ is the $i$th linearized partial velocity of $\tau$ in $N$. With $(T_{\text{cont}})^A$ and $(F_{\text{cont}})^A$ expressed in component form as

$$(T_{\text{cont}})^A = T_1a_1 + T_2a_2 + T_3a_3 \quad (70)$$

$$(F_{\text{cont}})^A = F_1a_1 + F_2a_2 + F_3a_3 \quad (71)$$

the terms $(F_{\text{cont}}) (i = 1, ..., v + 6)$ appear explicitly as

$$(F_{\text{cont}}) = \left\{ \begin{array}{l} \phi_i(L) - \sum_j\left[ \psi_j(L)\gamma_j(L)\psi_j \right]F_{1c} \\ + \{\phi_2(L)\}F_{2c} + \{\phi_3(L)\}F_{3c} \quad (i = 1, ..., v) \end{array} \right. \quad (72)$$

$$F_{v + 1} = T_{1c} - \sum_j\phi_j(L)q_jF_{1c} = \sum_j\phi_j(L)q_jF_{3c} \quad (73)$$

$$F_{v + 2} = T_{2c} + \sum_j\phi_j(L)q_jF_{1c} = \sum_j\phi_j(L)q_jF_{3c} \quad (74)$$

$$F_{v + 3} = T_{3c} - \sum_j\phi_j(L)q_jF_{1c} = \sum_j\phi_j(L)q_jF_{3c} \quad (75)$$

$$F_{v + 4} = T_{4c} \quad (76)$$

where $\psi_j$ and $\gamma_L$ are modal integrals defined in Ref. 1 to account for spin-induced dynamic stiffness effects.

Next, consider the gravitational forces exerted on $A$ and $B$ by a particle of mass $m$ located at a point $\delta$ fixed in a Newtonian reference frame. The contribution of these forces to the generalized active forces can be approximated as

$$(F_{\text{grav}}) = \left\{ \begin{array}{l} N\omega_i \cdot \{-Gm\rho\alpha\tau\gamma\} - \frac{3}{2} \end{array} \right. \quad (77)$$

where $\rho\alpha\tau\gamma$ and $\rho\gamma\delta$ are position vectors from point $\delta$ to points $A$ and $C$, respectively.

IV. Simulation Results

A computational algorithm based on the previously presented equations has been developed and used to simulate the free-flying motion of actively controlled spacecraft during various practical maneuvers. Some results from these simulations will be shown here to 1) illustrate the use of the theory incorporating free base motion and external forces and 2) point out differences between this theory and conventional multibody methods.

Two orbital motions will be considered: one concerning a controlled planar motion in low Earth orbit and the other involving a large-angle, three-dimensional reorientation maneuver followed by a precise pointing motion during geosynchronous orbit. Before these are discussed, however, a few simulation results will be presented for motions in which gravity is neglected entirely; these focus attention primarily on flexible-body and rigid-body interaction.

Rigid-Body/Flexible-Body Interaction

Many satellites used to conduct scientific experiments and perform measurements of magnetic properties, electrical properties, radio-wave transmission, etc., in space, consist of a fairly rigid hub and one or more flexible booms extending from the hub and having instrumentation packages attached. In order to measure properties of the surrounding plasma, a number of maneuvers are executed, such as spin-up, spin-down, and steady spin about principal axes of the base, slews about principal base axes, and orbit change maneuvers. Spin-up is often accomplished by firing short bursts of gas from thrusters attached to the base. To simulate such a procedure, consider the system depicted in Fig. 2 to be at rest initially with no external forces applied. Starting with $\tau = 0$, a 5-s pulse of a set of thrusters is represented by setting

$$F_{1c} = F_{2c} = F_{3c} = T_{1c} = T_{2c} = 0 \quad (78)$$
where $F_{x}$, $F_{y}$, $T_{x}$, $T_{y}$, and $T_{z}$ are the terms introduced at the end of the last section to account for control system actuation. The free-flying base $A$ is a solid, 120-kg, rectangular parallelepiped with sides of length 2, 3, and 1 m, parallel to $a_{1}$, $a_{2}$, $a_{3}$, respectively. The flexible appendage $B$ is a uniform cantilever beam of length 20 m, flexural rigidities $E_{1}I_{2} = E_{1}I_{3} = 5 \times 10^{6}$ N m$^{2}$, torsional rigidity $G_{k}$ = $6 \times 10^{3}$ N m$^{2}$, cross-sectional area $A = 4 \times 10^{-4}$ m$^{2}$, and a mass per unit length $m = 0.2$ kg/m.

If the beam appendage were rigid, the time history of the angular rate $\omega_{3}$ associated with the based-fixed unit vector $a_{3}$ would appear as shown by the solid line in Fig. 3, where $\omega_{3}$ is plotted vs time for 600 s. Soon after the 5-s pulse, $\omega_{3}$ reaches a steady-state value, and spin-up is complete. However, when the flexibility of the appendage is taken into account in the simulation, one obtains the dashed line result for $\omega_{3}$ in Fig. 3. These results clearly show the effect that the flexible appendage (see Fig. 4) has on motion of the base. Instead of a constant velocity steady-state spin, the hub alternately speeds up and slows down in a pulsating fashion. This rigid-body/elastic-body coupling, which plays such an important role here, is not accurately treated in the conventional multibody programs discussed in Refs. 2–6 unless the flexible appendage is discretized or substructured in the multibody system model. Suppose that the previous simulation is repeated with $T_{3c}$ changed to 1.0 N m. Using standard appendage modes and a continuous, unstructured beam model along with an algorithm based on the conventional modal modeling approach used in these programs, one obtains the dashed-line curve for $\omega_{3}$ vs time shown in Fig. 5 for the first 200 s of motion; the solid line represents results obtained with an algorithm based on the theory in this paper combined with that of Ref. 1.

A number of techniques have been proposed for controlling the amplitude of the in-plane, beam-tip deflection, shown in Fig. 4, and thereby reducing the steady-state variation in $\omega_{3}$. One such strategy, termed the “half-period-pulsing” method, involves firing the thrusters twice in a precise sequence. The initial firing imparts a certain angular momentum to the system resulting in both rotation of the base and vibration of the appendage. Then, a second thruster pulse of equal magnitude and direction to the first is applied after a time interval equal to one-half the period of the fundamental bending mode of the system. [The term fundamental bending mode, as used here, is to be interpreted as the first mode obtained by solving an eigenproblem resulting from 1) linearizing the previous $v + 6$ nonlinear equations about a state of constant-speed ($\omega_{3}$) rotational motion and zero deformation and 2) assuming an exponential solution.] The idea is to use the second pulse both to increase spin and negate vibrational momentum. This strategy is investigated here in order to illustrate the effectiveness of the current theory and accompanying algorithm in treating controlled spacecraft motion. Figure 6a shows the time histories of $\omega_{3}$ and the in-plane tip deflection $u_{i}(x = L)$ obtained from a simulation identical to the single-pulse simulation except that a second pulse is fired at a time (33 s) equal to approximately half the period of the fundamental mode calculated for a case of zero steady-state spin. After the second pulse, the tip deflection is indeed reduced considerably, and the mean spin rate is increased. This strategy appears to be effective and can be repeated indefinitely to achieve any desired spin rate. Figure 6b displays results from a simulation during which double pulses of 5-s duration and 33-s separation are repeated for the first 300 s of the motion.
To use this strategy in an open-loop fashion requires an accurate model to provide an indication of the frequency of the fundamental mode as the spin speed increases. Conventional methods indicate that this frequency decreases with increasing spin speed whereas, in reality, the frequency of the fundamental mode increases. For the stimulation reported in Fig. 5, the error in the fundamental frequency found using the conventional modal modeling theory was approximately 10%. Development of optimal control schemes based on such an erroneous model could lead to dynamic instabilities unless sufficient measurement capabilities and control law robustness were built into the system.

Planar Librational Motion

Next, the effect of appendage flexibility on the behavior of a satellite during orbit will be investigated using the same system introduced earlier. First a planar librational motion, studied previously in Ref. 9 (p. 330), will be considered followed by a three-dimensional, large-angle reorientation of an orbiting satellite.

For the first motion, consider the mass center \( A^* \) of \( A \) to be initially placed at a point 622 km above the Earth's surface with a velocity in \( N \) (Newtonian reference frame) equal to the velocity of a particle that occupies the same position as \( A^* \) and is moving on a circular orbit around the Earth. The base \( A \) is given an initial angular velocity such that it is not rotating relative to a line joining \( E \) (Earth's mass center) and \( A^* \), and the beam appendage is initially at rest in \( A \).

Further, the base-fixed unit vector \( \mathbf{a}_3 \) is aligned with the orbit normal, and the angle \( \varphi \), shown in Fig. 2, is given an initial value of 45 deg. If no active control is applied to the system subsequent to the initial time, simulation results for the angle \( \varphi \) and the beam-tip transverse deflection \( u_2 \) (see Fig. 7) reveal that the system oscillates about the local vertical and the beam vibrates.

Suppose, however, that it is desired to control the satellite actively in such a way as to cause \( A^* \) to move on a circular orbit with \( \varphi = 0 \). The system then moves in the so-called spoke mode, with the beam's elastic axis perfectly aligned with the local vertical at all times. If the beam appendage \( B \) is...
considered to be rigid, a control scheme to accomplish this objective can be designed quite easily. For example, one can set $F_{lc} = F_{2c} = F_{3c} = T_{lc} = T_{2c} = 0$ for all time and assign $T_{3c}$ (the $a_3$ measure number of the torque applied to $A$) to be a linear function of two quantities $\Omega$ and $V$, referred to as the attitude rate and tip speed, respectively. These quantities are defined as

$$\Omega \triangleq \dot{\phi}, \quad V \triangleq (L - d_i)\dot{\phi} + \sum_{j=1}^{a} [\phi_1(\dot{\phi} + \phi_2 \dot{\theta}_j)]$$ (80)

where the summations are simply neglected for the case when $B$ is considered to be rigid. Thus, $T_{3c}$ can be written in the form

$$T_{3c} = -(k_{\Omega} \Omega + k_{V} V)$$ (81)

where $k_{\Omega}$ and $k_{V}$ are proportional control gains. Suppose that $k_{V}$ is zero and $k_{\Omega}$ is chosen so as to provide an underdamped response of the satellite when the appendage is considered to be rigid. Thus, $T_{3c}$ can be written in the form

$$T_{3c} = -k_{\Omega} \Omega$$

where $k_{\Omega}$ is chosen to provide an underdamped response of the system when $B$ is considered to be rigid. These results suggest that the control system, designed as if $B$ were rigid, works reasonably well even when $B$ is significantly deformable. Although the beam does vibrate, the angle $\phi$ is reduced to a very small value, with minimal control effort beyond that required for a rigid appendage.

One can, of course, also use this theory and associated algorithms to investigate the usefulness of various modal control schemes, as well as to study the possible deleterious effects of noncolocated control schemes. For example, assume that the scalar $T_{3c}$ that was previously made proportional to the attitude rate of the base is now assigned to be proportional to the speed $V$ measured at the tip beam. Thus, measurements are made at the tip location, and control torques are applied at the base. Choosing $k_{V}$ in such a way ($k_{V} = 0.0575 \text{ N} \cdot \text{s}$) so as to yield an underdamped response of the system when $B$ is rigid and performing a second simulation with identical initial conditions and parameters as those used in Fig. 8a, one obtains the results illustrated in Fig. 8b. These results substantiate the well-known problems with employing noncolocated control (sensors and actuators at separate locations) for flexible spacecraft. Unless a more robust controller than the one employed here is used, instability can be expected.

**Large-Angle Reorientation Maneuvers**

Last, a pointing maneuver of importance for both communication and strategic defense satellites will be studied. Consider the system shown in Fig. 2 to be moving in a nearly circular, equatorial, geosynchronous orbit, with the beam's elastic axis pointing directly inward toward the center of the Earth. Suppose, furthermore, that at some specific time, it is desired to reorient the satellite and change its target. Such a maneuver could be accomplished by firing different sets of base-fixed thrusters in sequential fashion with the intent of causing the base to rotate successively about lines parallel to base principal axes. With a proper thruster firing sequence, any desired orientation could, in theory, be achieved. Using this notion, the following control strategy has been formulated by considering $B$ to be rigid, as was done in the preceding examples. If $\mathcal{J}_1$, $\mathcal{J}_2$, and $\mathcal{J}_3$ denote central principal moments of inertia of the "rigid" satellite corresponding to principal axes parallel, respectively, to $a_1$, $a_2$, and $a_3$, then attitude behavior of the rigid satellite is governed by Euler's dynamical equations written in the form

$$\mathcal{J}_1 \ddot{\omega}_1 - (\mathcal{J}_2 - \mathcal{J}_3) \omega_2 \omega_3 = T_1 + G_1$$ (82)
where \( T_i \) and \( G_i \) \((i = 1, 2, 3)\) represent the measure numbers of the control torques and gravity torques, respectively. In order to bring the satellite from its initial orientation to the desired final orientation in a specified time, the functions \( T_1 \), \( T_2 \), and \( T_3 \) must be carefully chosen. Assume that one can determine a set of body-three: 1-2-3 rotation angles \( \delta_1, \delta_2, \delta_3 \) such that if the satellite in its initial orientation relative to an orbiting reference frame were subjected successively to dextral rotations of amount \( \delta_1 \) about \( a_1 \), \( \delta_2 \) about \( a_2 \), and \( \delta_3 \) about \( a_3 \), it would end up in the desired final orientation relative to the same orbiting reference frame. The functions \( T_1, T_2, T_3 \) will be chosen in the form

\[
\dot{\omega}_2 - (\dot{\delta}_2 - \dot{\delta}_1)\omega_3 = T_2 + G_2 \\
\dot{\omega}_3 - (\dot{\delta}_3 - \dot{\delta}_2)\omega_2 = T_3 + G_3
\]

(83)

(84)

then the governing attitude equations can be rewritten as (no summation convention employed)

\[
\dot{\delta}_i + \sigma \dot{\delta}_i + k_i (\delta_i - \delta^*) = 0 \quad (i = 1, 2, 3)
\]

(86)

This is the standard form of the equation for a damped oscillator. Appropriate values for \( \sigma \) and \( k_i \) can thus be chosen to provide the desired combination of peak time, settling time, and overshoot. To assess the performance of such a control law for both a rigid and deformable satellite, consider the repositioning maneuver sequence illustrated in Fig. 9. The satellite is originally in an Earth-pointing geosynchronous orbit, and it is desired to reorient the satellite from this orientation to the final one shown in the sketch. The appropriate values of the body-three: 1-2-3 angles \( \delta_1, \delta_2, \delta_3 \) introduced earlier, are 90°, —30°, and 20°, respectively. Note that these angles describe the desired orientation of the satellite relative to the inertial orientation that the satellite would have at the same orbit location if its attitude relative to the rotating orbital reference frame had remained undisturbed.

The dotted-line curves in Fig. 10 show the angles \( \delta_1, \delta_2, \delta_3 \) as a function of time, these results having been obtained from a simulation in which \( B \) was treated as rigid. Performing a subsequent simulation in which the deformation of \( B \) is
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described by three transverse bending modes in each of the two principal transverse directions, as well as one torsional mode, the resulting values for $\delta_3, \delta_4, \delta_5$ appear as the solid lines in Fig. 10. Figure 11 displays the two transverse displacements and the twist of the beam tip during this maneuver.

The results indicate that whereas the control system succeeds in bringing about the desired reorientation, even when the satellite is flexible, the time it takes to complete the whole reorientation sequence is much greater and the corresponding cost involved in operating the control system is higher for the flexible satellite than for the rigid satellite, chiefly because the very strict tolerances on pointing could not be reached until after a considerable settling time of the beam vibrations.

It is important to state here that the controllers employed in the previous simulations were chosen in a simple way to clarify the key issues involved in the interaction between flexible appendages and rigid base motion. In practice, a more sophisticated approach to control law design and development would normally be employed in order to optimize the performance of the active control system. Such optimal control schemes can easily be incorporated in an algorithm based on the equations given here.

V. Discussion and Conclusions

This paper, in conjunction with Ref. 1, provides a comprehensive theory and equations of motion for a free-flying rigid body with flexible beamlike appendages. The present theory has been compared with conventional modal modeling methods applied to beams and has been found to yield results that agree much more favorably with experimentally observed behavior. However, the increased accuracy of the results has been gained at the expense of generality. The conventional modal modeling method purports to treat any flexible component, whether it is composed of beams, plates, shells, or three-dimensional solids, whereas the present theory is applicable only to components and appendages that behave in a beamlike manner. Unfortunately, straightforward application of the conventional theory to any structural elements undergoing continuous large rotations yields inaccurate simulation results unless discretization or substructuring techniques are artificially performed. Naturally, the extent of the inaccuracy depends on the relative magnitude of the rate of change or orientation of the element and the flexural rigidities of the element. One valid conclusion that can be made is that in order to simulate accurately general aerospace structures undergoing large overall motions and small deformations (i.e., small strains), it is necessary to treat each distinct type of structural element constituting the system in a special way. Large rotation theories for beams, plates, and shells must be built into whatever system equation formulation procedure is employed, regardless of whether assumed mode techniques are used.

A natural question that often arises is: If it is necessary to incorporate these special structural theories in the dynamical formulation anyway, what advantage is there in using assumed mode methods as opposed to nonlinear finite-element methods? The following discussion is intended to address this question and shed light on practical implications of employing each method. First of all, a brief explanation of the differences between assumed mode methods and finite-element methods will be given.

The assumed mode method of treating flexible multibody systems undergoing large overall motions has been the most popular to date owing to a number of attractive features. First, one can easily take advantage of previously constructed structural finite-element models to provide eigenfunctions for the nonlinear simulation, thereby assuring some fidelity of models throughout the design and analysis process. Second, reducing the size of the system of equations for control design purposes is very easy to do with the assumed mode method by simply truncating the number of assumed modes employed. Third, in many cases, good accuracy in simulation results can be obtained with a minimum of generalized temporal coordinates (and corresponding equations) because the assumed modal functions usually characterize the flexible-body deformation very well.

On the other hand, some of the advantages of the finite-element method are that: 1) the piecewise continuous polynomial shape functions are easier to work with in the computational algorithm and cheaper to evaluate than their modal counterparts; 2) it is easier to allow for changes in boundary conditions of a flexible body (such as during deployment) with finite-element methods owing to the local nature of the shape functions and the standard global assembly procedures; and 3) an identical geometric model can be used in the nonlinear simulation as was used in earlier phases of design and structural analysis.

To give some idea of relative computational speed, CPU times on an Apollo DN3000 were monitored during the simulation reported in Fig. 5. Three analyses were performed: the first used the conventional assumed mode modeling method now employed in commercial software; the second was based on an algorithm employing the theory included in this paper; and the third used a fully nonlinear finite-element technique. As a benchmark, the present theory with 20 modes was used to establish the "correct solution."

The algorithm based on the assumed mode modeling theory included in this paper was able to reproduce the correct solution with 2% error in 381 CPU seconds by employing only three transverse bending modes in the simulation. An algorithm based on the conventional assumed mode modeling approach, although not able to produce as accurate results (see Fig. 5), took only 299 CPU seconds with three modes to complete the simulation. The finite-element implementation, however, required nearly 10 elements to obtain comparable accuracy with that of the new modal method and used more than 6200 CPU seconds. With three and five elements, respectively, the simulation times were 714 and 2557 CPU seconds, and the error was in the 5–10% range.

One reason for the unusually long simulation times with the finite-element implementation is that six degrees of freedom are allowed at each nodal point connecting the discrete element domains, whereas the simulations based on the assumed mode methods included flexibility in only one transverse direction. The unnecessary degrees of freedom could have been eliminated from the finite-element analysis; however, the absolute-coordinate, sparse-matrix analysis scheme employed would have required that additional constraint equations be processed at an expense greater than that of retaining all of the extra degrees of freedom in the problem.

Although the numerical results are by no means general or conclusive, they do suggest that it is worthwhile to pursue a general development of flexible multibody simulation algorithms that utilize the assumed mode procedures but also include large-rotation structural element theories.
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