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**ABSTRACT**

The hypersonic aeroelastic and aerothermoelastic problem of a double-wedge airfoil typical cross-section is studied using three different unsteady aerodynamic loads: (1) third-order piston theory, (2) Euler aerodynamics, and (3) Navier-Stokes aerodynamics. Computational aeroelastic response results are used to obtain frequency and damping characteristics, and compared with those from piston theory solutions for a variety of flight conditions. Aeroelastic behavior is studied for $5 < M < 15$ at altitudes of 40,000 and 70,000 feet. A parametric study of offsets, wedge angles, and static angle of attack is conducted. All the solutions are fairly close below the flutter boundary, and differences between the various models increase when the flutter boundary is approached. For this geometry, differences between viscous and inviscid aeroelastic behavior are not substantial. Results illustrate that aerodynamic heating reduces aeroelastic stability. Applying this approach to a generic vehicle resembling a reusable launch vehicle is also discussed. The results presented serve as a partial validation of the CFL3D code for the hypersonic flight regime.

**NOMENCLATURE**

\[ a \quad \text{Nondimensional offset between the elastic axis and the midchord} \]

\[ a_{\infty} \quad \text{Speed of sound} \]

\[ b \quad \text{Semi-chord} \]

\[ c \quad \text{Reference length, chord length of double-wedge airfoil} \]

\[ C_D, C_L, C_{My} \quad \text{Coefficients of drag, lift and moment about the y-axis} \]

\[ C_{pPT}, C_{pNS} \quad \text{Piston theory pressure coefficient, and CFD Navier-Stokes pressure coefficient respectively} \]

\[ f(x) \quad \text{Function describing airfoil surface} \]

\[ f_1(), f_1() \quad \text{Functions relating Mach number and temperature} \]

\[ h \quad \text{Airfoil vertical displacement at Elastic Axis} \]

\[ I_\alpha \quad \text{Mass moment of inertia about the Elastic Axis} \]

\[ K_\alpha, K_h \quad \text{Spring constants in pitch and plunge respectively; } K_\alpha = I_\alpha \omega_\alpha^2, K_h = m \omega_h^2 \]

\[ L \quad \text{Lift per unit span} \]

\[ L_1, L_2, L_3 \quad \text{First, second and third-order piston theory lift components} \]

\[ M \quad \text{Free stream Mach number} \]

\[ \mathbf{M}, \mathbf{K} \quad \text{Generalized mass and stiffness matrices of the structure} \]

\[ M_1, M_2, M_3 \quad \text{First, second and third-order piston theory moment components} \]

\[ m \quad \text{Mass per unit span} \]

\[ M_{EA} \quad \text{Moment per unit span about the Elastic Axis} \]

\[ M_f \quad \text{Flutter Mach number} \]

\[ n_m \quad \text{Number of modes used} \]

\[ p \quad \text{Pressure} \]

\[ p_{\infty} \quad \text{Free-stream pressure} \]

\[ Q \quad \text{Generalized force vector for the structure} \]
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\( Q_i \) Generalized force corresponding to mode \( i \) 
\( q_{\infty} \) Dynamic pressure 
\( q_i \) Modal amplitude of mode \( i \) 
\( r_\alpha \) Nondimensional radius of gyration 
\( S \) Surface area of the structure 
\( S_\alpha \) Static mass moment of wing section about elastic axis 
\( T \) Temperature of airfoil, uniformly distributed 
\( T_E \) Kinetic energy of the structure 
\( t \) Time 
\( t_h \) Airfoil half thickness 
\( U_E \) Potential energy of the structure 
\( V \) Free stream velocity 
\( v_n \) Normal velocity of airfoil surfaces 
\( w \) Displacement of the surface of the structure 
\( x_\alpha \) Nondimensional offset between the elastic axis and the cross-sectional center of gravity 
\( x, y, z \) Spatial Coordinates 
\( Z(x, y, t) \) Position of structural surface 
\( Z_{eff}(x) \) Effective shape of double-wedge airfoil 
\( \alpha \) Airfoil pitch displacement about the Elastic Axis 
\( \alpha_s \) Static angle of attack of the airfoil 
\( \beta \) Ratio of specific heats 
\( \mu_m \) Mass ratio 
\( \rho \) Air density 
\( \omega_\alpha, \omega_h \) Natural frequencies of uncoupled pitch and plunge motions 
\( \omega_1, \omega_2 \) Natural frequencies of double-wedge airfoil 
\( \Phi \) Modal matrix 
\( \phi_i \) mode shape for mode \( i \) 
\( \tau \) Thickness ratio; \( \tau = \frac{t_h}{b} \) 
\( \zeta \) Damping ratio 
\( (\cdot, \cdot), (\cdot, \cdot) \) First and second derivatives with respect to time 
\( (\cdot)_L, (\cdot)_U \) Of the lower and upper surface, respectively

**Introduction and Problem Statement**

In recent years, renewed activity in hypersonic flight research has been stimulated by the need for a low cost, single-stage-to-orbit (SSTO) or two-stage-to-orbit (TSTO) reusable launch vehicle (RLV) and the long term design goal of incorporating air breathing propulsion devices in this class of vehicles. The X-33, an example of the former vehicle type, was a 1/2 scale, fully functional technology demonstrator for the full scale VentureStar. Another ongoing hypersonic vehicle research program is the NASA Hyper-X experimental vehicle effort. Other activities are focused on the design of unmanned hypersonic vehicles that meet the needs of the US Air Force. The present study is aimed at enhancing the fundamental understanding of the aeroelastic behavior of vehicles that belong to this category and operate in a typical hypersonic flight envelope.

Vehicles in this category are based on a lifting body design. However, stringent minimum-weight requirements imply a degree of fuselage flexibility. Aerodynamic surfaces, needed for control, are also flexible. Furthermore, to meet the requirement of a flight profile that spans the Mach number range from 0 to 15, the vehicle must withstand severe aerodynamic heating. These factors combine to produce unusual aeroelastic problems that have received only limited attention in the past. Furthermore, it is important to emphasize that testing of aeroelastically scaled wind tunnel models, a conventional practice in subsonic and supersonic flow, is not feasible in the hypersonic regime. Thus, the role of aeroelastic simulations is more important for this flight regime than in any other flight regime.

Previous studies in this area can be separated into several groups. The first group consists of studies focusing on panel flutter, which is a localized aeroelastic problem representing a small portion of the skin on the surface of the hypersonic vehicle. Hypersonic panel flutter has been studied by a number of researchers, focusing on important effects such as aerodynamic heating,\(^1\) composite\(^2,3\) and nonlinear structural models,\(^4\) and initial panel curvature.\(^5\) It was noted in Ref. 5 that piston theory may not be appropriate for the hypersonic regime and that hypersonic studies might have to use unsteady aerodynamic loads based on the solution of the Navier-Stokes equations. A comprehensive review of this research can be found in a recent survey paper.\(^6\)

The second group of studies in this area was motivated by a previous hypersonic vehicle, namely the National Aerospace Plane (NASP).\(^7,13\) However, some of these studies dealt with the transonic regime, because it was perceived to be quite important. Spain et al.\(^8\) carried out a flutter analysis of all-movable NASP-like wings with slab and double-wedge airfoils. They found that using effective shapes for the airfoils obtained by adding the boundary layer displacement thickness to the airfoil thickness improved the overall agreement with experiments. Aerothermoelastic analyses of NASP-like vehicles found that aerodynamic heating altered the aeroelastic stability of the vehicle through the
degradation of material properties and introduction of thermal stresses.\textsuperscript{11-13}

The third group of studies is restricted to recent papers that deal with the newer hypersonic configurations such as the X-33 or the X-34. Reference 14 considered the X-34 launch vehicle in free flight at $M=8.0$. The aerelastic instability of a generic hypersonic vehicle, resembling the X-33, was considered in Ref. 15. It was found that at high hypersonic speeds and high altitudes, the hypersonic vehicle is stable, when piston theory is used to represent the aerodynamic loads. Sensitivity of the flutter boundaries to vehicle flexibility and trim state were also considered.\textsuperscript{15} In another reference,\textsuperscript{16} CFD-based flutter analysis was used for the aerelastic analysis of the X-43 configuration, using system identification based order reduction of the aerodynamic degrees of freedom. Both the structure and the fluid were discretized using the finite element approach. It was shown that piston theory and ARMA Euler calculations predicted somewhat similar results.

From the studies on various hypersonic vehicles,\textsuperscript{7,16-18} one can identify operating envelopes for each vehicle. A graphical representation of these operating conditions is shown in Fig. 1.

In a recent study,\textsuperscript{19} the authors of this paper described an aerelastic analysis capability for generic hypersonic vehicles in the Mach number range $0.5 < M < 15$, using computational aerelasticity. The computational tool consisted of a combination of the CFL3D code and a finite element model of a generic hypersonic vehicle utilizing NASTRAN. During the validation process of the analysis,\textsuperscript{19} the authors studied the aerelastic behavior of a two dimensional double-wedge airfoil, operating in the Mach number range of $2.0 < M < 15.0$ at 100,000 feet. The current paper exploits the finding of Ref. 19 which identified the double-wedge airfoil as a remarkably appropriate example for exploring the various computational aspects of hypersonic aerelasticity. This paper is aimed at exploring fundamental aspects of hypersonic aerelasticity using computational tools. The specific objectives of the paper are:

1. Generate aerelastic stability boundaries of a typical cross-section, based on the double-wedge airfoil, in hypersonic flow using piston theory, for comparison with more refined computations.

2. Study the time-step requirements for the reliable computation of the unsteady airloads for this particular problem when using the Euler and Navier-Stokes options of CFL3D.

3. Compare the aerelastic behavior predicted using piston theory aerodynamics with refined solutions for the same problem, using CFL3D, which calculates the unsteady aerodynamic loads based on complete Euler and Navier-Stokes solutions.

4. Compare the exact solutions for aeroelastic behavior using the Navier-Stokes-based unsteady airloads, with approximate solutions based on an airfoil shape modified by the presence of a boundary layer.

5. Conduct a parametric study that illustrates the effect of the offset between the elastic axis and the aerodynamic center, the wedge angle of the airfoil, and static angle of attack.

6. Incorporate aerodynamic heating in an approximate manner in order to calculate aerothemoelastic responses.

7. Extend the analysis to a generic hypersonic vehicle that has features resembling a reusable launch vehicle, and present trend-type results.

Finally, it is important to note that these objectives not only enhance our fundamental understanding of hypersonic aerelasticity, but also make a valuable contribution towards the validation of the CFL3D code for hypersonic flight conditions.

**Method of Solution**

The computational aerelastic solutions in the present study are obtained using the CFL3D code.\textsuperscript{20} The CFL3D code is used to perform both steady and unsteady flow calculations, and to also obtain the aerelastic transients. The aerelastic solution utilizes the free vibration modes of the structure.

**Euler/Navier-Stokes Solver in CFL3D**

The aerelastic analysis of the double-wedge airfoil is carried out using the CFL3D code. The code uses an implicit, finite-volume algorithm based on upwind-biased spatial differencing to solve the time-dependent Euler and Reynolds-averaged Navier-Stokes equations. Multigrid and mesh-sequencing are available for convergence acceleration. The algorithm, which is based on a cell-centered scheme, uses upwind-differencing based on either flux-vector splitting or flux-difference splitting, and can sharply capture shock waves. For applications utilizing the thin-layer Navier-Stokes equations, different turbulence models are available. For time-accurate
problems using a deforming mesh, an additional term accounting for the change in cell-volume is included in the time-discretization of the governing equations. Since CFL3D is an implicit code using approximate factorization, linearization and factorization errors are introduced at every time-step. Hence, intermediate calculations referred to as "subiterations" are used to reduce these errors. Increasing these subiterations improves the accuracy of the simulation, albeit at increased computational cost.

**Aeroelastic Option in CFL3D**

The aeroelastic approach underlying the CFL3D code is similar to that described in Refs. 21,22. The equations are derived by assuming that the general motion \( w(x,y,t) \) of the structure is described by a finite modal series given by Eqn. (1) below. The functions \( \phi_i(x,y) \) represent the free vibration modes of the vehicle which are calculated using a finite element approach.

\[
Z(x,y,t) = \sum_{i=1}^{n_m} q_i(t)\phi_i(x,y) \tag{1}
\]

The aeroelastic equations of motion are obtained from Lagrange’s equations,

\[
\frac{d}{dt} \left( \frac{\partial T_E}{\partial \dot{q}_i} \right) - \frac{\partial T_E}{\partial q_i} + \frac{\partial U_E}{\partial \dot{q}_i} = Q_i, \quad i = 1, 2, \ldots \tag{2}
\]

which yield

\[
M\ddot{q} + Kq = Q(q, \dot{q}, \ddot{q}), \quad q^T = [q_1, q_2, \ldots] \tag{3}
\]

where the elements of the generalized force vector are given by,

\[
Q_i = \frac{\rho V^2}{2} \int_S \phi_i \frac{\Delta p}{\rho V^2/2} \ dS \tag{4}
\]

The aeroelastic equations are written in terms of a linear state-space equation (using a state vector of the form \([\ldots \dot{q}_{i-1}, \dot{q}_i, \dot{q}_{i+1}, \ldots]^T\)) such that a modified state-transition-matrix integrator can be used to march the coupled fluid-structural system forward in time. The fluid forces are coupled with the structural equations of motion through the generalized aerodynamic forces. Thus, a time-history of the modal displacements, modal velocities and generalized forces is obtained.

The aeroelastic capabilities of CFL3D, based on this modal response approach for obtaining the flutter boundary, have been partially validated for the transonic regime for the first AGARD standard aeroelastic configuration for dynamic response, Wing 445.6. The results of flutter calculations using Euler aerodynamics are given in Ref. 23 and those using Navier-Stokes aerodynamics are given in Ref.24. However, these calculations were limited to the transonic regime.

**General Overview of the Solution Process**

The solution of the computational aeroelasticity problem used in the present study is shown in Fig. 2. First, the vehicle geometry is created using CAD software, and from this geometry a mesh generator is used to create a structured mesh for the flow domain around the body. In parallel, an unstructured mesh is created for the finite element model of the structure using the same nodes on the vehicle surface that were used to generate the fluid mesh. Subsequently, the fluid mesh is used to compute the flow around the rigid body using a CFD solver, which consists of the CFL3D code developed by NASA Langley Research Center. The structural mesh is used to obtain the free vibration modes of the structure by finite element analysis using MSC NASTRAN. Nodes on the surface of the geometry in both the structured and unstructured meshes are matched up by their physical coordinates. This correlation is used to obtain the modal displacements at each of the surface nodes in the structured fluid mesh from the unstructured structural mesh. Using the flow solution as an initial condition, and the modal information, an aeroelastic steady state is obtained. For a geometry with vertical symmetry at zero angle of attack, such as the double-wedge airfoil, the aeroelastic steady state is the same as the undeflected state. Next, the structure is perturbed in one or more of its modes by an initial modal velocity condition, and the transient response of the structure is obtained. To determine the flutter conditions at a given altitude, aeroelastic transients are computed at several Mach numbers and the corresponding dynamic pressures. The frequency and damping characteristics of the transient response for a given flight condition and vehicle configuration can be determined from the moving block approach, which analyzes the Fourier transform of a discretely sampled transient signal.25 This approach applied to the same altitude and vehicle configuration for a range of Mach numbers results in a series of damping values for the system. The flutter Mach number can be estimated from this series by interpolating the damping data points to identify zero damping.

**Computational Model for the Double-Wedge Airfoil**
Few studies\textsuperscript{26, 27} have been carried out that validate CFL3D for the hypersonic regime. These studies compared the pressure distributions and static stability derivatives of cones and ogive-cylinder bodies obtained using CFL3D with results obtained using a unified hypersonic/sonic panel method in the range $3 < M < 6$.

Validation of the CFL3D code for flutter analysis in the hypersonic regime has never been undertaken. Therefore, reliable results for a simple configuration for which aeroelastic stability and response results could be generated independently, are important. A typical cross-section based on the double-wedge airfoil, shown in Figs. 3 and 4, meets this need. Generating results for this configuration using Euler and Navier-Stokes unsteady aerodynamic loads, and comparing them with results obtained using an independently developed aeroelastic code based on piston theory, provides a reliable means for validating CFL3D in the hypersonic regime.

The Euler and Navier-Stokes computations are carried out using a $225 \times 65$ C-grid with 225 points around the wing and its wake (145 points wrapped around the airfoil itself), and 65 points extending radially outward from the airfoil surface. The computational domain extends one chord-length upstream and six chord lengths downstream, and one chord length to the upper and lower boundaries. For the Navier-Stokes simulations, the Spalart-Allmaras turbulence model was used, along with an adiabatic wall temperature condition. The double-wedge airfoil and a portion of the surrounding computational grid are shown in Fig. 3.

**Aeroelastic Model for a Double-Wedge Airfoil Using Higher Order Piston Theory**

Piston theory is an inviscid unsteady aerodynamic theory, that has been used extensively in supersonic and hypersonic aeroelasticity. It provides a point-function relationship between the local pressure on the surface of the vehicle and the component of fluid velocity normal to the moving surface.\textsuperscript{28, 29} The derivation utilizes the isentropic "simple wave" expression for the pressure on the surface of a moving piston,

$$
p(x, t) - p_\infty = p_\infty \left[ \frac{v_n}{a_\infty} + \frac{\gamma(\gamma + 1)}{4} \left( \frac{v_n}{a_\infty} \right)^2 
+ \frac{\gamma(\gamma + 1)}{12} \left( \frac{v_n}{a_\infty} \right)^3 \right] 
$$

(7)

An aeroelastic analysis for a typical cross-section for a double-wedge airfoil was developed using Eq. (7) for the unsteady pressure loading. The equations of motion for a typical cross-section, with pitch and plunge degrees of freedom shown in Fig. 4, were obtained from Lagrange's equations.

$$
m \ddot{h} + S_\alpha \dot{\alpha} + K_h h = -L(t) 
$$

(8)

$$
S_\alpha \ddot{h} + I_{\alpha \dot{\alpha}} + K_{\alpha \alpha} = M_{EA}(t) 
$$

Assuming small displacements and using Fig. 4 yields

$$
Z(x, t) = - \{ h(t) + (x - ba)\alpha(t) \} + f(x) 
$$

(9)

and

$$
v_{nU} = - \{ \dot{h} + (x - ba)\dot{\alpha} \} + V \left\{ -\alpha + \frac{\partial f(x)}{\partial x} \right\} 
$$

$$
v_{nL} = \{ \dot{h} + (x - ba)\dot{\alpha} \} - V \left\{ -\alpha + \frac{\partial f(x)}{\partial x} \right\} 
$$

(10)

where

$$
\frac{\partial f_U(x)}{\partial x} = \tau : -b < x < 0 
$$

$$
\frac{\partial f_U(x)}{\partial x} = -\tau : 0 < x < b 
$$

$$
\frac{\partial f_L(x)}{\partial x} = -\tau : -b < x < 0 
$$

$$
\frac{\partial f_L(x)}{\partial x} = \tau : 0 < x < b 
$$

(11)

From Eqs. (7), (10), and (11) the unsteady pressure distribution was determined. The unsteady lift and moment due to this pressure distribution were
determined from

\[ L(t) = \int_a^b (p_L(x, t) - p_U(x, t)) \, dx \]

\[ M_{EA}(t) = - \int_a^b (x - ba) \left( p_L(x, t) - p_U(x, t) \right) \, dx \] (12)

The unsteady lift can be written as

\[ L(t) = L_1(t) + L_2(t) + L_3(t) \] (13)

where,

\[ L_1(t) = 4p_\infty \gamma Mb \left\{ \frac{b}{\kappa} - \left( \frac{b}{\kappa} + ba \right) \frac{\dot{\phi}}{\kappa} + a \alpha \right\} \]

\[ L_2(t) = -p_\infty \gamma \left( \gamma + 1 \right) M^2 b^2 \left\{ \frac{1}{\kappa} - 2ba \frac{\dot{\phi}}{\kappa} + \alpha \right\} \]

\[ L_3(t) = -\frac{1}{2} p_\infty \gamma \left( \gamma + 1 \right) M^2 b^2 \left\{ \left( \frac{b}{\kappa} - ba \frac{\dot{\phi}}{\kappa} + \alpha \right)^2 + 3\tau^2 \right\} \]

(14)

Note that \( L_1(t), L_2(t), \) and \( L_3(t) \) represent the first, second, and third-order piston theory lift components, respectively. The unsteady moment is represented in a similar manner

\[ M_{EA}(t) = M_1(t) + M_2(t) + M_3(t) \] (15)

where

\[ M_1(t) = 4p_\infty \gamma Mb \left\{ \frac{b}{\kappa} - \left( \frac{b}{\kappa} + ba \right) \frac{\dot{\phi}}{\kappa} + a \alpha \right\} \]

\[ M_2(t) = -p_\infty \gamma \left( \gamma + 1 \right) M^2 b^2 \left\{ \frac{1}{\kappa} - 2ba \frac{\dot{\phi}}{\kappa} + \alpha \right\} \]

\[ M_3(t) = -\frac{1}{2} p_\infty \gamma \left( \gamma + 1 \right) M^2 b^2 \left\{ \left( \frac{b}{\kappa} - ba \frac{\dot{\phi}}{\kappa} + \alpha \right)^2 + 3\tau^2 \right\} \]

(16)

It is interesting to note that the second-order lift and moment are linear in terms of the displacement variables due to vertical symmetry of the double-wedge airfoil.

For compatibility with CFL3D, it is important to represent Eq. (8) in terms of generalized coordinates and forces. This is accomplished by the normal mode transformation given by

\[ \begin{\bmatrix} h(t) \\ \alpha(t) \end{bmatrix} = [\Phi] \begin{bmatrix} q_1(t) \\ q_2(t) \end{bmatrix} \] (17)

Applying the normal mode transformation on the equations of motion, Eq. 8, yields

\[ \begin{bmatrix} q_1(t) \\ q_2(t) \end{bmatrix} = [\Phi]^T \begin{bmatrix} -L(t) \\ M_{EA}(t) \end{bmatrix} - \begin{bmatrix} \omega_1^2 & 0 \\ 0 & \omega_2^2 \end{bmatrix} \begin{bmatrix} q_1(t) \\ q_2(t) \end{bmatrix} \] (18)

for mass normalized modes. The modal degrees of freedom are coupled through the generalized aerodynamic loads. Equation (18) was solved using the subroutine ODE45 in MATLAB©.

**Calculation of Effective Shape of the Double-Wedge Airfoil**

The thick boundary layer in hypersonic flow deforms the outer inviscid flow, causing a given body shape to appear much thicker. This influences both the surface pressure distribution and the vehicle aerelastic stability. This effect can be incorporated in an approximate manner by using a static boundary layer displacement thickness in conjunction with piston theory. A similar approach was considered in Ref. 8, where a flat-plate boundary layer thickness was used. In the present study, the accuracy in calculating the displacement thickness is improved by using the steady pressure distribution obtained from the CFD based Navier-Stokes solution. This displacement thickness is used to determine the modified airfoil shape. The steady component of the piston theory pressure can be obtained from Eq.(7) when all time dependent terms are neglected. For zero angle of attack, this is given by:

\[ C_{pPT}(x) = \frac{p_\infty}{q_\infty} \left\{ \frac{\gamma M}{4} \frac{dz_{eff}}{dx} + \frac{\gamma(\gamma + 1)M^2}{12} \left( \frac{dz_{eff}}{dx} \right)^2 \right\} \]

(19)

Equating the steady CFD Navier-Stokes coefficient of pressure with Eq.(19) yields a third order polynomial for \( \frac{dz_{eff}}{dx} \),

\[ C_{pPT}(x) - C_{pNS}(x) = 0 \] (20)

Solving this equation at each surface grid point results in two complex roots, and one real root which represents the slope of the effective airfoil shape at that grid point. The complete effective shape, \( Z_{eff}(x) \), can then be obtained from this slope, \( \frac{dz_{eff}}{dx} \), by integrating along the length of the airfoil, and assuming zero displacement thickness at the leading edge, i.e. \( Z_{eff}(-b) = 0 \).

**Results and Discussion**

The results presented in this section provide a partial validation of CFL3D for the hypersonic regime, and also contribute to the fundamental understanding
of hypersonic aeroelasticity. By comparing results for Euler, Navier-Stokes and piston theory, one can identify the importance of viscosity, and the effectiveness of piston theory in approximating the aeroelastic behavior of a double-wedge airfoil in inviscid flow.

The present study utilizes two different configurations, one of which was selected based on engineering judgment, and a second motivated by the desire to deal with a specific configuration that has flown at high speeds. The second configuration resembles a Lockheed F-104 Starfighter wing cross-section at 75% of span, and is assumed to be made of 2024-T3 aluminum alloy. These are referred to as Configuration I and Configuration II, respectively. Additional parameters for both configurations of the double-wedge airfoil are given in Table 2. Using two different configurations extends the parameter range covered by the results, and this gives a more comprehensive view of aeroelastic behavior in the hypersonic regime.

**Selection of Time-step Size**

The time-step required for accurate prediction of the aeroelastic response is important in computational aeroelasticity studies. However, selection of small time-steps also requires significant computational resources. The optimal time-step is determined by a trade-off between accuracy and demands on computational resources. This was established by a concise numerical study.

In an aeroelastic system with a linear structural operator, the time-step limitation is governed by the unsteady fluid calculations. A simulation based on prescribed motion of the geometry in Configuration I was used to select an appropriate time-step size for each of the flight conditions. To determine the proper step size, the unsteady lift, moment and drag coefficients \( (C_L(t), C_M(t), C_D(t)) \), due to prescribed motion were computed, and the time-step selected was based on the convergence of these unsteady aerodynamic coefficients. It was found that the lift coefficient \( C_L \) has the smallest degree of sensitivity to the time-step selection. For aeroelastic simulations, the lift is the dominant quantity since drag does not appear in the aeroelastic calculations for the double-wedge airfoil. For the double-wedge airfoil geometry, the moment due to lift \( (C_L \cdot \alpha) \) has the same order of magnitude as the moment coefficient, and hence the accuracy of \( C_M \) is comparable in importance to the accuracy in \( C_L \). Therefore one may be tempted to determine the accuracy requirement primarily from the behavior of the unsteady lift.

For simulations using Euler aerodynamics, the responses were found to be independent of time-step size when the time-step was smaller than 0.001 sec. To identify the maximum time-step for a viscous simulation, a maximum time-step for a viscous forced-motion simulation was found. This value determined the upper limit for the time-step size used in the aeroelastic simulations. Simulations were carried out at 10, 20 and 30 Hz, with a maximum rotation of 1° and 2°, at various altitudes. Results from simulations carried out at 70,000 feet and Mach 10, with maximum rotation of 2° at 20 Hz, are shown in Fig.5. In an aeroelastic simulation, the phase difference between the oscillations in \( C_L(t) \) and \( C_M(t) \) plays a very important role in the stability of the system. A phase difference in the oscillations in \( C_L(t) \), \( C_M(t) \) and \( C_D(t) \) in a forced-motion simulation would lead to incorrect aeroelastic behavior at those flight conditions. Hence, when viscosity is considered, \( C_D \) is a better indicator of convergence than \( C_L \), even though \( C_D \) plays no role in this particular aeroelastic problem. This is because \( C_D \) is the best indicator of a phase difference between the various coefficients in a prescribed motion simulation. It was found that the errors in magnitude and phase were not significantly affected by the frequency or magnitude of the oscillations at a given altitude. The results of this study are summarized in Table 3. Since aeroelastic simulations tend to be sensitive to small errors in phase, these results were also verified by carrying out aeroelastic simulations with the different time-step sizes.

The simulations in this study were carried out in sequential mode on individual nodes of a SGI Origin 2000 parallel computer with R10000 processors. Based on the time-step sizes indicated in Table 3, the run time for an aeroelastic simulation of the double-wedge airfoil using Euler aerodynamics is approximately 10 hours, and approximately 110 hours when using Navier-Stokes aerodynamics. The significant increase in computational resources for viscous aeroelasticity is a reflection of the more complex aerodynamic equations as well as the smaller time-step size and increased subiterations required.

**Aeroelastic Behavior of the Double-wedge Airfoil**

Figure 6 depicts the flutter boundaries of Configuration I at various altitudes, as a function of the offset \( \alpha \) for the operating envelope of a typical hypersonic vehicle, at 0° angle of attack, based on third-order piston theory. The mass ratios for the various altitudes, calculated using the standard
atmosphere, are given in Table 1. For the Mach number range of 5 < M < 15, the height selected for the flutter calculations of this configuration was 70,000 feet. At this altitude, the flutter boundaries are at \( M_f = 9.21 \) for \( a = 0.1 \) and at \( M_f = 14.96 \) for \( a = -0.2 \). Sample computational points from this study were Mach numbers 7, 10 and 15 at 70,000 feet, with Reynolds numbers of 3,336 \( \times 10^6 \), 4,766 \( \times 10^6 \) and 7,149 \( \times 10^6 \), respectively.

The results for the aeroelastic behavior of Configuration I with \( a = 0.1 \) using different aero-
dynamic models is shown in Fig. 7. The linear nature of the second-order piston theory model allowed an eigenanalysis for comparison with frequency and damping characteristics from second-order piston theory aeroelastic transients. From this figure, the flutter Mach number predicted by second-order piston theory was \( M_f = 9.79 \). In general, results from the time history analysis agreed with the eigenanalysis. The sharp coalesce shown in Fig. 7 is due to an inability of the moving block approach to distinguish between the damping and frequency characteristics of the transient motion as the flutter Mach number is approached and the two modes begin to interact. The flutter Mach number obtained with Euler aerodynamics is \( M_f = 6.75 \), and when Navier-Stokes aerodynamics is used, flutter is found to be at \( M_f = 6.59 \).

For Configuration I with \( a = -0.2 \), Fig. 8 indicates that differences in system response from the three aerodynamic models are minor at Mach numbers well below the flutter boundaries. However, these differences increase with Mach number. An eigenanalysis using second-order piston theory indicates flutter at \( M_f = 15.16 \), while an analysis of third-order piston theory aeroelastic transients indicates flutter at \( M_f = 14.96 \). It is apparent that, for this configuration, third-order piston theory is slightly more conservative than second-order piston theory. With Euler aerodynamics, the flutter boundary drops to \( M_f = 11.76 \), and using Navier-Stokes aerodynamics results in a further reduction to \( M_f = 11.15 \). These differences emphasize the importance of aerodynamic nonlinearities and viscosity with increasing Mach numbers.

The effect of the wedge angle (or thickness) of the airfoil is depicted in Fig. 9, at 70,000 feet. Increasing the wedge angle to 4°, for Configuration I with \( a = -0.2 \), reduces the flutter Mach numbers predicted by all three models. Third-order piston theory yields \( M_f = 12.56 \), using Euler aerodynamics reduces the flutter boundary to \( M_f = 10.54 \) and Navier-Stokes aerodynamics results in a further reduction of the flutter boundary to \( M_f = 9.59 \).

All the cases considered were at 0° static angle of attack. Hypersonic vehicles in trimmed flight will operate at an angle of attack. The effect of static angle of attack on the aeroelastic behavior of Configuration I with \( a = -0.2 \) is considered next. Figure 10 shows the aeroelastic behavior of the double-wedge airfoil using third-order piston theory, for static angles of attack given by \( \alpha_s = 0°, 1° \) and \( 2° \). Increasing the static angle of attack reduces the flutter boundary proportionally by a small value. Similar behavior is obtained when using Euler aerodynamics, shown in Fig. 11, and also when using Navier-Stokes aerodynamics, as shown in Fig. 12. These results indicate that having a small static angle of attack does not significantly affect the flutter behavior of the double-wedge airfoil. For the sake of completeness, these results are also summarized in Table 4.

The effective shape modification due to the presence of the boundary layer at Mach 7.0, 10.0 and 15.0 for Configuration I, are shown in Fig. 13. The effective geometries are calculated from steady CFD Navier-Stokes pressure data, as described previously. Figure 14 presents a comparison of the aeroelastic stability boundaries at 70,000 feet using the modified shape, as well as Euler and Navier-Stokes based unsteady loads. When the effective shape is used in conjunction with piston theory aerodynamics, flutter is predicted at \( M_f = 13.31 \) which is significantly higher than the value of \( M_f = 11.15 \) predicted by Navier-Stokes aerodynamics. The limited number of results presented for the approximate approach based on piston theory with a modified airfoil shape is insufficient to determine whether this is a reliable approximation.

Figure 15 shows the flutter boundaries of Configuration II at 40,000 feet and 70,000 feet, in comparison with the flutter boundaries of Configuration I at the same altitudes, calculated using third-order piston theory. The flutter boundaries, at corresponding altitudes, of Configuration II are significantly higher than for Configuration I, due to a stiffer wing structure. For the Mach number range of 5 < M < 15, the height selected for flutter calculations of Configuration II was 40,000 feet. Some computational points selected for this altitude were Mach numbers 7, 10 and 15, which correspond to Reynolds’ numbers of 1.378 \( \times 10^6 \), 1.909 \( \times 10^6 \) and 2.954 \( \times 10^6 \), respectively.

The aeroelastic behavior of Configuration II with \( a = 0.1 \), obtained using different aerodynamic models, is shown in Fig. 16. Use of piston theory yields flutter at \( M_f = 12.01 \), while the Euler loads reduce the boundary to \( M_f = 9.39 \), and the Navier-
Stokes based loads result in a relatively minor reduction to $M_F=8.97$. Modifying the offset to $a=-0.2$ changes the flutter boundary to $M_F=16.67$, 13.76 and 13.30 when using piston theory, Euler and Navier-Stokes models, respectively, as shown in Fig. 17.

**Aerothermoelastic Behavior of the Double-Wedge Airfoil**

Configuration II represents a configuration where the effects of aerodynamic heating are ignored. A realistic model for the hypersonic regime must include aerodynamic heating effects. Aerodynamic heating significantly alters the flow properties, degrades the material properties and also introduces thermal stresses. Aerodynamic heating of the surrounding airflow leads to significantly different thermodynamic and transport properties, high heat-transfer rates, variable $\gamma$, possible ionization, and nonadiabatic effects from radiation. Thermal stresses arise from rapidly changing conditions of heat input where time lags are involved, or also from equilibrium conditions of non-uniform temperature distribution. Commonly, the heated structure has lowered stiffness due to material degradation and thermal stresses, which manifests itself as a lowering of the natural frequencies.

An accurate treatment of aerothermoelasticity may require the coupling of the unsteady heat transfer problem with the aeroelastic problem based on the Navier-Stokes solution of the unsteady airloads. Instead of dealing with this complicated problem, the results presented here are intended to explore the basic aspect of temperature change so as to gain an approximate measure for the importance of this effect. These approximate calculations are carried out by considering the effect of elevated temperatures on the structural stiffness and associated frequencies.

As a first approximation of the effects of aerodynamic heating, the changes in model stiffness associated with degradation of the modulus of elasticity are considered. When a metal is heated above room temperature, its modulus begins to decrease gradually, and the process accelerates as higher temperatures are reached. Experimental measurements indicate that the modulus of elasticity decreases more rapidly for static measurements when compared to dynamic measurements. Reference 36 indicates that this difference is due to several internal-friction mechanisms, among which anelastic effects appear to be predominant. Data on the dynamic modulus of elasticity for various alloys, including 2024-T3 Aluminum alloy used in the present study, at different temperatures are also provided.

The simple model considered assumes the existence of an efficient thermal protection system designed to provide a linear increase in temperature from 200°F at $M=3.5$ to 350°F at $M=10.0$. Beyond $M=10.0$, the thermal protection system loses its efficiency and the temperature increases such that it is proportional to the adiabatic wall temperature, reaching a temperature of 1000°F at $M=20.0$. This variation is given by,

$$T = f_1(M) = 200 + 23.1(M - 3.5) \quad 2 \leq M \leq 10$$

$$= 318.1 + 4.2(M - 7.2)^2 \quad 10 < M \leq 20$$

and is shown in Fig. 18(a). The corresponding variation of the dynamic modulus of elasticity with Mach number is shown in Fig. 18(b).

Using this temperature distribution, piston theory was used to calculate the flutter boundary for Configuration II for a variety of offsets, and this was compared with flutter boundaries obtained by heating the wing uniformly to temperatures of 200°F, 500°F, and 800°F, as shown in Fig. 19. It is apparent that heating the wing to a constant temperature results in an almost uniform reduction in aeroelastic stability for all variations in $a$. However, varying temperature with Mach number results in a nonuniform reduction in aeroelastic stability, where the reduction is dependent on $a$. As the elastic axis is moved from $a=-0.4$ to $a=0.4$, the reduction in aeroelastic stability due to aerodynamic heating decreases. When the elastic axis is moved aft, the Mach numbers required to initiate flutter decrease. This implies the wing is heated to a lower temperature, and therefore experiences a smaller reduction in stiffness. In all cases, the flutter Mach number decreases with increasing temperature. The aeroelastic behavior of the heated wing with $a=0.1$ is shown in Fig. 20, while the behavior obtained using $a=-0.2$ is shown in Fig. 21. Both figures show that there is a decrease in $M_f$ when compared to the wing in the absence of aerodynamic heating. Figure 22 shows the flutter boundaries calculated using the different aerodynamic methods for the unheated and the heated wings. These results imply that similar trends in the flutter boundary are evident, irrespective of the method used to calculate the unsteady aerodynamic loads.

**Aeroelastic Behavior of a Generic Reusable Launch Vehicle**

The model employed is based on a generic vehicle
that resembles a lifting body that can be used in the design of a reusable launch vehicle. The model represents only the fuselage of the vehicle. A coarsened view of the computational domain is shown in Fig. 23. The dimensions of the generic vehicle are 76.2 ft. length, 45.34 ft. width and 6 ft. thickness. The empty mass of the vehicle is considered to be 70,000 lbs. From these specifications, the unrestrained modes were obtained. The model is currently being extended to include lifting surfaces. Currently, aeroelastic calculations using Euler and Navier-Stokes based unsteady aerodynamic loads are being carried out, so as to determine the effect of viscosity on the aeroelastic stability boundaries. Results for the generic hypersonic vehicle will constitute an important contribution to the state of the art. The run time for an aeroelastic simulation using Euler aerodynamics is approximately 60 hours on individual processors of a SGI Origin 2000, which increases to 700 hours when using Navier-Stokes aerodynamics.

CONCLUSIONS

Based on the numerical results presented in this paper, the following conclusions can be stated.

1. The time steps to be used in computational aeroelasticity studies are strongly dependent on the unsteady aerodynamic model used. Using a viscous flow based on the Navier-Stokes equations requires time-step sizes at least an order of magnitude smaller than those used for an Euler solution, when using the same number of subiterations.

2. At subcritical Mach numbers, aeroelastic behavior predicted using the various models is fairly close. The frequency and damping characteristics are comparable. These differences increase substantially at, and beyond, the stability boundary.

3. Stability boundaries predicted by Euler solutions are approximately 20-25% lower than those predicted by piston theory. The Navier-Stokes solutions are approximately 5% further below Euler.

4. The various aeroelastic models predict similar trends due to changes in parameters such as: offset between the elastic axis and mixchord, wedge angle and static angle of attack for the double-wedge airfoil.

5. Airfoil shapes modified by the presence of a static boundary layer predicts flutter at a Mach number 20% higher than that obtained using the the Navier-Stokes equations. However, the general validity of this approach is questionable.

6. Material property degradation due to aerodynamic heating can reduce the aeroelastic stability of the double-wedge airfoil significantly. For the assumed temperature variation, reductions in the range of 5%-15% were observed.

7. The results presented can be considered to provide a partial validation of the aeroelastic capabilities of the CFL3D code for the hypersonic flow regime.
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<table>
<thead>
<tr>
<th>Altitude (feet)</th>
<th>(\mu_m) Configuration I</th>
<th>(\mu_m) Configuration II</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>13.47</td>
<td>24.50</td>
</tr>
<tr>
<td>5,000</td>
<td>15.63</td>
<td>28.43</td>
</tr>
<tr>
<td>40,000</td>
<td>141.81</td>
<td>257.91</td>
</tr>
<tr>
<td>70,000</td>
<td>232.68</td>
<td>423.32</td>
</tr>
<tr>
<td>100,000</td>
<td>942.60</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1: Mass Ratio at various altitudes.
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Table 2: Comparison of parameters describing Configurations I and II.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Configuration I</th>
<th>Configuration II</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c$ (m)</td>
<td>2.00</td>
<td>2.35</td>
</tr>
<tr>
<td>Thickness ratio(%)</td>
<td>2.5</td>
<td>3.36</td>
</tr>
<tr>
<td>Wedge angle(°)</td>
<td>2.86</td>
<td>3.85</td>
</tr>
<tr>
<td>$m$ (kg/m)</td>
<td>51.8</td>
<td>94.2</td>
</tr>
<tr>
<td>$r_{\alpha}$</td>
<td>0.5</td>
<td>0.484</td>
</tr>
<tr>
<td>$\omega_h$ (Hz)</td>
<td>7.96</td>
<td>13.4</td>
</tr>
<tr>
<td>$\omega_{\omega_h}$ (Hz)</td>
<td>19.9</td>
<td>37.6</td>
</tr>
<tr>
<td>$\frac{\omega_{\omega_h}}{\omega_{\alpha}}$</td>
<td>0.4</td>
<td>0.356</td>
</tr>
<tr>
<td>$x_{\alpha}$</td>
<td>0.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 3: Suggested timestep sizes and corresponding number of subiterations for aeroelastic simulations.

<table>
<thead>
<tr>
<th>Altitude (feet)</th>
<th>Mach no.</th>
<th>Time-step (sec)</th>
<th>No. of subiterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>50,000</td>
<td>5.0</td>
<td>0.001</td>
<td>10</td>
</tr>
<tr>
<td>70,000</td>
<td>10.0</td>
<td>0.0003</td>
<td>40</td>
</tr>
<tr>
<td>100,000</td>
<td>10.0</td>
<td>0.0001</td>
<td>40</td>
</tr>
</tbody>
</table>

Table 4: Effect of static angle of attack on flutter Mach number for different aerodynamic models, Configuration I, $a=-0.2$.

<table>
<thead>
<tr>
<th>Aerodynamic Model</th>
<th>$M_f$</th>
<th>$M_f$</th>
<th>$M_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha_s = 0^\circ$</td>
<td>$\alpha_s = 1^\circ$</td>
<td>$\alpha_s = 2^\circ$</td>
</tr>
<tr>
<td>Third-order piston</td>
<td>14.96</td>
<td>14.85</td>
<td>14.61</td>
</tr>
<tr>
<td>Piston Theory</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Euler</td>
<td>11.76</td>
<td>11.72</td>
<td>11.60</td>
</tr>
<tr>
<td>Navier-Stokes</td>
<td>11.15</td>
<td>11.08</td>
<td>11.01</td>
</tr>
</tbody>
</table>

Figure 1: Operating envelopes for several modern hypersonic vehicles.

Figure 2: A flow diagram of the computational aeroelastic solution procedure.
Figure 3: Double-wedge airfoil section, and surrounding grid, to scale, Configuration I.

Figure 4: Two degree-of-freedom typical airfoil geometry.

Figure 5: Results for forced pitching motion at Mach 10 and 70,000 feet, with a maximum pitch angle of 2° at 20 Hz, Configuration I.

Figure 6: Flutter boundaries of Configuration I at zero angle of attack, obtained using third-order piston theory.
Figure 7: Comparison of aeroelastic results for Configuration I, at an altitude of 70,000 feet, $a=0.1$.

Figure 8: Comparison of aeroelastic results for Configuration I, at an altitude of 70,000 feet, $a=0.2$.

Figure 9: Comparison of aeroelastic results for Configuration I, at an altitude of 70,000 feet, $a=-0.2$, wedge angle=$4^\circ$.

Figure 10: Effect of static angle of attack on the aeroelastic behavior of Configuration I, at an altitude of 70,000 feet, using third-order piston theory, $a = -0.2$. 
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Figure 11: Effect of static angle of attack on the aeroelastic behavior of Configuration I, at an altitude of 70,000 feet, using Euler aerodynamics, $a = -0.2$.

Figure 12: Effect of static angle of attack on the aeroelastic behavior of Configuration I at an altitude of 70,000 feet, using Navier-Stokes aerodynamics, $a = -0.2$.

Figure 13: Effective shapes of Configuration I.

Figure 14: Comparison of aeroelastic results for Configuration I at an altitude of 70,000 feet, using Euler aerodynamics, Navier-Stokes aerodynamics, third-order piston theory and third-order piston theory with effective shapes, $a = 0.2$.  
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Figure 15: Flutter boundaries of Configurations I and II at zero angle of attack, obtained using third-order piston theory.

Figure 16: Comparison of aeroelastic results for Configuration II, at an altitude of 40,000 feet, unheated, $\alpha=-0.2$.

Figure 17: Comparison of aeroelastic results for Configuration II, at an altitude of 40,000 feet, unheated, $\alpha=0.1$. 
Figure 18: Variation of temperature and dynamic modulus of elasticity of 2024-T3 Aluminum alloy with Mach number.

(a) Variation of temperature with Mach number.

(b) Variation of the modulus of elasticity with Mach number.

Figure 19: Comparison of aero thermoelastic results for Configuration II, using piston theory for different wing heating conditions.

Figure 20: Comparison of aero thermoelastic results for Configuration II, at an altitude of 40,000 feet, heated, $a=0.1$. 
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Figure 21: Comparison of aeroelastic results for Configuration II, at an altitude of 40,000 feet, heated, $a=-0.2$.

Figure 22: Comparison of flutter boundaries for Configuration II, heated and unheated wings, using third-order piston theory, Euler aerodynamics and Navier-Stokes aerodynamics.

Figure 23: A representative view of the computational domain.